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## Abstract

 \% techniques, like divide-and-conquer, plane-sweep and prune-and-search are used in the creation of new algorithms. In this thesis, a new problem-solving-technique called ICT (iterative-convergent-technique) is introduced. ICT is an approximation technique that geometrically converges opon the exact solution. It begins by constructing a convex region that encloses the solution. Each iteration, a fixed fraction (approximately one-fial) of the remaining region is chopped away, until the approximation is guaranteed to lic within $\varepsilon$ of the exact solution, where $\varepsilon$ is a parameter specified by the user.

To demonstrate the usefulness of this approach, we have applied ICT to a number of geometric optimization problems in 2 and 3 dimensions:
determining the separability of two planar sets;

- $\because$ detecting the common intersection of the convex hulls of $m$ sets of peints;
- .. Lincar Programming;
- : the problem of finding the smallest enclosing sphere of $n$ weighted points
$\therefore \quad \therefore \quad$ as
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## Notation Summary.

$a, b, c, \ldots \quad \because$ scalars
$\mathbf{a}, \mathbf{b}, \mathbf{c}, \ldots$ points or vectors
$\mathbf{a b} \quad$ The line segment connecting the points $\mathbf{a}$ and $\mathbf{b} \boldsymbol{g}$
$\alpha, \beta, \gamma, \ldots$ lines or plapes
$A, B, C, \ldots$ finite disjoint sets of objects
$\Gamma, \Delta, \Phi, \ldots$ bounded, continuous sets of points, which are referred to as regigns distance, .... functions ( See Appehdix B ).

| $\left\{\begin{array}{l}\because \\ \cdots\end{array}\right\}$ | - | sets |
| :--- | :--- | :--- |
| $\cap$ | - | set intersection |
| $\cup$ | - | set union |
| - | $\ddots$ | set difference |
| $\subset$ | - | subset |
| $\epsilon$ | - | element of |
| $\notin$ | - | not an element of |

## Specific Conventions:

$S$ - initual set of objects (input)-
$n \quad-\quad$ cardinality of $S$
$\mathbf{p}_{i} \quad-\quad$ subscript $i$ indicates the $i^{\text {th }}$ element of a set
$w \quad$ - weight associated with each object in $S$. For example $w_{i}$ represents the weight associated with the $i^{\text {th }}$ object in $S$. The unweighted version of each problem is obtained by leuting $w_{i}=1$ for all $i$.
$k \quad-\quad$ dimension of the problem or set
$E^{k} \quad-\quad k$-dimensional Euclidean space We will label the axes $x, y$ and $z$ if working in $E^{3}$.
iff $\quad$ - if, and only if

## Chapter 1

## $\because$



One of the continuing challenges of computational geometry is to find efficient and practical solutions for computational problems. This emphasis on both efficiency and practicality has resulted in an interesting mix of research. At one end of the spectrum, researchers strive to create more efficient algorithms, where 'more efficient' may imply that the 'worst-case' time or space requirements of the solution have been reduced, or that the algorithm behaves well in all 'expected' cases. At the other end of the spectrum, the problems faced during the implementation of these algorithms are examined. This includes reconciling the differences between the hardware that the algorithms will be implemented on and the abstract computer models that were used by the designers of these algorithms. For example, researchers study different ways of representing real numbers on discrete hardware, and also ways of automatically detecting and Handing degenerate cases:

In this thesis; a new problem-solving-technique called ICT (iterative-convergent-technique) is presented, where a problem-solving-fechnique is simply an approach to solving a problem that is effective for a number of different problems. Algorithm designers have frequently made use of such techniques when creating newalgorithms, For example, in their survey of computational geometry, [Lee and Preparata 84] have fortified and described several that have proven useful in this respect, including plane-sweep, divide-- $\quad$. $\because$ and-conquer and prume-and-scarch. Often a great deal of ingenuity is required to demonstrate that a given problem can be solved using a particular approach Sometimes complex preprocessing steps are required or perhaps a geometrical property of the problem can be exploited. The payoff for this effort is that usually the new solution has the time and space complexity of the problem-solving-technique.

The technique that is presented in this thesis is an approximation technique. This means that the algorithm will generate solutions that are within. $\varepsilon$ units of an exact solution, where $\varepsilon$ is a parameter specified by the user. Usually approximation techniques are faster than exact techniques, making them
attractive when the exact solution to a prohlem is not required. To demonstrate the power of ICT, it wift to applied to the following geometric optimization probiems:

- Lincar Programming (LP) in 2 and 3 dimensions:
- the problem of finding the mallest enclosing esphere of $n$ wenghted pomis in 2 and 2 ) $\therefore$ dimensions (SES) :
- detecting the common intersection of the convex hulls of $m$ sets of pomts

$$
4 \infty
$$

Exact linear solutions already exist for most of the problems listed above. The lincar-tume whum for
 obtain a linear-time solution for LP'in any fixed dimeristen. The unweighted 2-dimensional SES problem

 equivalent oo determining whether the two sets are tinearly separahle: Thin can be detemmed hy wome
 possible to determine whether the convex trulls of $m$ sels of points overlap in hatar wose

Since a theoretically optimal folution already exists for mest of these problems, wisp to question the wisdom of suggesting yet another solution, in particular one that guarranteres only at approximate solution. There are a number of reasons for examining ICT in detan

- ICT is worth exploring because it is an approximation technique. As was stated carlef, often the exact solution to a problem is not required. ICT allows the user to spectly the amount of croor that ís acceptable in the solution. If litue precision is required, then K'T can terminate carly.
- Each of the linear-time results referenced above utilizes the well-known prune-and-sear h techneque, which was first-introduced (independently) in (Megiddo 83al and (Dyer 84). One of the steps of this technique is to find the median of a set of numbers in linear tume (\|Blum, Foloyd. Pratt,
 [Edelsbrunner 87] (page 239) has noted, the worst-case iptimal metheds for finding the median of a set of numbers all suffer from poor average case bethaviour. Instead he suggests that the simpler algorithms presented in \{Floyd and Rivest 75 \} be conudered for implementation unce they
detormine une median in a fast expected time. If Edelsbrunner's advice is followed, then the whumens w) the atrove algorithms are no longer lincar in the worst-case.
- The most common approaeh for representing real numbers on a computer is to approximate them by fixed-precision floating point numbers. If such a representation, is used, then each ICT 。 algorithim will have a lincar worst-case timecompexity.
- ICT has the following striking feature. Changing the dimension from 2 io 3 pr changing the problem from an unweighted to a weighted one are simply variations of the sam problem. Often a sofution for one of these variations sheds light on how the duther variations gan be solved. As we shall see when the history of some of the problems listed above are discussed, such yariations have . - been treated as totally separate problems, making it difficult, if not impossible, to extend a 2 -- dimensional algorithm to 3 dimensions or to convert an algorithim for an uriweightut solution into one that can solve the weighted version of the problem.
- ICT can be casily combined with other iterative approaches, including the prune-and-search technique. Examples of how this can be done will be presented later in the thesis.
- There are some problemst that can be solved using ICT for which there are no known linear solution. For example, this is true of detecting the common intersection of the convex hulls of $m$ scts of points. -
- Since problem-solving-techniques have proven to be useful algorithmic design tools, it is worth considering a new one on this merit alone. Alse, the geometry that ICT is based upon is triteresting for its own sake. Thus ICT is interesting from a striculy theoretical point of view.
ict will be descrited in the next few sections. first in abstract terms to emphasize the concepts behind our $\therefore \quad$ arproach, afthen more concretely by using it to solve a problem. The notational conventions listed in $\therefore$ Appendix A have hecnucd throughout this thesis.


### 1.1 ICT, An Iterative-Convergent-Technique <br> $\because$

A problem must have a geometrical interpretation before ICT can be applice to it. Usually ihe .ceact whuton is euther a poomt or it can be directly determined from a point, given the constraints of the problem. The tank of an ICT algorithm in to determine the location of this point. - It begins by isolating the pantis loxatwon to particular resun wee Appendix B) of space. Let $\Phi_{0}$ denote the initial solution
region. In each tteration, more of the solution region is chopped away, until what remains is small enough for all of its points to lic within $\varepsilon$ of the exact solution, where $\varepsilon$ is a parameter that is specified by the user. The method of chopping is based upon the following observation. If $\Phi$ and $I$ are two convex regions that contain the exact solution $s$, then $s \in \Phi \cap \Gamma$. In each iteration, a new convex set $\left(\Gamma_{1}\right)$ is determined, such that $\Gamma_{1}$ contains $s$ and such that the volume of $\Phi_{1}={ }^{\prime} \Phi_{1} \cap \Gamma_{1}$ is no larger than a fixed fraction of the volume of the previous solution region, $\Phi_{1}$. Thus ICT converges towards $s$ through a sequence of nested convex regions whose volumes decrease in a geometric progression

In summary, cach ICT afgornhm has three distinct components:

- an intitalization step during which the intial solution region $\Phi_{0}$ is constructed;
- an iteration requence duFng which $\Gamma_{5}$ is used to chop away a portoon ot the soluton region. That is, $\Phi_{1}=\Gamma_{1} \cap \Phi_{1}:$
- a termination predicate which determines whether the current volutuon reghon is small enough to terminate or whether another tteration is required.

Note that one of the basic tenets of this thesis is that each of these components should require at most linear time. In order to help illustrate the above ideas. ICT will be applied to a sample problem in the next Iwo sections.

### 1.2 The Smallest Enctosing Circle Of $\eta$ Points In The Plane (SEC)

Finding the Smallest Enclosing Circte (SEC) of $n$ points in the plane is a classic geometric optumization problem which over the years has been known by a number of different names including: minimum spanning circle, Euclidean distance facility location and the Euclidean one center (point) problem. Figure 1.1 illustrates the SEC problem. Suppose that we have been given a set of $n$ points in the plane and we have been asked to find the smallest circle that encloses these points, where we define a circle with center $\mathbf{c}$ and radius $r$ as foltows: $\operatorname{Circle}(\mathbf{C}, r)=\left(\mathbf{x} \in \mathrm{E}^{2} \mid \mathcal{P}_{\text {itstance }} \mathbf{C}, \mathbf{x}\right) \leq r \mid$. Destance $(\mathbf{C}, \mathbf{x}$ ) is a function that returns the Euclidean distance between the points $\mathbf{C}$ and $\mathbf{x}$.

Formally, SEC can be deseribed as follows. Let $S=\left\{\mathbf{p}_{1}, \mathbf{p}_{2}, \ldots, \mathbf{p}_{n}\right\}$ denote a set of $n$ points in the plane. We want to find the point $c^{*}$ that minimizes $r^{*}$, where:

$$
\left.r^{*}=\underset{\sim}{\operatorname{maximum}} \underset{\sim}{n} \text { Distance } \mathbf{c}^{*}, \mathbf{p}_{1}\right)
$$



(b) the sriallest circle that encloses $S^{2}$.

Figure 1.1 An example of a smallest enclosing circle.
The smallest enclosing circle has a number of well-known properties, including:
Property 1: The smallest enclosing circle is unique;
Property 2: Either two points of $S$ define the endpoints of the diameter of the smallest enclosing circle, or three points of $S$ form an acute tiangle whose circumcircle is the smallest enclosing circle.

Sec Chapter 16 of $\mid$ Rademacher and Toeplity 57] for a proof of these two properties.
Property 2 states that $\mathbf{c}^{*}$ lies in the convex hull of at least two of the points of $S$. Therefore any bounding box that encloses the points of $S$ will also enclose $\mathbf{c}^{*}$. We will make use of this knouledge when constructing the initial solution region. Now consider the problem of reducing the area of the solution region by a fixed fraction cach iteration. Since the smallest"enclosing circle is unique, any crecte that encloses the points of $S$ has a radius $r$ such that, $r^{*} \leq r$. Furthermore, it is well-known that

Let $g$ denote a point that lies in the interior of the current solution region. Find the point $f \in S$ that is furthest from $\mathbf{g}$, and let $r=\operatorname{Pistance}(\mathbf{g}, \mathbf{f})$. It is casy to see that (ircle( $g, r$ ) will cnclose the points of $S$, as is shown in Figure 1.2.a. Therefore, it follows from the above that (irile $\mathbf{f}, r$ ), which is shown in Figure 1.2.b, encloses $\mathbf{c *}^{*}$ : Notice that $g$ lies on the circumference of this circle.


Figure 1.2 Part of the SEC iteration step
Now consider the half-plane whose boundary both passes through " $g$ and is tangent to (ircte ( $f, r$ ) (see Figure 1.3). Since this half-plane contains $\operatorname{Circte}\left(\mathbf{f}, r\right.$ ), it must also contain $\mathbf{c}^{*}$. Thus we can construct the next solution region by intersecting the current solution region with this half-plane. Clearly the choice of $g$ will affect the area of the region that is discarded. The following theorem will be used to guide our choice,


A 2-dimensional convex figure is divided into two regions by a line that passes through its centre of gravity. The ratio of the arca of these two regions always lics between the beunds $\frac{4}{5}$ and $\frac{5}{4}$ (inclusively).

Sce [Yaglom and Boltyanskii 61], page 160 for a proof of this theorem. Centre of gravity is defined in Appendix B . Each solution region is convex since it is constructed by intersecting half-planes. Therefore, :by choosing $\mathbf{g}$ so that it coincides the the center of gravity of the current solution region, Winternitz's Theorem guarantecs that the area of each successive begion will be at mosi $\frac{5}{9}$ of the area of its predecessor, meeting the geometric reduction requirements of an ICT algorithm.


Figure 1.3 Reducing the area of the current solution region
Finally, consider the termination predicate. Suppose that $\operatorname{Circle}(\mathbf{g}, r)$ is the approximate solution. There are two ways to interpret the termination criteria: either $r$ should be within $\varepsilon$ of $r^{*}$ or Alse $g$ should the within $\varepsilon$ of $c^{*}$, where $\varepsilon$ is a parameter specified by the user. The basic idea behind the first eriteria is to terminate once

$$
r r^{*}<\varepsilon
$$

$$
\ddot{i}
$$

This can be achieved by finding a suitable $r^{\prime} \leq r^{*}$ and terminating when $r \cdot r^{\prime \prime}<\varepsilon$. Thus $r^{\prime}<r^{*} \leq r$. There are several ways to find a suitable $r^{\prime}$. For example, let $\mathbf{x}$ denote the point of the solution region that is closest to $\mathbf{f}$. Clearly $\operatorname{Distance}(\mathbf{x}, \mathbf{f}) \leq r^{*}$ siegce the solution region
contains $\mathbf{c}^{*}$. Rather than finding $\mathbf{x}$ however, it will be easier to find the vertex $\mathbf{v}^{-}$of the solution region that is of maximum (perpendicular) distance $\delta$ from the boundary of $\Gamma_{1}$. It is casy to see that

$$
r \leq \delta
$$

(see Figure 1.4.a). Therefore, the algorithm will terminate once $\delta<\varepsilon$, since this ensures that $r-r^{\prime} \leq \delta<\varepsilon$.

Now consider the second termination criteria. Clearly $g$ is within $\varepsilon$ of $\boldsymbol{c}^{*}$ if the current solution region is a subset of $\operatorname{Circte}(\mathbf{g}, \varepsilon)$. This is casy to test - just make sure that each vertex of the solution region is within $\varepsilon$ of $\mathbf{g}$. The difficulty is in ensuring that the solution region converges in all directions. For example, Figure 1.4.b illustrates four successive solution regions that are converging in the $x$-direction only. If this trend continues, then the solution region will never be a subset of Circte $(\mathbf{g}, \varepsilon)$. This problem is discussed further in Section 1.4.


Figure 1.4 Terminating SEC $f$ :

### 1.3 The ICT Algorithm For SEC

In this section, an ICT algorithm for finding the smallest enclosing circle of 'n points in the plane is described. It is assumed that the algorithm should terminate once $r$ is within $\varepsilon$ of $r^{*}$. (Sce Chapter 3 for an example of terminating oalce $\mathbf{g}$ is within $\varepsilon$ of $\mathbf{c}^{*}$.) Before presenting the algorithm, some functions and defintions should be introduced. Let $\operatorname{COG}(\phi)$ denote a function that returns the center of gravity of the region $\Phi$ and let $\mathcal{F u r t h e s t}(\mathrm{g}, \mathrm{S}$ ) denote a function that returns the point of $S$ that is furthest from $g$

## Algomith 1,1: Finding the smallest enclosing circle of n Doints in the plane.

1. Initialization Step
1.1 Let $\Phi_{1}^{\prime}$ denote a bounding box for $S$;
$1.2 r_{0}:=+\infty$; "


2. Iteration Step ( $i \geq 1$ )
$2.1 \mathrm{~g}:=\operatorname{cog}\left(\boldsymbol{\Phi}_{\mathbf{k}-1}\right)$;

$2.3 \quad r_{t}:=$ inimum ( $r_{i}-1 \times \mathcal{D}$ itance $(\mathbf{g}, \mathbf{f})$ );
2.4. Let $r_{1}$ denote the half plane containity $f$ whose boundary is tangent to Circle ( $f, r_{i}$ ) and perpendicular to the line segment gf .
$2.5 \quad \Phi_{1}:=\Phi_{1} \cap \cap \Gamma_{1}$;
3. Termination Predicate

3.1 Find the vertex $v$ of $\Phi_{1}$ - that is of maximum perpendidaly distance from the boundary of $\Gamma_{i}$ Let $\delta$ denote this distance.
3.2 If $\delta<\varepsilon$
3.3 then (terminate reporting that $\operatorname{Circte}\left(\mathbf{g}, r_{i}\right)$ is the approximate solution )
3.4 else $\{$ continue to iterate. $\}$
end of algorithm

## Discussion and analysis of Algorithm 1.1

Let $n$ denote the number of input points.

1. A rectilinear bounding box can be constructed in $O(n)$ time. Therefore the initialization step requires $O(n)$ time.
2. In each iteration the number of edges of the solution region will increase by at most one, due to the intersection of line 2.5 . Therefore, during the $i^{t h}$ iteration, the solution region will have $O(i)$ edges.
3. The centre of gravity of $\Phi_{1: 1}$ can be found in time linear to the number of edges of the region (see Section C.3). Therefore line 2.1 can be performed in $\mathrm{O}(i)$ time.
4. Line 2.2 requires $O(n)$ time since each point of $S$ must be checked in order to find the one that is furthest from g.
5. Line 2.3 may be a bit surprising. From the discussion in the previous section, one would expect it to be: $r_{i}=\mathcal{D i s t a n c e}\left(\mathbf{g}, \boldsymbol{f}_{i}\right)$. Of coutse this would be perfectly acceptable since the resulting area of $\dot{\Phi}_{i}$ would be appropriately bounded. However, the goal of the above algorithmis to reduce the area of the solution region to the optimal point as fast as possible. By choosing $r_{i}$ to be the minimum radius so far, we cuil away even more of the solution region.
6. Clėarly, $\Gamma_{i}$ in line 2.4 can be determined in constant time, gïven $\mathbf{g}$, $f$ and $r_{i}$.
7. The intersection $\Phi_{i}:=\Phi_{i-1} \cap \Gamma_{i}$ can be performed in time linear to the number of edges of $\Phi_{i .1}(\sec$ Section C.4). Therefore line 2.5 can be performed in $O(i)$ time :
8. Since the solution region is a convex polygon, it has the same number of vertices as edges. Clearly the distance' between one vertex and the beundary of $\Gamma_{i}$ can be determined in constant time (sec [Bowyer and Woodwark 83], page 107). Therefore the entire test can be performed in $O(i)$ time.
9. There is an optimization that can be made to Algorithm 1.1 that has not been included for the sake of clarity. Each time a new minimum radius is discovered (line 2.3), the edges of the solution region can be trimmed to reflect this new radius. For example, suppose that the edge $e_{j}$ was added to the solution region during iteration $j$, where $j<i$. This edge can be trimmed from the solution region by intersecting the current solution region with a half-plane $\Gamma_{i j}$ that contains $f_{f}$, such that its boundary is parallel to that of $\Gamma_{j}$ but which is a distance of $r_{i}$ from the point $f_{j}$ instead of $r_{j}$. (Note that $\Gamma_{i j}=\Gamma_{i j} \cap \Gamma_{j}$.) $\Gamma_{i j}$ contains the exact solution since $r^{*} \leq r_{i}$. Thercfore this step -will not discard the exact solution.

The intersection routine (see Section C.4) can be customized for the trimming operation. The first step of this routine is to find a vertex of the solution region that does not lic in $\Gamma_{y y}$. Notice that either endpoint of $e_{j}$ lies outside of $\Gamma_{i j}$, so there is no need to search for such a vertex during the trimming step. Starting from one such vertex, the intersection routine systematically traverses and deletes the edges of the solution region that lie outside of $\Gamma_{i j}$. Finally a new edge ( $e_{i j}$ ) is added to the region in order to close the boundary of the polygon. Now consider the overall cost of the trimming step. Each edge can be added and deleted in $O(1)$ time. Since at most $O(i)$ edges can be deleted from the solution region and at most $O(i)$ edges can be added to it, it is easy to see that the total running time for the trimming step is $\mathrm{O}(i)$ time. Therefore the trimming step further reduces the area of the solution region without increasing the asymptotical time-complexity of the algorithm. In addition, it helps to keep the solution region more 'cer'red' with respect to the furthesi points.

Thus in summary,

- $O(n)$ time is required for the initialization stép;
- $\mathrm{O}($ Maximum $(i, n))$ time is required for the $i^{\text {th }}$ iteration;
- $\mathrm{O}(i)$ time is required for the termination predicate during the $i^{\text {th }}$ iteration.

Therefore, the total running time for Algorithm 1.1 is $\mathrm{O}\left(t^{*}\right.$ Maximum $(n, t)$, where $t$ is the total number of iterations performed by the Algorithm 1.1. The size of $t$ depends on $\varepsilon$ and the area of : the initial solution region. In the following it will be argued that the running time of Algorithm $1.1^{*}$ is - linear whenever fixed precision floating point numbers are used to approximate real nunibers.

In most computer implementations, real numbers are approximated by'a rational fraction limited to a certain fixed precision. This means that after a bounded number of iterations, say $c_{1}$, the area of the solution region will be less than the smallest discernable difference between two floating. point numbers. If the algorithm has hot already terminated, then at this point in time, the solution region will have been reduced to either a line segment or a single point (see Section C.4). If the vertices of the region are contained in the line that defines the boundary of $\Gamma_{i}$, then the algorithm will terminate, showing that $t$ is bounded from above by $c_{1}$. However it is possible that the solution region has been reduced to a tine segment that does not lie in the boundary of $\Gamma_{i}$. For example, this-situation arises trivially when the initial solution region is a vertical line segment. The maximum length of this line segment is determined by the diameter of the initial solution region. When such a case arises, the algorithm will continue to iterate; cach iteration the length of the line segment will be reduced by $\frac{1}{2}$ ( see Section C.3) . Thus after a bounded number of itcrations, say $c_{2}$, the length of this line segment will be tess than the smallest discernable difference between two floating point numbers. At this point the solution region will bereduced to a point and the algorithm will terminate. Thus, $t \leq c_{1}+c_{2}$, where $c_{1}$ and $c_{2}$ are constants determined by the fixed precision of the real number representation.

Under the above assumptions, $t=O(1)$ since it is bounded from above by a constant. Furthermore, since it is expected that $t \ll n$, it is claimed that the running time of Algorithm 1.1 is $O(n)$.

## 1:4 Terminating ICT Algorithms

Although the termination of each ICT algorithm will be handled separately in this thesis, there are a few general comments that can be made. Suppose that $\mathbf{x}^{*}$ is the optimal solution of the problem and let $g$ denote the centre of gravity of the current solution region. In this thesis, two methods of terminating ICT will be considered, which çan be described loosely as follows:
(1) $\quad\left|\mathscr{F}\left(\mathbf{x}^{*}\right)-\mathcal{F}(\mathbf{g})\right|<\varepsilon$
(2.) $\quad\left|\mathbf{x}^{*}-\mathbf{g}\right|<\varepsilon$.

The meaning of these statements depends upon the problem being solved; their desirability depends upon the application. For example, if we consider the smallest enclosing circle problem studied in Section 1.2 , (1) refers to ensuring that the radius is within $\varepsilon$ of $r^{*}$ While (2) requires that $g$ be within $\varepsilon$ of $\mathbf{C}^{*}$. A type (1) terpmination involves finding an over- and underestimate of the optimal solution; when the two estimates are within $\varepsilon$ of each other, then thẹ algorithm can terminate. This type of termination was illustrated in Algorithm 1.1. A type (2) termination requires that the solution region he a subset of $\operatorname{Circle}(\mathbf{g}, \varepsilon)$ (or $\operatorname{Sphere}(\mathbf{g}, \varepsilon)$ while solving a 3-dimensional problem). The problem of degenerate convergence arises only when a type (2) termination is required. Since this is the more difficult termination predicate to satisfy, the algorithms described in the rest of this thesis will consider this case only.
[Diaz and O'Rourke 89] have suggestod an approach for handling degenerate convergence which may be applicable to ICT. Their approach involves finding the diameter of the solution region and splitting the region into two parts along this diameter: An iteration is then performed on both of the regions. A fixed fraction of both regions is cut away during the iteration, resulting in a fixed fraction of the total region being discarded. In addition, they show that for the problem of firding the centre of area of a convex polygon, this approach ensures that the diameter of the solution region converges to a point. It is likely that this property will also hold for ICT algorithms. However, since there exists no algorithm to compute the diameter of a convex polyhedron in linear time, this approach has not been pursued in this thesis. As
was mentioned carlier, one of the basic tenets of this thesis is that cach step of the algorithm should take at most linear time.

### 1.5 Other Related Work

ICT was inspired by an algorithm by [Castells and Melville 83], [Melville 85] which finds the smallest enclosing circle of a convex polygon. We can use Castells and Melville's algorithm to solve our problem by first finding the convex hull of $S$ in $O(n \log h)$ time, where $h$ is the number of points on the convex hull [Kirkpatrick and Seidel 86]. Let $H=\left\{\mathbf{p}_{1}, \mathbf{p}_{2}, \ldots, \mathbf{p}_{h}\right\}$ be the ordered set of points comprising the convex hull of $S$. Melville's algorithm differs from ours in the following ways.

- The initial solution region is constructed by intersecting $h$ circles centered about each of the points of $H$. Normally this step would require $\mathrm{O}\left(h^{2}\right)$ time, but, because the points of a convex polygon are already sorted, Melville is able to achieve this step in $\mathrm{O}(h)$ time.
- The algorithm terminates once the area of the current solution region is less than the precision of the floating-point hardware being used. Since the amount of available precision is fixed under such conditions, Melville is able to bound the total number of iterations by a constant, leading to a linear running time.

ICT is an improvement over Castells and Melville's for a number of reasons. Firstly, the requirement that the original source points be sorted has been removed. This climinates the need to determine the convex hull of the set of $n$ points. Secondly, each iteration Castells and Melville's algorithm finds the intersection of $n$ circles, while the ICT algorithm simply finds the intersection of a convex polygon and a half-space, where the polygon has $O(i)$ edges during the $i^{t h}$ iteration. Therefore the cost of each of ICT iteration, at least initially, will be smaller than those of the other algorithm.

### 1.6 What Will Be Done In This Thesis?

In Chapter 2, Winternitz's 2 -dimensional result will be extended to 3 dimensions, allowing ICT to be applied to 3-dimensional problems. In Chapter 3, ICT is applied to the problem of finding the smatlest enclosing spfere of $n$ weighted points in 3 dimensions. This is a generalization of the sample problem presented carlier in this chapter. In Chapter 4, the problem of detecting the common intersection
of the convex hulls of $\dot{m}$ sets of points in 2 and 3 dimensions is examined In Chapter 5 , ICT is applied to Linear Programming in 2 and 3 dimensions. Finally, iñ Chapter 6 the conchusions are presented, along with some suggestions for future research.:

As has already been mentioned, Appendix A describes the notationat conventions used, In*... addition, Appendix $B$ includes definitions of some of the mathematical terms that are ased in the thesis. Some of the issues related to implementing ICT algorithms are discussed in Appendix C - while Appendix D summarizes some of the functions that have been defined in this thesis.

## Chapter 2

## Extending Winternitz's Theorem To. 3 Dimensions

In section 1.2 we saw how the 2-dimensional version of Winternitz's theorem was used by ICT to solve the SEC problem. Similarly,:3-dimensional ICT problems require a 3-dimensional version of Winterniz's Theorem which is discussed in this chapter. Specifically, we show that, for a plane passing through the centre of gravily of a convex region,

$$
\frac{27}{37} \leq r \leq \frac{37}{27}
$$

where $r$ is the ratio of the volumes of the two regions determined by the plane. The crux of the argument is that for any 3 -dimensional convex region, a right-angled cone can be constructed that has the same volume, such that, when partitioned by a plane passing through its cenfre of gravity, the ratio of the volumes of these two regions establishes the bounds for $r$. The construction of the cone involves several steps. First we apply the Schwarz construction to the original region, creating a region of the same volume that is axially symmetric about the $z$-axis. The cone is constructed from this symmêtrical image. Schwart's construction and the cone construction are described in the next two sections. In Section 2.3: we show that the right-angled cone establishes the range-mentioned above. . Finally, in Section 2.4, we present the proof of the theorem.

### 2.1 The Schwarz Construction

Given a closed convex region $\Phi$ and a line $\lambda$, the Schwarz construction constructs a closed convex region of equal volume, such that the new region is axially symmetrie about $\lambda$ [Blaschike 49]. Brictly, for every plane perpendicular to $\lambda$ that intersects $\Phi$. construct a closed circular dise about $\lambda$ that is cyual in arca to the intersection of $\Phi$ and this plane, The constructed region is the unisn of these circular dises. (see Figure 2.1). We will refer to this new region as the symmetrical image of $\Phi$ about $\lambda$.

(a) $\Phi$, the original convex region

(b) the symmetrical inage of $\Phi$ abrout $\ddot{\lambda}$

Figure 2.1. An example of the Schuarz Construction.

Theorem 2.1 Let $\Psi$ denote the symmetrical image of $\Phi$ about the $z$-axis. The centres of gravity of both $\Phi$ and $\Psi$. lie in the same horizontal plane. Furthermore, the regions of $\Phi$ and $\Psi$ that lie above this plane are equal in volume, as are the regions that lic below it

Proof: Let $\rho$ denote the horizontal plane that passes through the centre of gravity of $\Phi$, and tet $\Phi_{1}$ denote the region of $\Phi$ that lies above $\rho$ : The volume of $\Phi_{1}$ is

$$
l^{\prime}\left(\Phi_{1}\right)=\int_{\Phi_{1}} d V=\int_{z_{0}}^{z_{\max }} A(z) d z
$$

where $\mathcal{A}(z)$ is a function that returns the cross-sectional area of each defferential slice, and the integration limits, $z_{0}$ and $z_{\text {max }}$, refer to the $z$-coordinates of the lower and upper horizontal supporting planes, respectively, for $\Phi_{1}$. Since $\rho$ is perpendicular to the $z$-axis, the Schwar\% construction partitions $\Phi_{1}$ in exactly the same manner as the integration in equation $|2.1|$ does. Therefore, $\vartheta^{\prime}\left(\Phi_{1}\right)=q^{\prime}\left(\Psi_{1}\right)$, where $\Psi_{1}$ is the region of $\Psi$ that lies above $\rho$. Similarly, $\mathscr{V}\left(\Phi_{2}\right)=\mathscr{V}\left(\Psi_{2}\right)$, where $\Phi_{2}$ and $\Psi_{2}$ denote the regions of $\Phi$ and $\Psi$ that lie below the plane $\rho$. Now consider $\boldsymbol{g}$, the centre of gravity of $\Phi$. By definition,

$$
z_{\mathrm{g}}=\frac{\int_{z_{\min }}^{z_{\max }} z \mathcal{A}(z) d z}{\mathfrak{V}(\Phi)}
$$

where $z_{\min }$ is the $z$-coordinate of the lower horizontal supporting plane for $\Phi$. The expression. $z \mathcal{A}(z) d z$, has the same value for corresponding differential slices of $\Phi$ and $\psi$. Therefore $z_{g}$

Is the 2 -coordinate of the cenire of gravity of $\Psi$, leading us to conclude that $\rho$ passes through the centre of gravity of $\psi$.

### 2.2 The Cone Construction

Let.$\Psi$ denote a closed convex figure that is symmetric about the " $z$-axis, and whose centre of gravity coincides with the origin. In this section, we will construct a (right-angled) cone that has the same volume as $\Psi$. First, we will construct a cone whose base is the intersection of $\Psi$ and the plane $z=0$ and whose apex is the print on the, $z$-axis where $\Psi$ is supported from above by a horizontal plane (Figure 2.2.b). The volume of this cone is less than or equal to the volume of $\Psi_{1}$, the upper part of $\Psi$. Now, gradually extend the apex of this cone up the $z$-axis, continuously increasing its volume, until it has the same volume as that of . $\Psi_{1}$. Let $\Delta_{1}$ denote this final cone (Figure 2.2.e). Finally, define a further extended cone $\Delta$ by extending the sides of $\Delta_{i}$ downwards, shifting its base down the $z$-axis while keeping it perpendicular to the 2 -axis, until its* volume is the same as that of $\Psi$. Let $\Delta_{2}$ denote the region of the cone that lies below the plane $z=0$ (Figure 2.2.d). $\Delta$ is the union of $\Delta_{1}$ and $\Delta_{2}$.

(a) $\Psi$

$\left.\left.(6)+1 J_{i}\right)=2+\Psi_{i}\right)$

(b) the initial cone

(d) $\mathcal{V}\left(\Delta_{2}\right)=\mathcal{V}\left(\Psi_{2}\right)$

Fizura2 2 The cone construction technique

In the rest of this section, it will be argued that the centre of gravity of $\Delta$ does not lie below the centre of gravity of $\Psi$. First we show that the centre of gravity of $\Delta_{1}$ does not lic below that of $\Psi_{1}$. Next, we will show that the centre of gravity of $A_{2}$ does not lic below that of $\Psi_{2}$. Finally we will combine these resultes to show that the centre of gravity of $A$ dees not lie below that of $\Psi$.

Lemma 2.2: The centre of gravity of $A_{1}$ does not lie below that of $\Psi_{1}$.

Proof: If $\Psi_{1}$ is a cone, then the two regions are identical, and hence have the same centre of gravity. Therefore, assume that $\dot{\Psi}_{1}$ is not a cone. The union of $\Psi_{1}$ and $A_{1}$ can be partitioned into threc regions: $P_{1}$, the set off points common to both $\Psi_{1}$ and $\Delta_{1} ; P_{2}$, the 'doughnut' or toroidal region that surrounds the cone and $P_{3}$, the points that lie solely in $A_{1}$ (Figure $2.3 . a$ ). Note that the intersection of $P_{2}$ and $P_{3}$ is a horizontal circle.

Let $\boldsymbol{g}_{\Psi_{1}}, \boldsymbol{g}_{1_{1}}, \boldsymbol{g}_{1}, \boldsymbol{g}_{2}$ and $\boldsymbol{g}_{3}$. dende the centres of gravity of $\Psi_{1}, \boldsymbol{I}_{1}, P_{1}, P_{2}$ and $P_{3}$, respectively: By Theorem B.2, the point $\boldsymbol{g}_{\psi_{1}}$ lies on the line segment $\boldsymbol{g}_{1} \boldsymbol{g}_{2}$, dividing it in the ratio

$$
\frac{\text { Length }\left(g_{1} g_{\psi_{1}}\right)}{\text { Length }\left(g_{\psi_{1}} g_{2}\right)}=\frac{l^{\prime}\left(P_{2}\right)}{l^{\prime}\left(P_{1}\right)}
$$

Similarly, $\boldsymbol{g}_{\boldsymbol{A}_{1}}$ lies on the line segment connecting $\boldsymbol{g}_{1}$ and $\boldsymbol{g}_{3}$, dividing it in the same ratio since If $\left.P_{3}\right)=$ I $\left(P_{1}\right)$. Therefore.

$$
\left.\begin{array}{l}
\text { Length }\left(g_{1} g_{\psi_{1}}\right) \\
\text { Length }\left(g_{\Psi_{1}}\right. \\
\left.g_{2}\right)
\end{array}=\begin{array}{l}
\text { Length }\left(g_{1} g_{1_{1}}\right) \\
\text { Length }\left(g_{i_{1}}\right. \\
g_{3}
\end{array}\right)
$$

Since each region is axially symmetric about the $z$-axis, the centres of gravity of these regions will lie on the z-axis. Let $z_{\psi_{2}}, z_{1}, z_{,}, z_{2}$ and $z_{3}$ denote the $z$-coordinate of these points. We can rewrite equation $[2.2 \mid$ as follows:

$$
\frac{\sqrt{\left(z_{1}-z_{\psi}\right)^{2}}}{\sqrt{\left(z_{\psi}-z_{2}\right)^{2}}}=\frac{\sqrt{\left(z_{1}-z_{1}\right)^{2}}}{\sqrt{\left(z_{1}-z_{3}\right)^{2}}}
$$

$$
\begin{align*}
\left|\frac{z_{1}-z_{\psi_{1}}}{z_{\psi_{1}}-z_{2}}\right| & =\left|\frac{z_{1}-z_{A_{1}}}{z_{A_{1}}-z_{3}}\right| \\
-\frac{z_{1}-z_{\psi_{1}}}{z_{\psi_{1}}-z_{2}} & =-\frac{z_{1}-z_{\Lambda_{1}}}{z_{A_{1}}-z_{3}} \tag{2.3}
\end{align*}
$$

The last line follows because $\boldsymbol{g}_{\boldsymbol{w}_{1}}$ must lic between $\boldsymbol{g}_{1}$ and $\boldsymbol{g}_{2}$ and similarly, $\boldsymbol{g}_{\Lambda_{1}}$ must lie between $\mathbf{g}_{1}$ and $\mathbf{g}_{3}$. Now translate the region $\Psi_{1} \cup \Delta_{1}$ vertically so that $z_{1}$ coincides with the origin. This does not affect the relative positions of the above centres of gravity. Equation [2.3] now
or simply:

$$
\begin{array}{r}
\frac{z_{\psi_{1}}}{z_{\psi_{1}}-z_{2}}=\frac{z_{A_{1}}}{z_{A_{1}}-z_{3}} \\
\frac{z_{3}}{z_{2}}=\frac{z_{A_{1}}}{z_{\psi_{1}}} \tag{2.4}
\end{array}
$$

Recall that, by construction, the regions $P_{2}{ }^{-}$and $P_{3}$ meet at a horizohtal circle, and hence are separated by a horizontal plane. From this it follows that $\boldsymbol{g}_{3}$ does not lie below $\mathbf{g}_{2}$. To see this, consider the intersection of $P_{2}$ and the set of horizontal planes. This intersection partitions $P_{2}$ into a sel of regions, each of which is radially symmetric about the $z$-axis and whose centre of gravity lies in the same horizontal plane. Since $P_{2}$ is the union of these regions, from Theorem B. 2 we can conclude that $g_{2}$ must lie on the line segment connecting the centres of gravity of the two regions that are extreme in the $z$-direction. Since all of $P_{2}$ lies below the horizontal plane that separates it from $P_{3}$, we can conclude that $g_{2}$ does not lie above this plane. A similar argument can be used to show that $\boldsymbol{g}_{3}$ does not lic below this plane. Therefore we conclude that $\boldsymbol{g}_{3}$ does not lie below $\boldsymbol{g}_{2}$, and hence $z_{3} \geq z_{2}$.

Now what remains is to show is that $g_{A}$, does not lic below $g_{\Psi_{1}}$. (Recall that $\Psi_{1} \cup \Delta_{1}$ have theen translated vertically so that $z$ coincides with the origin.) There are three cases to consider:
(1) Suppose that $z_{2}^{\prime}$ and $z_{3,2}$ are both positive. This means that $z_{\psi_{1}}$ and $z_{A_{1}}$ are both positive since they both lie on line segments whose oneuendpoint is the forigin and whose other endpoint lies. above the origin. Therefore; in order to satisfy equation 12.4$]$, we conclude that $z_{n_{1}} \geq z_{\psi_{1}}$.
-
-
(2) Similarly, if $z_{2}$ and $z_{3}$ ure both negative, then $z_{\psi_{1}}$ and $z_{A_{1}}$ must both te negative, and again $z_{\Lambda_{1}} \geq z_{\Psi_{1}}$ in order to satisfy equation [2.4].
(3) Finally, suppose that $z_{2} \leq 0 \leq z_{3}$. By Theorem B.2, $z \psi_{1}$ lies in the closed interval $\left[z_{2}, 0\right]$. Similarly, $z_{A_{1}}$ lies in $\left\{0, z_{3}\right\}$. Therefore, once again, $z_{A_{1}} \geq z_{\Psi_{1}}$.

Since in each case $z_{A_{1}} \geq z_{\Psi_{1}}$, we conclude that $\boldsymbol{g}_{A}$, docs not lic below $g_{\Psi_{1}} \ldots$

(a) partitioning $\Psi_{1} \cup \Delta_{1}$

(b) calculating $\mathrm{g}_{\boldsymbol{\psi}}$

(c) calculating $\mathrm{g}_{\mathrm{A}}$

Figure 2.3 The cenise of gravity of $\Delta_{1}$ does not lie below that of $\Psi_{1}$

Lemma 2.3: The centre of gravity of $\Delta_{2}$ docs not lic below that of $\Psi_{2}$
The proof of this lemma is analogous to that of Lemma 2.2 and will not be fepeated here. Note that a key point of this proof is that $\Delta_{2}$ does not exiend below $\Psi_{2}$.

Theorem 2.4: If $g_{A}$ and $g_{\dot{\psi}}$ denote the respective centres of gravity of $\Delta$ and $\psi$, then $\mathbf{g}_{\boldsymbol{A}}$ does not lic below $\mathrm{g}_{\boldsymbol{\psi}}$.

$$
\text { Proof: Let } s_{1}=\mathcal{V}\left(\Psi_{1}\right)=\mathcal{V}\left(\Delta_{1}\right) \quad \text { and } \quad s_{2}=\mathcal{V}\left(\Psi_{2}\right)=\mathcal{V}\left(\Delta_{2}\right) \text {. By Theorem B.2. }
$$ She point $\mathbf{g}_{\psi}$ lies on the line segment $\mathbf{g}_{\psi_{i}}$ and $\boldsymbol{g}_{\Psi_{2}}$, dividing it in the ratio:

$$
\begin{equation*}
\frac{\text { Length }\left(g_{\psi_{1}} g_{\psi}\right)}{\text { Length }\left(g_{\psi} g_{\psi_{2}}\right)}=\frac{s_{2}}{s_{1}} . \tag{2.5}
\end{equation*}
$$

Furthermore, the points $\mathbf{g}_{\Psi}, g_{\Psi_{1}}$ and $g_{\Psi_{2}}$ each lie on the $z$-axis. Therefore we can rewrite equation [2.5] as:

$$
\begin{equation*}
\quad \because \frac{z \psi_{1}-z \psi}{z \psi^{2}-z \psi_{2}}=\frac{s_{2}}{s_{1}} \tag{2.6}
\end{equation*}
$$

(The absolute value signs are not needed since by construction, $z_{\Psi_{2}} \leq z_{\psi} \leq z_{\Psi_{1}}$.) Rewriting .; equation [2.6] gives us:

$$
z \psi=\frac{s_{1} z \psi_{1}+f_{2} z_{\psi_{2}}}{s_{1}+s_{2}}
$$

By a similar argument, we can show that:

$$
z_{A}=\frac{s_{1,} z_{A_{1}}+s_{2} z_{A_{2}}}{s_{1}+s_{2}}
$$

$s_{1}$ and $s_{2}$ are both positive since they denote volumes. In addition, $z_{\Psi_{1}} \leq z_{\Lambda_{1}}$ (by Lemma 2.2) and $z_{\boldsymbol{\Psi}_{2}} \leq z_{\Lambda_{2}}$ (by Lemma 2.3). Therefore,

$$
s_{1} z \psi_{1}+s_{2} z \psi_{2} \leq s_{1} z_{\Delta_{1}}+s_{2} z_{\Delta_{2}},
$$

implying that $z_{\psi} \leq z_{A}$. Therefore we conclude that $g_{\Delta}$ does not lie below $g_{\psi}$.

### 2.3 A Property of Right-Angled Cones

In this section, we will show thàt a plane parallel to the base of a right-angied cone and passing through its center of gravity partitions it into two regions such that the ratio of their volumes is $\frac{27}{37}$.

Theorem 2.5: Let $\Delta$ denote a right-angled cone that is partitioned into two regions by a plane that is parallel to the base of the cone and which passes through its centre of gravity. Let $\Delta_{a}$ denote the region of 1 that contains the apex and let $\Delta_{b}$ denote the other region. (See Figure 2.4) The ratio of the volumes of $\Delta_{a}$ and $\Delta_{b}$ is then

$$
\frac{v^{\prime}\left(\Delta_{a}-\right)}{v^{\prime}\left(\Delta_{b}\right)}=-\frac{27}{37}
$$

Proof: It is well known that the volume of a right-angled cone is $\frac{4}{3} \pi r^{2} h$, where $r$ is the radius of the base and $h$ is the height of the cone, and that the centre of gravity of a cone is $\frac{h}{4}$
 thus, volume $\mathcal{Z}\left(\Delta_{a}\right)=\frac{9}{64} \pi r^{2} h$

Hence, $\quad \therefore \frac{q\left(\Delta_{a}\right)}{2 \tau(\Delta)}=\frac{\frac{9}{64} \pi r^{2} h}{\frac{1}{3} \pi^{2} h}=\frac{27}{64}$,


Therefore,

- $\frac{q\left(\Delta_{a}\right)}{V^{\prime}\left(\Delta_{b}\right)}=\frac{27}{37}$

- :


Figure 2.4 Partitioning the cone into two regions.

### 2.4 Proof of the Theorem

Finally, in this section we prove that Wintemita's proof extends to 3 dimensions. The proof makes use of the results of the previous sections.

Theorem 2.6: Consider a 3-dimensional convex region $\Phi$, which has been partitioned into two regions, $\Phi_{1}$ and $\Phi_{2}$, by a plane that passes through its centre of gravity. The ratio of the volumes of $\Phi_{1}$ 10. $\Phi_{2}$ obeys:

$$
\frac{27}{37} \leq \frac{v\left(\Phi_{1}\right)}{v\left(\Phi_{2}\right)} \leq \frac{37}{27}
$$

Proof: Assume that $\mathcal{V}\left(\Phi_{1}\right) \leq \mathcal{V}\left(\Phi_{2}\right)$ Rotate the plane and $\Phi$, such that the plane coincides with the $z=0$ plane, and-such that $\Phi_{1}$ lies above it and $\Phi_{\mathbf{2}}$, lies below it.
$\cdots$ (1) Construct $\Psi$ by applying the Schwarz construction to $\Phi$.
(2) Construct $\Delta$ by applying the cone construction to $\Psi$.

Recall that by construction, $\Delta$ is partitioned into two regions, $\Delta_{1}$ and $\dot{\Delta_{2}}$, by the plane $z=0$, such that $\Delta_{1}$ lies above this plane and $\Delta_{2}$ lics below it. Furthermore, $\mathcal{V}\left(\Delta_{1}\right)=\mathcal{V}\left(\Phi_{1}\right)$ and $\mathcal{V}\left(\Delta_{2}\right)=\mathcal{V}\left(\Phi_{2}\right)$. By Theorem 2.4, we know that the centre of gravity of $\Delta$ does not lie below the plane $z=0 .{ }^{\text { }}$ A horizontal plane, $\gamma$, through the cone's centre of gravity partitions $\Delta$ into two regions, $\Delta_{a}$ and $\dot{\Delta}_{b}$, which respectively lic above and below $\gamma$. It is easy to see that

$$
V_{1}\left(\Delta_{a}\right) \leq V\left(\Delta_{1}\right) \text { and } \mathcal{V}\left(\Delta_{b}\right) \geq V\left(\Delta_{2}\right)^{A_{2}}
$$

Thus, $\mathcal{V}\left(\Delta_{a}\right) \leq \mathcal{V}\left(\Phi_{i}\right)$ and $\mathcal{V}\left(\Delta_{b}\right) \geq \mathcal{V}\left(\Phi_{2}\right)$.
By Lemma 5, we know that $\because \frac{V\left(\Delta_{a}\right)}{\mathscr{Y}\left(\Delta_{b}\right)}=\frac{27}{37}$, and since by assumption,
$q^{\prime}\left(\Phi_{1}\right) \leq \tau^{\prime}\left(\Phi_{2}\right)$, we conclude that

$$
\frac{27}{37}=\frac{\because V\left(\Delta_{a}\right)}{\mathscr{V}\left(\Delta_{b}\right)} \leq \frac{\mathcal{V}\left(\Phi_{1}\right)}{\mathcal{V}\left(\Phi_{2}\right)} \leq 1
$$

Had we assumed $q^{\prime}\left(\Phi_{1}\right) \geq q^{\prime}\left(\Phi_{2}\right)$, we would have found by a similar argument that

$$
1 \leq \frac{V\left(\Phi_{1}\right)}{\mathscr{V}\left(\Phi_{2}\right)} \leq \frac{37}{27}
$$

Thus, without assumptions, we have $\frac{27}{37} \leq \frac{\mathcal{V}\left(\Phi_{1}\right)}{\mathcal{V}\left(\Phi_{2}\right)} \leq \frac{37}{27}$.

## The Smallest Enclosing Sphere of $n$ Weighted Points（SES）

Finding the smallest enclosing sphere（SES）of $n$ weighted points in $E^{3}$ is a gencralization of the smallest enclosing circle problem（SEC），which was discussed in detail in Sections 1.2 and 1.3. Since the intuitive discussion presented there extends directly to this problem，it will not be repeated here． Onc of the reasons for discussing this algorithm is to illustrate the case with which a solution for an音至㮌 unweighted 2atimensional problem can be modified to solve a weighted 3 －dimensional version of the same
ax $\quad$ ．
problem．This extensibility is ond of the surengths of tbe ICT approach．In addition，the first example of handing degenerate convergence is presented and diseussed．We begin with a formal description of the problem，followed by a summary of some of the more recent history of both SEC and SES．Finally，the ICT algorithm for the weighted SES problem is pressented and discussed．

Formally，tet $S=\left\{\mathbf{p}_{i} \mid i=1, \ldots, n\right\}$ denote a set of points in $E^{3}$ and let $w_{1}$ denote a weight associated with each point $p_{i}$ ，such that $w_{i} \geq 0$ ．Finding the smallest cnclosing sphere entails a finding the point $\mathbf{c}^{*}$ that minimizes

$$
\text { Maximum }\left\{w_{i} \operatorname{Distance}\left(\mathbf{c}^{*}, \mathbf{p}_{i}\right)\right\}
$$

$$
a=\approx
$$

The phrase unweighted will be usicd to distinguish problems for which each $w_{1}=1$ ：

### 3.1 History Of SEC And SES

SEC is a well－studied problem，having been first introduced into the liicrature over one hundred years ago．In location theory，it is the minimax counterpart of the well－known Fermat problem IFrancis and White 74］．

The first published algorithm for solving the unweighted SEC．problem was presented in ［Sylvester 1857，1860］and \｛Chrystal 1885］．This algorithin，which has come to be knotion＇as the Chrystal－Picre algorithm，converges on the optimal solution by onstructing atseyucnce of enclosing －circles with decreasing radii．At least one point of $S$ is discarded each iteration，leadinglo a worst case
running time of $O\left(n^{2}\right)$. The expected running time for this algorithm is dependent upon the selection of the initial enclosing circle. Different initialization steps have been suggested by [Nair and Chandrasekaran 71] and by [Chakraborty and Chaudhuri 811]. [Hearn and Vijay 82] have reported that the initialization procedure described by [Chakraborty and Chaudhuri 81] seems to provide the best empirical results.
[Elzinga and Hearn 72a] have taken a different approach to solving the unweighted SEC problem. Rather than starting with a large circle that encloses all of $S$, they start with a circle that has a radius that is less than or equal to that of the optimal solution, converging upon the optimal solution through a sequence of circles with monotonically increasing radii. [Hearn and Vijay 82] have reported that the worst case running time for this algorithm is $O\left(h^{3} n\right)$, where $h$ is the number of vertices of the convex hull of $S$. Empirically they found that the algorithm has an $\hat{O}(n)$ running time for randomized data.
[Elzinga and Hearn 72b] have presented two algorithms for solving unweighted SES (of any dimension). They have shown that the optimal solution for the $k$-dimensional problem is both unique and can be expressed as the convex combination of at most $k+1$ points of $S$. Their first algorithm transforms the original convex "programming problem into an equivalent quadratic programming dual problem, solving it by using the Simplex method for quadratic programming in a finite number of steps. Their second algorithm is a generalization of the approach used by [Elzinga and Hearn 72a]. That is, the algorithm converges on the optimal solution by constructing a sequence of spheres with monotonically increasing radii. Since only a finite number of such spheres can be consinucted, the algerithm terminates in finite time.
[Shamos and Hoey 75] have solved the unweighted SEC problemi in $O(n \log n)$ time by making use of the Furthest Point Voronoi Diagram (FPVD). In 2 dimensions, the FPVD is a planar graph that partitions the plane into a set of convex regions, one region for each point of the convex hull of $S$. Each vertex of the FPVD is equally-distant from at least three points of $S$. Furthermore, a circle centered at a vertex of the FPVD whose radius is the same as the distance between the vertex and one of its defining points is an enclosing circle for $S$. Their algorithm begins by finding the diameter of $S$ in
$\mathrm{O}(n \log n)$ time. If the circle defined by this diameter dees not enclose the points of $S$, then the FPVD is constructed in $\mathrm{O}(n \log n)$ time. Each of the $\mathrm{O}(n)$ yertices of the FPVD are then checked to sec which has the nearest defining points and hence is the radius of the smallest enclosing circle. The original algorithm proposed by [Shamos and Hocy 75] was incorrect in that it did not fint the diameter of set initially. The requirement for this step has been described by [Bhattacharya and Toussaint 85];
[Hearn and Vijay 82] have solved the weighted SEC problem by extending both the Elzinga-andHearn and the Chrystal-Pierce algorithms mentioned above. They have reported that empirical testing of both of these algorithms, along with a third algorithm by [Jacobson 81] revealed that the weighted Elzinga-and-Hearn algorithm out-performed the other two algorithms substantially.
[Megiddo 83a] has presented a linear time solution for the unweighted SEC problem that utilizes a technique that has come to be known as the prune-and-search technique (see Section 5.6) . Each iteration a fixed fraction of the source points are discarded, leading to the lincar time result.
[Megiddo 83b] has used presented a parallel algorithm for solving the weighted SEC problem in $\mathrm{O}\left(n(\log n)^{3}(\log \log n)^{2}\right)$ time, using a total of $O\left(n(\log n)^{2}\right)$ processors.

The algorithm presented by [Castells and Melville 83] and [Mclville 85] for solving unweighted SEC has already been discussed in Section 1.5 .
[Dyer 86] has presented an algorithm that solves the weighted SES problem in any fixed dimenion in linear time. Dyer begins by linearizing the problem, transforming it to a $(k+1)$ dimensional problem by adding a non-linear constraint. He then applies the prune-and-search technique to solve the problem in $O\left(3^{(k+1)^{2}} n\right)$.
[Oommen 87 ] has presented a variation of the Chrystal-Pierce algorithm which solves the unweighted SEC problem by optimizing the next circle to be used in the sequence of enclosing circles. He has reported that some very good empirical results have been achieved as a result of this optimization.

### 3.2 The ICT Algorithm For SES

In this section, ICT is applied to the weighted SES problem. It is shown that ICT can be used to optimize a convex. function without transforming it into a problem of one higher dimension, as was done
by [Dyer 86]. The algorithm presented below is almost identical to Algorithm 1.1 , which solves the unweighted SEC problem. It differs in that a weighted distance is accommodated; and a different termination predicate has been implemented: Recall that Algorithm 1.1 terminated once $r$ is within $\varepsilon$ of $r^{*}$. Since this type of termination easily extends to the 3-dimensional weighted problem, it will not be repeated here: Instead the following algorithm terminates once $g$ is within $\varepsilon$ of $\boldsymbol{c}^{*}$, where $\varepsilon$ is a user-specified parameter and $\mathbf{c}^{*}$ is the centre of the optimal solution. (This accounts for the addition of lines 2.5 to- 2.7 below). Recall from Section 1.2 that in this case, degenerate convergence must be both detected and handled.

Let $\operatorname{COG}(\Phi)$ denote a function that returns the center of gravity of the region $\Phi$ and let $f(\boldsymbol{g})$ denote the index of the point in $S$ that is farthest (has the greatest weighted distance) from $\mathbf{g}$.

That is, $\left.\quad w_{f(c)} \operatorname{Distance}\left(\mathbf{c} ; \mathbf{p}_{f(c)}\right)=\underset{\substack{\operatorname{Maximum} \\ i=1}}{\operatorname{Min}} \underset{i}{ } \operatorname{Distance}\left(\mathbf{c}, \mathbf{p}_{i}\right)\right\}$.
Algorithm 3.1: Finding the smallest enclosing sphere of $n$ weighted points in $E^{3}$

1. Initialization Step
1.1 Let $\Phi_{0}$, denote a bounding box for $S$; *
$\cdots \quad 1.2 \quad r:=+\infty$;
2. Iteration Step ( $i \geq 1$ )
$2.1 \quad \bar{g}:=\operatorname{cog}\left(\Phi_{i \cdot 1}\right)$;
$2.2 j:=f(\mathbf{g})$;
$2.3 \quad r:=$ Minimum $\left(r, w_{j} \operatorname{Distance}\left(\mathbf{g}, \mathbf{p}_{j}\right)\right.$ );
2.4 Let $\Gamma$ denote the half-space containing $\mathbf{p}_{j}^{-\quad}$ such that the boundary, of $\Gamma$ is tangent to Spfere $\left(\mathbf{p}_{j}, \frac{r}{w_{j}}\right)$ and perpendicular to the line segment g. $\mathbf{p}_{j}$.
2.5 If ( the dimension of $\Phi_{i-1}<3$ ) and ( $\Phi_{i-1}$ lies in the boundary plane of $\Gamma$ )
2.6 then $\left\{\operatorname{set} \Phi_{i}\right.$ to the single point $\left.\mathbf{g}\right\}$
2.7 else $\left\{\boldsymbol{\sigma}_{\boldsymbol{T}} \mathrm{F}=\Phi_{i .1} \cap{ }^{\circ} \Gamma\right.$ \}
3. Termination Predicate

3.2 If Distance ( $\mathbf{g}, \mathbf{v})<\varepsilon$
3.3 then \{terminate reporting that $\operatorname{Sphere}(\mathbf{g}, r)^{\frac{5}{2}}$ is the approximate solution \}
3.4 else $\{$ continue to iterate. $\}$

### 3.2.1 Discussion And Analysisis Of Algorithm 3.1 (SES)

Let $n$ denote the number of points in $S$.

1. Since $c^{*}$ lies in the convex hull of from two to four points of $\mathcal{S}$, it follows that it is contained in a: rectilinear bounding box that encloses the points of $S$. Such a box can be constructed in $O(n)$ time. Therefore the initialization step requires $O(n)$ time.

2: Now consider the number of faces of the solution region. $\Phi_{0}$ will have at most six faces. Each iteration, the intersection on line 2.7 will increase the number of faces by at most one. Therefore the solution region will have $Q(i)$ faces during iteration $i$.
3. The centre of gravity of $\Phi_{i-1}$ can be found in time linear to the number of faces of the region. (see Section C.3). Therefore line 2.1 can be performed in $O(i)$ time.
4. Line 2.2 requires $O(n)$ time since each point of $S$ must be checked in order to find the one that is the furthest weighted distance from g .
5. Notice that $r$ on line 2.3 records the minimum weighted distance encountered so far. This weighted distance is converted to an unweighted one in order to construct $\Gamma$ on line $2.5 . \quad \Gamma$ can be determined in constant time, given $\mathbf{g}, \mathbf{p}_{j}, w_{j}$ and $r$.
6. Since $r \geq r^{*}$ and since cach point on the surface of $\operatorname{sphere}\left(\mathbf{p}_{j}, \frac{r^{\prime}}{w_{j}}\right)$ is a weighted distance of $r$ from $p_{j}$, it follows that $\mathbf{c}^{*}$ is enclosed by this sphere, and also by $\tilde{\Gamma}$. "Therefore the intersection on line 2.7 will not discard the optimal solution.
7. Line 2.5 tests for degenerate convergence. Degenerate convergence arises when the solution region does not converge in all possible directions. That is, instead of converging to a point, the solution region converges upon either a convex polygon or line segment that is not contained in Sphere ( $\mathbf{g}, \varepsilon$ ): In such a case, Algorithm 3.1 continues to iterate with a solution region that has a lower dimension. Recasting of the solution region to a lower dimension is automatically handied by the intersection routine (Section C.4). Furthermore, the determination of the centre of gravity of the region is based upon the dimension of the region, not the dimension of the problem (Section C.3) . Therefore as long, as we can ensure that a fixed fraction of the remaining solution region is cut away each iteration regardless of the dimension of this region, then degeneratic convergence is not a problem. In the worst case, the solution region converges to a convex polygon, next to a line
segment, and finally to a point. After some time it is contained within Sphere $(\boldsymbol{g}, \boldsymbol{\varepsilon})$ and the algorithm terminates.

A fixed fraction of the remaining solution region is discarded as long as $\Phi_{i-1}$ is not contained in the plane that defines the boundary of $\Gamma$ (for example, sec Figure 3.1 ). Now suppose that $\Phi_{i .1}$ is completely contained in the boundary plane of $\Gamma$. This means that $\Phi_{i-1}$ is tangent to Sphere $\left(\mathbf{P}_{j}, \frac{r}{w_{j}}\right)$ at the point $\boldsymbol{g}$..Thus $\mathbf{g}$ is the optimal solution and the algorithm terminates. This is signalled to the termination predicate by setting $\Phi_{i}$ to the single point $g$ on line 2.6 .
8. The dimension of $\boldsymbol{\Phi}_{i-1}$ can be determined in $-\mathrm{O}(1)$ time (Section C.2). Also, it can be determined whether $\Phi_{i, 1}$, is contained in the boundary of $\Gamma$ in, constant time, since the data structure used to represent a 2 -dimensional solution region also. records the plane that the region lies in (Section C.2). The intersection $\Phi_{i_{1}}:=\Phi_{i_{-1}} \cap \Gamma$ on line 2.7 can be performed in time linear to the number of faces of $\Phi_{i-1}\left(\right.$ Section $\left.^{\prime} C .4\right)$ : Therefore the total cost of lines 2.5 to 2.7 is $O(i)$ time
4. Sineeg cither lies on the boundary of $\Gamma$ or else is exterior to it, it follows that the current solution tegion will be reduced by a fixed fraction by the intersection on line 2.7 . If $\boldsymbol{\Phi}_{i-1}$ is 3 -dimensional, It follows from Theorem 2.6 that at least $\frac{27}{64}$ of the velume of $\Phi_{i=1}$ is discarded. If $\boldsymbol{\Phi}_{i-1}$ is 2-dimensional, then Winterntzs The orem guarantees that at least $\frac{4}{9}$ of the area of $\Phi_{i} \cdot 1$ is discarded If $\Phi_{1}$ is l-dimensional, then half of the line segment witl be thrown away.
10). Since the number of veruces of a convex polyhedron is linearly related to the number of faces of the region, the termination predicate requires $O(i)$ time.

1 I. As with Algonthm 1.t, a trimming step can be added to the iteration step of the above algorithm. (See $(9)^{\star}$ of the discassion and analysis of Algorithm 1.1 in Section 1.3.) This step has not been included for thesake of clarily. In 2 dimensions, all the the edges can be trimmed to reflect the new _minimum radius in linear time. However, this same operation requires $\mathrm{O}\left(i^{2}\right)$ time in the worst case - in 3 dimenstons ( for example, consider the case where the solution region is a pyramid ). Therefore, instead of trimming all the edges of the solution region, it is suggested that Algorithm 3.1 keep track of the last three 'furthest' points that have been encountered along with the edges defined by these points. Each time a new minimum radius is discovered (line 2.3 ) the last three edges added would be trimmed to reflect the new minimum radius. Thus the solution region would be cut by a maximum of four half-spaces cach iteration, and hence the operation can be performed in linear time. (Four halfspaces have been suggested since the $\mathbf{c}^{*}$ is a weighted distance of $r^{*}$ from between two to four - 29
points of S.) The advantage of this step is that it would further reduce the solution region without increasing the asymptotical time-complexity of the algorithm. It addition, it should also help to.keep the solution region more 'centred'.


Figure 3.1 A fixed fraction of the current solution region is discarded.
Thus, in summary,

- $\dot{O}(n)$ ume is required for the initialization step;
* $\because \mathrm{O}(\mathcal{M a x i m u m}(i, n))$ time is required for the $i^{\text {th }}$ iteration;
- $\mathrm{O}(i)$ time is required for the termination predicate during the $i^{\text {th }}$ theration.

Therefore, the total running time for Algorithm 3.1 is $\mathrm{O}\left(t^{*}\right.$ Maximum $\left.(n, 1)\right)$, where $t$ is the total number of itcrations performed by the Algorithm 3.1.

As was the case for Algorithm 1.1, the size of $t$ depends on $\dot{\varepsilon}$ and the area of the initial solution region. Recall that the running time of Algorithm 1.1 is lincar provided that fixed precision floating point numbers are used to approximate real numbers (Section 1.3). The same argument can bee extended to show that Algorithm 3.1 is lincar under this same condition. It was mentioned in (7) above that, in the worst case, the solution region converges to a convex polygon, next to a line segment, and finially to a point. The maximum area of the polygon along with the maximum length of this lind. segment can be determined from the initial solution 'region. Uusing an argument analogous to the one presented in Section 1.3, theec constants can be defined, $c_{1}, c_{2}$ and $c_{3}$, which respectively represent the maximum number of iterations required to reduce the solution region to a convex polygon, a lime segment and finally to a point. Since $t \leq c_{1}+c_{2}+c_{3}$, and since it is expected that $t \ll n$, we claim, that the worst case time-complexity of Algorithm 3.1 is $O(n)$ when fixed precision floatung point numbers are used to approximate real numbers.

## Chapter 4

## Testing The Separability Of Sets Of Points

Suppose that we have been given $m$ sets of points and have been asked to delect whether or nof their $m$ convex hulls share a common point. If $m=2$, then the answer can be obtained in linear lime by solving two lincar programs [Edelsbrunner 87] (page 213). (Recall that linear programming of fixed dimension ean be solved in linear time using the approach introduced independently by [Megiddo 83a] and [Dyer 84].) If $m>2$, then pairs of point sets would have to be compared and linearity is lost if we use the algorithm for the case $m=2$. Alternately, the problem can be solved by finding the convex hull of each of the sets and then detecting whether the convex hulls overlap or not. The convex hull of a set can be found in $O(n \log h)$ time, where $n$ is the number of points of the set and $h$ is the number of vertices of the convex hull [Kirkpatrick and Scidel 86]. [Chazelle and Dobkin 87] have shown that it is possible to detect the overlap of two convex polygons in $\mathrm{O}(\log n)$ time, while $\mathrm{O}\left(\log ^{3} n\right)$ is required 10 detect the overlap of two convex polyhedrons. [Keichling 88] has extended their 2 -dimensional result, showing that it is possible to detect whether $m$ convex $r$-gons overlap in $O\left(m \log ^{2} r\right)$ time. In this chapter, an ICT algorithm is presented that does not need to construct the $m$ convex hulls in order to determine if they share a point in common. This is of interest since improvements in speed are often obtained by eliminating unnecessary information. We belicve the ICT solution will be very fast since each-iteration approximately one half of the remaining solution region is discarded. If the convex hulls of the sels do overlap, then apoint that is common to all of these convex hulls is reported. (Note that this point dees not have to be an element of any of the given sets.) If the convex hulls of at least two of the wh do not overlap, then the algorithm'terminates, reporting that there is no such common point.

Before the main problem of this chapter can be solved however, a technique for detecting whether a fuint lres in the convex hull of a sets of points $S$ must be developed. This is sometimes referred to as the cutreme point problem and has been solved in linear time using linear programming [Megiddo 83a]. In tha thesis the extreme point problem will be solved by transforming it to a separability problem of one
less dimensiøh. Actually a slighly harder problem is solved - the algorithm distinguishes between points that lie interior, on the boundary or exterior to the convex hull of the set. Furthermore, information that supports this decision is relumed to the calling routine. For example, suppose that $\boldsymbol{g}$ is the point being tested and $S$ is a 3-dimensional set of points. If $g$ lies in the interior of the convex hull of $S$ then a maximum of $4,(k-1)$ points of $S$ are returned such that $g$ also lics in the convex hull of this subset. This information will be used in Chapter 5 to construct the initial solution region for linear programming (LP) problem. If gities of the boundary of the convex hull, then a half-space that contains $S$ and whose boundary supports $S$ at $g$ is retumed. If $g$ lies exterior to the convex hull, then two half-spaces are retumed - the boundary of each half-space supports $S$ and passes through the point g . Furthermore, the intersection of the two half-spaces defines a wedge that contains the points of S. The wedge and half-space information with be used to reduce the current solution region. Examples of these cases are illustrated in Figure 4.1.


Figüre 4.1 Illustrating the information reiumed by PointInSet2D:

The approach used to solve the extreme point problem is similar to one suggested in [Megiddo 83a] (Appendix C) for solving the planar version of this problem. Figure 4.2 , illustrates the hierarchy of routines that will he discussed in this chapter. 'PointInSet $k D^{\prime},(k \leq 3)$ is discussed im Section 4.1. This routine solves the extreme print probiem by transforming in into a ( $k-1$ ) dimensional separability problem. The 'transformed prohlem, which is solved hy 'SetSet k.D' $(k \leq 2)$, is discussed in Sectien 4.2 . This is the routme that identifies and retums most of the
supporting information illustrated by Figure 4.1. In fact a very tight coupling exists between the routines shown in Figure 4.2 - the supporting information gathered by SetSet1D is eventually used to construct the supporting information returned by PointInSet3D. (SetSet1D and SetSet2D are described in Scction 4.2.1 and 4.2.2 respectively..) SetSet2D is an ICT algorithm which calls PointInSet2D twice cach itcration. "The routine main in Figure 4.2 refers to Algorithm 4.4 and is described in Section 4.3. This is the routine that determines whether the convex hull of $m$ sets of points overlap or not.


Figure 4.2 The hierarchy of the routines discussed in this chapler.

### 4.1 The Point-In-Set Problem

- In this section, the separability of a point from a set of points is determined (the point-in-set problem). Let $S$ denote a set of points and let $\mathcal{C H}(S)$ denote the convex hull of $S$. A point is said to be strictly separahle from $S$ if it is exterior to $\mathcal{C H}(S)$, weakly separable if it lies on its boundary and inseparahle if it lies in the interior of $C \mathcal{H}(S)$. The point-in-set problem will be solved by transforming it into the problem of determining the separability of two sets of one less dimension (the setset problem). Since this approach applics equally well to both 2 and 3 -dimensional problems, only the 3 damensional prohlem will be considered.

Two planar sets, $S_{1}$ and $S_{2}$, are said to be strictly separable if there exists a line such that both of the open half-planes defined by this line contains one of the sets but not the other. Similarly, $S_{1}$ and $S_{2}$, are said to be weakly separable if they are not strictly separable, but there exists a line such that each of the closed half=planes defined by this line contains one of the sets but not the other. $S_{1}$ and $S_{2}$ are said to be inseparahle if they are neither weakly nor strictly separable. The set-set problem arises in pattern recogntion. For example, sec [Duda and Hart 73] (page 138) and [Jozwik 83]. [Dobkin and Retse 80) hate solved the set-set problem by first constructing a point-in-set problem; the constructed problen is then solved using linear programming. Although the constructed set is of the same dimension
as the original two sets, its cardinality is ( $n_{1} n_{2}$ ), where $n_{1}$ and $n_{2}$ denotes the cardinality of the two original sets. Thus it is possible for their approach to significandy increase the size of the problem.

We will begin by describing the mapping of a 3-dimensional set $S$ to two planar sets, $P_{A}$ and $P_{B}$. Without loss of generality, assume that the point to be tested coincides with the origin. First, partition the points of $S$ into three sets, $S_{A}, S_{B}$ and $S_{O}$, depending upon whether the point lics above, below or on the planic $z=0$, respectively. For now, assume that $S_{O}$ is empty.

Lemma 4.1 Given a plane that passes through the origin, points that lie in one half-space defined by this plane will be mapped to the other half-space under reflection about the origin. Correspondingly, points that lie on the plane will be mapped to points that lie on the plane.

Second, radially project each point of $S_{A}$ and $S_{B}$ onto the plane $z=1$. That is, map cach point $p$ to the point where the line passing through the origin and $p$ intersects the plane $z=1$. Nolice that the points of $S_{A}$ will not be reflected through the origin by this projection, but the points of $S_{B}$ will be. Let $P_{A}$ and $P_{B}$ denote the projected image of $S_{A}$ and $S_{B}$ respectively.

The following theorem states that determining the separability of the origin from $S$ is equivalent to determining the separability of $P_{A}$ and $P_{B}$. That is, the original point-in-set problem can be solved by transforming it intio a set-set problem of one less dimension.

## Theorem 4.2

(1) the origin is strictly separable from $S$ iff $P_{A}$ is strictly separable from $P_{B}$;
(2) the origin is weakly separable from $S$ iff $P_{A}$ is weakly separable from $P_{B_{0}}$;
(3) the origin is inseparable from $S$ iff $P_{A}$ is inseparable from $P_{B}$ :

Proof: First consider the case where all the points of $S$ lic to one side of the plane $z=0$ ) Clearly $S$ is strictly separable from the origin and since cither $P_{A}$ or $P_{B}$ is empty, $P_{A}$-is strictly separable from $P_{B}$ in a trivial way. From now on assume that both $S_{A}$ and $S_{B}$ are non-empty.
(1) Assume that the origin is strictly separable from $S$. By definition, there expsts a plane $\rho$ (different from $z=0$ ), which passes through the origin and has $S$ lying to one side of it. This implies that $S_{A}$ and $S_{B}$ both lie to the same side of $\rho^{*}$, and hence, from Lemma 4.1, it follows that $P_{B}$ will lie on the opposite side of $\rho$, and hence that $P_{A}$ and $P_{B}$ will lic. on opposite sides of the line determined by the intersection of $\rho$ and the plane $z=1$. This proves that the two sets are strictly separable. Now assume that $P_{A}$ is striculy separable from $P_{B}$. By definition, there exists a line in the plane $z= \pm$. such that $P_{A}$ lies to one side of it and $P_{B}$ lies to the other. There is a plane through this line and the origin, such that, all the points of $S_{A}$ lie on the same side as those of $S_{A}$ while all the points of $S_{B}$ lie on the opposite side as those of $P_{B}$. Hence, $S$ lies to one side of the plane defined by the origin and this line. Thus $\mathcal{F}$ is strictly separable from the origin whenever $P_{A}$ is strictly separable from $P_{B}$.
:
(2) Now assume that the origin is weakly separable from $S$ and let $\rho$ denote a supporting plane of $S$ that passes through the origin.' Let $\rho_{1}$ denote the line formed by the intersection of $\rho$ and the plane $z=1$. Here some of the points of $S$ lie on $\rho$ while the rest lie to one side of it. As in the previous case, the points that do not lie on $\rho$ will be mapped to two planar sets, separated by the line $\rho_{1}$; the rest or the points will be mapped onto the line $\rho_{1}$ (by. Lemma 4.1). Thercfore, if the convex hull of $P_{A}, \mathcal{C}\left(P_{A}\right)$, and $\mathcal{C H}\left(P_{B}\right)$ are to intersect at all, they must do so along the line $\rho_{1}$. (See Figure 4.3.) Recall that, by assumption, the origin lies on the boundary of $\mathcal{C H}(S)$. Since it has been assumed that $S_{Q}$ is empty, the origin must lie on either an edge or a face of $(\mathscr{H}(S)$. Consider the vertices of this edge or face. If the origin lies on a line passing through two of the vertices, then one of these points must belong to $S_{A}$ and the other to $S_{B}$. Since their radial projection onto $\rho_{1}$ is to the same point, this proves that $P_{A}$ is weakly separable from $P_{B}$. If the origin does not lic on such a line, then it must lie in the interior of a triangle defined by three vertices, dily $\mathbf{s}_{1}, \mathbf{s}_{2}$ and $\mathbf{s}_{3}$. First assume that one vertex belongs to $S_{A}$, say $\mathbf{s}_{1}$, and that the other two telong to $S_{B}$. Consider the line that passes through $\mathbf{s}_{1}$ and the origin. Clearly $\mathbf{s}_{2}$ and $\mathbf{s}_{3}$ must
lic to either side of this line (in the plane $\rho$ ). From this it follows that the radial projection of $\mathbf{S}_{2}$ and $\mathbf{s}_{3}$ onto the line $\rho_{1}$ will lie to either side of the radial projection of $\mathbf{s}_{1}$. This means that a point of $P_{A}$ lies on an edge of $\mathcal{C H}\left(P_{B}\right)$. Similarly, if one of the points belongs to $S_{B}$ and the other to $S_{A}$, then a point of $P_{B}$ lies on an edge of $C \mathcal{H}\left(P_{A}\right)$. Therefore it can be concluded that $P_{A}$ is ; weakly separable from $P_{B}$ whenever the origin is weakly separable from $S$. By reversing this argument, it can be shown that $S$ is weakly separable from, the origin whenever $P_{A}$ is weakly scparable from $P_{B}$.

(3) This last case follows directly from cases (1) and (2) and will not be shown. Thus $S$ is inseparable from the origin whenever $P_{A}$ is inseparable from $P_{B}$.

(a) strictly separable sets

(b) weakly separable sets.

Figure 4.3 The convex hulls of two planar sets of points.
Finally, consider the case where $S_{O}$ is not empty. Notice that points of $S_{O}$ cannot be radially projected onto the plane $z=1$. Furthermore, any point that coincides with the origin is a special print; it automatically guarantecs that $S$ is at most weakly separable from the origin. By rotating the points of $S$ slightly about the origin, we can ensure that the only points of $S$ that lie in the plane are the ones that coincide with the origin. If it is determined that $S$ is striculy separable from the origin without knowledge of these coincident points, then the algorithm will report that $S$ is weakly separable from the origin.

The following algorithm summarizes the results of this section. The function SetSet2D returns a record of type Separability (see Figure 4.4 ). Most of the information returned by this record is gathered during the call to SetSet2D, but there are two exceptions: line 3 below catches the degenerate
case where all the points of $S$ coineide with the origin while line catches the case where at least one print of $S$ coincides with the origin.

## Algorithm 4.1: Solving the 3 -dimensional point-in-sel problem.

## Function PointinSet3D ( $\mathbf{p}, \mathrm{S}$ ): Separability;

1. Translate both $\mathbf{p}$ and $S$ so that $\mathbf{p}$ coincides with the origin. If necessary, rotate the points of $S$ appropriately about the origin so that only points that coincide with the origin lie in the plane $z=0$.
2. Partition $S$ into $S_{A}, S_{O}$ and $S_{B}$.
3. If both $S_{A}$ and $S_{B}$ are emply then $\mid$ return a record that has
class $:=$ weaklySéparable ; info $:=$ coincident and list $:=$ NIL \}
4. Radially project $S_{A}$ and $S_{B}$ onto the plane $z=1$, constructing the sets $P_{A}$ and $P_{B}$.
5. result $:=\operatorname{SetSet} 2 \mathrm{D}\left(P_{A}, P_{B}\right)$;
6. If (result.class $==$ strictlySeparable) and ( $S_{O}$ is not empty)

- then \{result.class := weaklySeparable \}

7. Restore the points of $S$ to their original position, plus apply the same transformationsto the points in result list; (The contents of result list will be explained more fully when SetSet2D is discussed later in the chapter.)
8. Return (result ) ;

- end of algorithm -

Aside from the call to SetSet2D, the above routine has a linear-ume complexity, since each of the steps requires cither linear or constant time. Thus the time-complexity for the above algorithm is then $\mathrm{O}(n)+\mathrm{T}(n)$, where $\mathrm{T}(n)$ is the time required to solve the SetSet2D problem when $S_{1}$ and $S_{2}$ contain a total of $n$ points. In Section 4.2.1 it will be shown that SetSet1D requires $O(n)$ time. Therefore, the worst case time complexity of PointinSet2D is $O(n)$.

The separability of two planar sets could be determined by using linear programming, as mentioned in the introduction of this chapter, and would lead us to conclude that the point-in-set problem is lincar. However, our objective is to show that ICT can also be applied to the 2 -dimensional set-set ${ }^{*}$. problem. Furthermore, if he two sets are inseparable, then the subset of points that peve this to be the case will be required in Chapter 5. In Section 4.2.2.3 it will be shown that SetSet2D can be solved in $O\left(t^{*}\right.$ Maximum $\left.\{n, t)\right\}$, where $t$ is the number of iterations performed by the ICT
algorithm．Therefore the the time－complexity of，PointlnSet3D is $O\left(t^{*}\right.$ Maximum $\left.(n, t)\right)$ ， －艮
which is $\mathrm{O}(t n)$ for $1 \leq t \ll n$ ．

TYPE
TypeOfSeparability＝（strictlySeparable，weaklySeparable，inseparable ）：
TypeOflnfo＝（unknown ，coincident，cone，halfPlane，halfSpace ，
wedge，inseparablePoints）：
pListEntry $=$ AListEntry ；
ListEntry $=\quad$ RECORD
next ：plistEntry

戠。
Separability $=$ RECORD
in
class ：TypeOfSeparability ：
－list ：pListEntry ；
END ；

Figure 4．4 A Pascal－like data structure for describing the supporting information

## 4．2 The Set－Set Problem

In this section the following problems are considered in 1 and 2 dimensions：
1）determine whether two sets，$S_{1,}$ and $S_{2}$ are strictly separable，weakly separable or else inseparable

2）．identify separator information for $S_{1}$ and $S_{2}$ ，which was discussed an the introduction of this chapter．

To－facilitate the use of the results of this problem the point－in－set problem，the following notation will be introduced．Let 5 denote the points of the original point－in－set problem．Suppose that $\mathbf{p} \in S$ and that $\mathbf{q}$ is the radial projection of $\mathbf{p}$ on the plane $z=1$（or the line $y=1$ if $S$ is 2 －
dimensional). So far $\mathbf{q}$ has been referred to as the image of; $\mathbf{p}$. From now on, $\mathbf{p}$ will be referred to as the originator of $\mathbf{q}$, and we define the function $\mathbf{p}=\mathbf{p}(\mathbf{q})$ to give us access to these original points: Thus if four points prove that $S_{1}$ and $S_{2}$ are inscparable, then from Theorem 4.2 , the originators of these points prove that $S$ is inseparable from the origin.

### 4.2.1 The 1-Dimensional Set-Set Problem

$$
\hat{t}_{5}
$$

Determining the separability of two 1 -dimensional sets is trivial. Since both sets lie on a line, their convex hulls can be represented by intervals. If the two intervals do not intersect, then the sets are strictly separable; if they mect at an endpoint then the two sets are weakly separable; otherwise they are inseparable. This test can be performed in constant time once the intervals have been determined in $O(n)$ time. What is of interest is the information that is captured concerning the location of $S$; which contains the originators of $S_{1}$ and $S_{2}$. The rest of this sub-section describes this information and presents a convention for retuming it to the calling routine.

Let $\mathbf{a}, \mathbf{b}, \mathbf{c}$ and $\mathbf{d}$ denote the extreme points of the two intervals, ordered in nondecreasing order. First suppose that $S_{1}$ and $S_{2}$ are strictly separable. Each of the points on the line $y=1$ that lie between $\mathbf{b}$ and $\mathbf{C}$ separates the two sets (see Figure 4.5.a). In fact, the points of $S$ are contained in the cone whose vertex is at the origin and whose extreme rays are defined by $\mathscr{P}(\boldsymbol{b})$ and I( C ), respectively (sec Figure 4.5.b) . If cither $S_{1}$ or $S_{2}$ is empty, then the two sets are strictly separable in a trivial sense. In this case $\dot{S}$ is contained in the cone whose vertex is at the origin and whose extreme rays are defined by the originators of the extreme points of the non-empty set. If the two intervals are weakly separable, then the points of $S$ lie in a closed half-plane whose boundary passes through $\mathcal{P}(\boldsymbol{b})$ and IT C ) (sce Figure 4.6 ). The correct half-plane can be identified by recording the originator of another: point that does not lic on this line. If $S_{1}$ and $S_{2}$ are inseparable then the originators of $\mathbf{a}, \mathbf{b}$, $c$ and $d$ determine that the origin is inseparable from $S$ (see Figure 4.7). Notice that anythree points that prove that the two sets are inseparable will do. The only case where four points are required is When the two iniervals coincide.

(a) $S_{1}$ and $S_{2}$ are strictly separable.

(b) The cone that encloses $S$ is shaded

Figure 4.5 Exampet of SetSetrD - strictly separable sets.

(a) $S_{1}$ and $S_{2}$ are weakly separable.
*. Figure 4.6 Example 2 of SetSet1D - weakly separable sets. ."


Figure 4.7 Example 3 of SetSet1D - inseparable sets.
The above information will be.returned to the calling routine via a record of typer Separability (which was described in Figure 4.4 ). Consider each of the ficlds of this record in turn: 'class' indicates the separability of the two sets; 'info' describes the contents of 'list' . If $\boldsymbol{S}_{1}$ and $S_{2}$ are strictly separable, then 'list' will contain three points, the origin plus $I(\mathbf{b}$ ) and $I(\mathbf{c}$ ), ordered in a
clockwise direction such that the origin is the second point in the list. As Figure 4.8.a illustrates, the cone that encloses $S$ can be determined from the triangle defined by these points: If $S_{1}$ and $S_{2}$ are weakly separable, then 'list' will contain three points, $\mathscr{P}(\mathbf{b})$ and $\mathscr{P}(\mathbf{c})$ plus one other point of $S$ that lies in the interior of the half-plane. These points will be ordered in a clockwise direction such that $T(b)$ and $T(c)$ are the first two ${ }^{\text {c }}$ elements of the list. Notice in Figure 4.8.b that the half-plane that contains $S$ can be detemined from the triangle defined by these points. Both triangles will be used in the next section to determine the separability of two planar sets. If the two sets are inseparable, then 'list' will point to the originators of three or four points that determine this fact.

(a) $S_{1}$ and $S_{2}$ are strictly separable.

(b) $S_{1}$ and $S_{2}$ are weakly separable.

Figure 4.8 The triangles that encode the supporting information.

### 4.2.2 The Planar Set-Set Problem.

ICT will be used to solve the planar set-set problem. Briefly, the algorithm will test the scparability of a point $g$ from both of the sets by calling PointInSet2D twice, once for each set. Based upon the results of this test, the algorithm will either terminate immediately or it will make use of the separator information returned by PointInSet2D to reduce the area of the solution region. First the algorithm will be presented, followed by a description of 'InseparableOrWeaklySeparableTest' and 'FormatStrictlySeparablelnio', two routines called by 'SetSet2D' . Finally a detailed analysis of the algorithm is presented in Section 4.2.2.3.

```
Algorithm 4.2: Solving the planar set-set problem,
Function SetSet2D ( S S , S2 ): Separability;
    1. Initialization Step
    1.1 Find a rectilinear bounding box that encloses S}\mp@subsup{S}{1}{}\mathrm{ and one that enclose: S
    L.2 Let }\mp@subsup{\Phi}{0}{}\mathrm{ denote the intersection of these two boxes.
    1.3 If }\mp@subsup{\Phi}{0}{}\mathrm{ is empty, then I
    1.4. Let g}\mathrm{ denote a point that lies between the two boxes (see Figure 4.9);
    1.5 info1 := PointlnSet2D(g,S );
    info2:= PointlnSet2D(g, g
    return (FormatStrictlySeparableInfo (( info1, info2, S}\mp@subsup{S}{1}{},\mp@subsup{S}{2}{})\mathrm{ ) )
    ]
    2. Iteration Step ( }|>>1\mathrm{ )
    2.1 g:= \operatorname{cog}(\mp@subsup{\Phi}{i-1}{\prime});
```



```
    2.3 info1:= PointlnSet2D( g, S1);
    2.4 info2:= PointlnSet2D(g, S2);
    2.5 result := InseparableOrWeaklySeparableTest (info1, info2 );
    2.6 if result.class == unknown then
    2.7 { ReduceRegion(info1,VAR 柱);
    2.8 ; ReduceRegion(into2 , VAR 覑); }
3. Termination Predicate
3.1 If (result.class = anknown) , and \(\Phi_{i}\) contains only a single point, \(\mathbf{g}\) )
    3.2 then, ( result := FormatStrictlySeparablelnfo(('Info1; info2, S S , S S ) ) |
```



```
- end of algorithm -
```



```
1. if info.class \(==\) weaklySeparable then
\{ let \(\Phi_{i}\) denote the intersection of \(\Phi_{i}\) and the half-plane described by infolist \}
2. else if info.class \(==\) strictlySeparable then
( let \(\Phi_{i}\) denote the intersection of \(\Phi_{i}\) and the cone described by info.list )
- end of algorithm -
```



Figure 4,9 The bounding boxes of $S_{1}$ and $S_{2}$ are strictly separable.

### 4.2.2.1 Testing If The Sets Arej Weakly Separable Or Inseparable

- SetSet2D isunusual for an ICT algorithm since it continues to iterate until an exact solution has been reached. Thus it is important to identify the separability of the two sets as soon as possible. The routine Inseparable:OrWeaklySeparableTest on line 2.5 of the Algorithm 4.2 is responsible for determining if the two sets are either weakly separable or inseparable from each other and if so, for formatting the supporting information that is returned. The results of this sub-section are summarized in Figure 4.10. (The columns labelled $S_{1}$ ard $S_{2}$ in this diagram are interchangeable.)


Figure 4.10 एetermining the separability of $S_{1}$ and $S_{2}$ based upon their separability from $\mathbf{g}$.

Obviously, if both $S_{1}$ and $S_{2}$ are inseparable from $g$ then $S_{1}$ and $S_{2}$ are inseparable. Similarly, if g is inseparable from one of $S_{1}$ and $S_{2}$ and weakly separable from the other, then $S_{1}$ and $S_{:}$are inseparable. Both of these cases can be determined in constant time by testing .'info1.class'. and 'into2.class' (see Section 4.2.1). Now consider the case where $g$ tis weakly separable from both sets. (For example, see Figuie 4.11.) Is there enough information available to determine the separability of the two sets? Theorem 4.3 asserts that there is.

（a）convex hulls of two inseparable sets

（b）convex hulls of wo weakly separable sets

Figure 4．11 Distinguishing between weakly separable ad inseparable sets
\％
Theorem 4．3 Suppose that $g$ is weakly separable from both $S_{\text {and }} S_{2}$ ．let $T_{t}$ and $I_{2}$ － denote the triangles described by＇infof list＇and＇info2．list＇，respecuvely（see Section 4．2．1）． $S_{1}$ and $S_{2}$ are insparable iff he triangles denoted hy $T_{1}$ and $T_{2}$ are inseparable．


Proof：First consider two degenerate cases．If both sets coincide with $g$ then $S_{\text {a }} S_{2}$ and
－inseparable．If the points of one set coincide with $g$ but not the other，then $S_{1}$ and $S_{2}$ are weakly
－separable．From now on assume that both sets contain some points that do not coincide with
 $T_{2} \subseteq \mathcal{C H}\left(S_{2}\right)$ ．Therefore，if $T_{1}$ and $T_{2}$ are inseparable，then $S_{1}$ and $S_{2}$ must also tw inseparable．Now assume that $S_{i}$ and $S_{2}$ are inseparable，but that $T_{1}$ and $T_{2}$ are not．Recall that the points of $T_{1}$ define either a cone or a half－plane that enctoses the points of $S_{1}$ ．（A cone arises when a wertex of the convex hull of the set coincides with the point $\mathbf{g}$ ．）If the points of $\boldsymbol{T}$ define a cone，then $g$ is the vertex of the cone；otherwise $g$ lies on the boundary of the folloplane（ser違 Figure 4.12 ），易 either case，any line that supports ${ }^{2} T_{1}$ at $g$ must also support $S_{1}$ ．The tame can be said of $T_{2}$ and $S_{2}$ ．Therefore；any line that separates $T_{4}$ and patig must also separate等教告 $S_{1}$ and $S_{2}$ ．This contradiets ouf assumption that these two sets are inseparable．Therefore we conclude that $S_{1}$ and $S_{2}$ are inseparable iff $T_{1}$ and $T_{2}$ are inseparable．


Figure 4．12 $S$ ：is contained in a cone while $S_{2}$ is contaned in a half plane
$\qquad$

The triangles $T_{1}$ and $T_{2}$ are inseparable if any one of the following occurs: they are coincident; a vertex of one friangle lies in the interior of the other, and finally, if there is a crossing edge (sec Figure 4.13:a). It can be determined if the two triangles are coincident in constant time, but the test must be sure to handle degenerate triangles properly (sec Figures 4.13.b and 4.13.c). Degenerate triangles arise when the points of $S_{1}$ and $S_{2}$ are collinear.

a) inseparable triangles

(b) inseparable degenerate triangles

c) weakly separable degenerate triangles

* Figure 4.13 Examples of inseparable and weakly separable triangles.

In summary, if $g$ is not strictly separable from either of the sets, then the separability of the two sets can be determined in constant time. Otherwise, the algorithm will continue to iterate until the solution cegion has been reduced to a single point.

Now consider the supporing information that will be returned via a record of type Separability (Figure 4.4). If $S_{1}$ and $S_{2}$ are inseparable, then the fields of this record will be set to: class :=inseparable : into $:=$ ins€parablePoints and list will point wo the originators of \{into1 list $u$ into2 list \}. If $S_{1}$ and $S_{2}$ are weakly separable, then it follows from Theorem 4.3 that info1 list' and 'into2 list' describe two triangles that are weakly separable at $\mathbf{g}$. (Recall that $\mathbf{g}$ lies wn the broundary of troth trangles. Since any line that separates the triangles also separates $\dot{S}_{1}$ from $S_{2}$, 11 Hollowis from Theorem 4.2 that a plane that passes through this line and the origin will separate $S$ from the origin. Such a line can te found in constant time. Thus if the two sets are inseparable, then the f心hls of this record will te set t class:= weaklySeparable, info:= halfSpace and list will point Wa wel of four ponts that define a half-space that contains $S$. If the separability of the two sets is not known then the returned record will have class:= unkrown.

### 4.2.2.2 Formatting Supporting Information Of Strictly Separable Sets

The function 'FormatStrictlySeparablelnfo', which is called on lines 1.7 and 3.2 of Algorithm 4.2 , is responsible for formating the supporting information once it has been determined that $S_{1}$ and $S_{2}$ are strictly separable from cach_other. In such a case, SetSet2D should retum two halfspaces whose intersection defines a wedge that contains $S$.

There are two conditions under which 'FormatStrictlySeparablelnfo' is called: either $g$ is strictly separable from both $S_{i}$ and $S_{2}$ or else it is strictly separable from one of the sets and weakly separable from the other. (It is impossible for the solution region to be reduced to a single point when $g$ is inseparable from one of the sets.) In both cases, 'infor list' and 'info2 list' describe two triangles, $T_{1}$ and $T_{2}$, which are weakly separable at $\mathbf{g}$

First assume that $g$ is strictly separable from both $S_{1}$ and $S_{2}$. In this case $T_{1}$ and $I$ : define two cones that contain $S_{1}$ and $S_{2}$ respectively. Furthermore, the houndary of a wedge of separating lines for the two triangles can be determined from the edges of $T_{1}$ and $T_{2}$ (see Figure 4.14). Since any line that separates the triangles also separates $S_{1}$ from $S_{2}$, it follows from Theorem 4.2 that a plane that passes through this line and the origin will separate $S$ from the origir. Thus the half-spaces that define the boundary of the wedge that contains $S$ can be determined from $T_{1}$ and $T_{2}$ in constant tume.

(a)

(b) $I_{1}$ and $I_{2}$ are the white trangles in (d)

Figure 414 lliverating the wedge of separators for $S_{\text {: }}$ and $S_{2}$
Now consider the case where $g$ sestictly separable from one of the sets and weakly separable from the other. A problem arses suce only one separator exists for the two triangles, even thatugh the two x́w are vericty separable. Algorithm 4 ? dexnites the manner in which tha will tex handied.

Algorithm 4.3: Formalling the supporting information för strichly separable sets.

```
Function FormatStrictlySeparablelnfo (info1, info2, \(S_{1}, S_{2}\) ): Separability ;
    1. result.class \(:=\) strictlySeparable;
    2. resutt info : \(=\) wedge;
    3. . If (info1.class \(==\) weaklySeparable ) or (info2.class \(==\) weaklySeparable ) then
    4. \(\quad\) Without loss of generality, assume that \(T_{1}\) defines a cone and \(T_{2}\) defines a half-plane,
                as shown in Figure 4.12:
```

5. 
6. infor $:=$ PointlnSet2D $\left(v, S_{1}\right)$;
7. into2 := PointlnSet2D $\left(\mathbf{v}, S_{2}\right):$ )
Since $\mathbf{v}$ is suictly separable from both sets, construct the wedge information as described above and retum it through result.list ;
end of algorithm
```
- In analyzing, the above algorithm, lines 1-4 and 8 can be performed in constant time, while fines 5-7 require \(O(n)\) time each, where \(n\) is the total number of points of \(S_{1}\) and \(S_{2}\). Therefore the time-complexity of this algorithm is \(O(n)\) time.

\subsection*{4.2.2.3. Analysis and Discussion of Algorithm 4.2 (SetSet2D )}

Finally, the analysis of Algorithm 4.2 is presented. Assume that \(S_{1}\) has \(n_{1}\) points and that \(S_{2}\) has \(n_{2}\) and let \(n=n_{1}+n_{2}\).
1. First consider the inftialization step. A point that lies in the convex hull of a set will lie in the rectilinear bounding box that encloses any one of the sets. Both boxes can be found in \(O(n)\) time; the intersection of the two boxes can be performed in constant time.

2 Nou consider the case where the intersection is empty. In this case, the two sets are strictly separable hut the supporting information still needs to be determined. This will be handled by finding a point g that lies between the two bounding boxes. \(g\) can be found in constant time by considering the vertices of the two trounding boxes. PointInSet2D, the 2 -dimensional algorithm for solving the perme-in-set prohlem, requires time linear in the number of points of the set (Section 4.1). Therefore the calls to PointinSet2D on lines 1.5 and 1.6 require \(O\left(n_{1}\right)\) and \(O\left(n_{2}\right)\) time. The call to

FormatStrictlySeparableInfo will require constant time since \(g\) is strictly separable from both scts.
3. Therefore the total cost of the initialization step is \(\mathrm{O}(n)\) time.
4. Now consider the number of edges of a solution region. \(\Phi_{01}\) will have at most four edges. During each iteration, the number of edges of the solution region, will be inereased by at mosit two because the point \(g\) lies on the apex of each cone, or on the boundary of each half-plane used to cut the solution (lines 2.7 and 2.8 ). Therefore, in the worst case, the solution region will have ' \(O\) ( \(i\) ) edges at - the beginning of itcration \(i\).
5. The centre of gravity of the solution region can be found in a time lincar to the nuniber of edges of the solution region (Scetion C.3).. Therefore, the centre of gravity can be found in \(O(i)\) time. .
6. The two calls to PointInSet2D on lines 2.3 and 2.4 require a total of \(O(n)\) time.
7. As was described in Scction 4.2.2.2, the call to InseparableOrWeaklySeparable Test can be performed constant time.
8. Since a cone can be thought of as the intersection of two half-planes, the next solution region will be constructed by intersecting the current solution region with from one to four hall-planes (lines 2.6 to 2.8). The intersection of a convex polygon and a half-plane can be computed in time linear in the number of edges of the convex polygon (Section C.4). Since the solution region will have at most \(O(i)\) at the beginning of iteration \(i\), this step can be performed in \(O(i)\) time.
9. Since \(g\) lies on the boundary of each half-plane that intersects the solution region, fit follows from Winternit.'s theorem that the area of the solution region is reduced by at least a fixed fraction each iteration.
10. If the solution region has been reduced to a single point \(\boldsymbol{g}\), and \(\boldsymbol{g}\) is strictly \({ }^{*}\) separable from cither \(S_{1}\) or \(S_{2}\), then \(S_{1}\) and \(S_{2}\) are strictly separable. This follows from the fact that the intersection on line 2.7 does not cut away any of the convex hull of \(S_{1}\). Similarly, the intersection on line 2.8 does not cut away any of the convex hull of \(S_{2} \because\) Therefore, if the solution region has bece reduced \(\omega\) ) a single point, and this point does not lie in the convex hull of one of the sets, then the two sets must be strictly separable.
11. If the algorithm is continuing to iterate, then the termination predicate requires constant time since the call to FormatStrictlySeparableInto ensures that the algorithm will terminate. In the worst case,
this call will require \(O(n)\) time (see previous section). Therefore the total cost of the termination predicate is \(O(. n)\) time.
12. There is a termination test that could be added to the algorithm which results in early termination in some cases. Recall that any line segment that connects two points of a sets lics in the convex hull of the set. Simce 'info1.list' and 'info2.list' (from line 2.3 and 2.4) both contain some points of \(S_{1}\) '. and \(S_{2}\) respectively, the lines connecting these points can be tested to see if they prove the sets are inseparable. This can be thought of as a generalization of. Theórem 4.3. For example, in Figure 4.15.a, the algorithm would terminate immediately if this test were implemented since the line segment ab crosses the line segment \(\mathbf{c d}\), proving the two sets are inseparable. Without the test, the algorithm would continue to iterate with the solution region shown in Figure 4.15.b.

\(\therefore \quad\). Figure 4.15 Illustrating the solution region after one iteration of Algorithm 4.2 :
Thus, in summary,
- \(O(n)\) time \({ }^{\text {is }}\) required for the initialization step.
- In the worst case, the \(i^{\text {th }}\) iteration requires
- Maximum \(\{O(n), O(i), O(1)\}=O(\underset{M a x i m u m}{\{ }(n, i\})\) time.
- \(O(n)\) is required for the termination predicate.

Therefore, the total runing time for Algorithm 4.2 is \(O\left(t^{*} \mathcal{M a x i m u m}(n, t\}\right)\) time, where \(t\) is the number of iterations performed. As was argued at the end of Section 1.3 and Section 3.2.1, the number of iterations of an ICT algorithm can be bounded from above by a constant provided that the algorimim is implemented using fixed-precision, floating point arithmetic. Under this assumption, \(t\) is truunded from above by a constant. In this case, the running time for Algorithme 4.2 is \(O(n)\).

\subsection*{4.3 Detecting If The Convex Hulls Of \(m\) Sets Of Points Overlap}

Finally, we are ready to solve the main problem of this chapter. In this section, ICT is usedto detect whether the convex hulls of \(m\) sets of points overlap or not. The approach used to solve thise problem is much the same as that used in SetSet2D (Algorithm 4.2) . Algorithm 4.4, which is presented befow, has twoways of terminating: cither the algorithm identifics a point that lies in the convex hull of each of the \(m\) sets, or else it reduces the solution region to a single point that dees not lie in the convex huill of at least one of the sets. In the former case, the algorithm reports, 'YES, the convex
" hulls of the \(m\) sets do overlap', and in the latter, it reports 'NO, they do not overlap' .
During each iteration of Algorithin 4.4., PointJnSet3D is called a total of \(m\) times, in order * Io determine whether the centre of gravity of the etrrent solution region ( \(g\) ) lics in the eonvex hubll of cach \(_{2}\) f the \(m\) scts. If it turns out that \(g\) is cither inseparable or weakly scparable from each of the sets, then the algorithm terminates, reporting \(g\) is common to the convex hull of each of the \(m\) sets.筑 . . Deterimining that the seis.do not overlap is a more difficufferobtem, since the solution region must be reduced to. a single point. If \(g\) does not lic in the convex hullof cach of the sets, then it must *e strictly separable from at let one of the sets. In this caste wedge returned by PointloSet3D can be used to reduce the volme of the solution region for the next iteration. However, theoretically, it is not possible for a single wedge to reduce the solution region to a single point, since the centre of gravily of a - convex region lies in its interiqr and since \(g\) lies on 裂he boundary of the wedge. The most naive solution to this problem is to intersect the current solution region withach of the half-spaces returned by the \(m\) calls to PointinSet3D.. However, this would require intersecting the solution region with from 2 to \(2 m\) half-spaces each iteration, an operation that requires more time that we are willing to spend. Also only the first ticrsection guarantecs that the solution region will be reduced by a fixed fraction, The rest of the intersections may have dimited benefit. Instead, a test has been developed that determines whether the result of the intersection would be single point, if the intersection did take place. If w, the current solution region is replaced with one that contains only the point \(g\). Otherwise, the solutan
region is reduced by a fixed fraction by intersecting it with the last wedge that has been returned by PointinSel3D.

The test consists of mapping each of the \(h\) half-spaces to points on the surface of a unit sphere, and mapping \(\boldsymbol{g}\) to its origin (the cente of the sphere). Let \(\boldsymbol{n}_{1}, \mathbf{n}_{2}, \ldots, \boldsymbol{n}_{\boldsymbol{h}}\) respectively denote the \(h\) outward unit normals. Place each normal so that its tail coincides with the origin. This yields a total of \(h\) points on the surface of the unit sphere. In Section 4.3.1, it will be shown that if the mapped points are inseparable from the origin, then the intersection of the corresponding half-spaces will contain just one point,

Algorithm 4.4 will be presented first, followed by a discussion of ReduceSolutionRegion in Section 4.3.1. (RefluceSolutionRegion is responsible for performing the termination test described above and for reducing the solution region appropriately. In addition, it ensures that the problem of degenerate convergence does not arise.) Finally, in Section 4.3.2 a detailed discussion and analysis of Algorithm 4.4 is presented.

Let \(S_{0}, S_{1}, \ldots, S_{m-1}\) denote \(m^{\prime}\), sets of points in 3 diménsions. In the following algorithm, \(N\) denotes the list of points resulting from the mapping of the half-spaces, while SaveNormals is the routine responsible for constructing this list.

\section*{Algorithm 4.4: Detecling whether the convex hulls of \(m\) sets of points overlap.}

Program main ( \(\left., S_{1}, S_{2}\right)\);

\section*{1. Initialization Step}
```

            \(1!\) Find a rectilinear hounding box that encloses each of the sets. Let \(\Phi_{0}\) denote the intersection of the
    ```
    1.2 - If \(\phi_{0}\) is emply, then terminate, reporting, that the convex hulls do not overlap.
2. Iteration §tep \(^{\text {tep }}(i)\)
```

    \(2.1 \quad \mathbf{g}:=\operatorname{cog}\left(\Phi_{1.1}\right):\)
    2.2 - ginEactiConvexHull := vue:
    -
    \(23 \quad N:=\) nil-
    2.4 for \(\}:=0 \cdot 10^{2} \mathrm{~m} \cdot \mathrm{l}\) do \(\{\)
    Us result \(:=\operatorname{PointInSet3D}\left(\mathbf{g}, S_{j}\right)\) :
    \(26^{2}\), if result class \(=\) strictlySeparable then
        :
    ```

\section*{3. Termination Predicate}
3.1. If ginEachConvexHull \(==\) true,
3.2. then \{ terminate, reporting 'YES, the convex hulls overlap at the point \(\mathbf{g}\) ' |
```

P\mp@code{OOcedure SaveNormals (result,g;VAR N);}
/* Recall that since g}\mathrm{ g is either weakly or strictly separable from S, that "result list' descrites cither one
ortwo half-spaces that contain all of the points of S,. /*
1. for each half-space }
2. Let $\mathbf{n}$ denote the outward unit normal for the half-space $\psi$. Let $\mathbf{q}$ denote the point that is
yielded when the tail of n}\mathrm{ coincides with the origiri.
3. Append q ь N;. }
.- end of algorithm -

```

\subsection*{4.3.1 Reducing The Solution Region For Algorithm 4.4}

Three topics will be discussed in this section. First, it will be shown that given the set \(N\), a sel of points on the surface of a unit sphere centred at the origin, it is possible to determine whether the ser \(\{\mathbf{g}\}^{\circ}\) is the result of intersecting the half-spaces that were used to create \(N\). (The mapping between points and half-spaces, and the construction of \(N\) was described in the previous section.) Second, the strategy that will be used by ReduceSolutionRegion to avoid degencrate convergence will be discussed. Finally, the algorithm for ReduceŞolutionRegion will be presented, along with an analysis of this algorithm.

Theorem 4.4 If the points of \(N\) are inseparable from the origin, then \(\{g\}\) is the reşult of intersecting the half-spaces used to create the set \(N\).

Proof: Assume that the points of \(N\) are inseparable from the origin. From this it follows that the origin lies in the interior of the convex hull of these points. Now map this convex hull onto the surface of the sphere as follows: map each edge to the smallest arc of the great circle determined by its vertices. This mapping creates.a spherical subdivision on the surface of the sphere, consisting of faces, äres and vertices. Consider an arbitrary face of the subdivision. The vertices of this face correspond to half-spaces in the original space whose intersection is an unbounded pyramid, \(\Delta\), which has \(\mathbf{g}\) as its apex. Let a denote a point that lies in the interior of this spherical face. Notice that a corresponds to a half-space \(\Psi\) (in the original space) such that \(\Delta=\Delta \cap \Psi\). Thus \(\Psi\) can be, added to the original set of half-spaces withoutraffecting the result of their intersection. Let \(\Psi\) denote a second half-space that has the same boundary as \(\Psi\) but extends in the opposite direction. Observe that \(|\boldsymbol{g}|=\Delta \cap \Psi^{-}\). This is the critical observation of the proof: if both \(\Psi\) and \(\Psi\) - can be added to the set of half-spaces, without affecting the result of the intersection, then result of this inuersection must be \(\{\mathbf{g}\}\). Let \(\mathbf{b}\) denote the point on the unit sphere that corresponds to \(\Psi-(\mathbf{a}\) and \(\mathbf{b}\) are diametrically opposite ). Three cases may occur: (i) if \(\mathbf{b}\) coincides with a vertex of the spherical subdivision, then the half-space \(\Psi\) - is already one of the original set of half-spaces; (ii) if \(\mathbf{b}\) lies in the interior of a face of the subdivision, then it follows from above that \(\Psi-^{-}\)can be added to the original set of half-spaces without affecting the result of original intersection; (iii) \(\mathbf{b}\) lies on an arc of the subdivision, but is not one of the endpoints of this arc. The vertices of this arc correspond to half-spaces in the original space whose intersection determines a wedge that has \(g\) lying on its boundary. Let \(\Gamma\) denote this wedge. Observe that \(\Gamma=\Gamma \cap \Psi^{-}\). Thus, \(\Psi^{-}\)can be added to the original set of half-spaces without affecting the result of their intersection. Since in all three cases, \(\Psi^{-}\)can be added without affecting the result
of the intersection of these half-spaces, it follows that the result of intersecting the original set of halfspaces must be \(\{\mathbf{g}\}\).

PointInSet3D will be used to test whether the origin is inseparable from \(N\). If, it is, iften the current solution region will be replaced with a solution region that contains only the point \(\mathbf{g}\). The corrcetness of this approach follows directly from Theorem 4.4 - However, a question arises as to the efficiency of this approach. That is, is it possible for the intersection of the set of half-spaces to the \{g\} when the origin is separable from \(N\) ? The answer is no. To show this, first assume that the origin is weakly separable from \(N\). From this it follows that all the points of \(N\) lie in a hemisphere of the up̣it sphere. Furthermore, the great circle that defịnes the boundary of this hemispheré passes through a subset of \(N\), such that the origin lies in the interior of the convex hull of this subset." The intersection of the half-spaces associated with this subset will result in a line. A point that does not lic on this great circle * corresponds to a half-space that will reduce the line to a half=line. However, no further reduction is possible since there is no point in the opposite hemisphere. Thus if the origin is wakly separable from the origin, then the result of intersecting the corresponding half-spaces will either be a line or a half-line. If the origin is.strictly separable, then the resull of the intersection will an unbounded region with volume.

Now consider the problem of degenerate convergence. As was stated in step 7 of Section 3.2.1, degencrate convergence arises when the solution region does not converge in all possible directions. That is, instead of converging to a point, it converges to a line segment orua convex polygon. Under the assumptions of Appendix C (that fixed-precision, floating-point numbers will be úsed to appreximate real numbers), the solution region will be recast to a lower dimension by the intersection routine describedin Section C.4, once it has been determined that the volume is effectively acro. In such a case, Algorithm 4.4 will continue to iterate with a solution region that has a lower dimension. As was mentioned in Section 3.2.1, no problems arise as long as a fixed fraction of the remaining solution region is cut away each iteration. In the worst case, the sofution region will converge to a convex polygon, next to a line segment, and finally to a point. Thus in practice, it is possible for the solution region to be
reduced to a single point by intersecting it with a single wedge each iteration, even though this is not posisible theoretically.

So the following question naturally arises. Is it is possible for solution region to be not reduced by a fixed fraction cach itcration? Recall that the solution region is intersected with a wedge that is defined by the intersection of \(\Gamma_{1}\) and \(\Gamma_{2}\), two half-spaces that are supplied to ReduceSolutionRegion via input parametcrs, each of which have \(g\) lying on their boundary. It was argued in Section 3.2.1 that, as long as the solution region is not completely contained in the boundary of both half-spaces, then the solution region will be reduced by a fixed fraction. (For example, see FigureC.1.) If it is, then the current solution region must be a line segment hat lies in the line determined by the intork boundaries of \(\Gamma_{1}\) and \(\Gamma_{2}\). Such a case cannot be ignored, since if it arises, Algorithm 4.4 will.go into, an infinite loop: successive centres of gravity will coincide leading to the same choice of \(\Gamma_{1}\) and \(F_{2}\) in the iterations that follow. Clearly such a situation can be detected in O(I) time. However, what should be done once it is detected? In the following it will be shown that in such a case, the calling routine (Algorithm 4.4 ) should terminate since no point of the current solution region lies in the convex hull of at least one of the \(m\). sets. This will be signalled to the calling routine by returning \(\Phi_{i}=(g)\).

Assume that the current solution region is contained by the line determined by the intersection of the boundaries of \(\Gamma_{1}\) and \(\Gamma_{2}\). Let \(\lambda\) denote this line. Recall from Algorithm 4.4 , that the routine ReduceSolutionRegion is called only if \(\boldsymbol{g}\) is strictly separable from at least one of the'sets. Let \(S_{j}\) denote the last set that was determined to be strictly separable from \(\boldsymbol{g}\). In this case, thè half-spaces \(\Gamma_{1}\) and \(\Gamma_{2}\) determine a wedge that contains all the points of \(S_{j}\). Without loss of generality, assume that \(g\) coincides with the origin. Therefore \(\lambda\) passes through the origin since \(g\) lies on the boundary of both \(\Gamma_{1}\) and \(\Gamma_{2}\). In the following it will be shown that that there exists a plane that contains \(\lambda\) but does not intersect the convex hull of \(S_{j}\). Therefore no point of \(\lambda\) can lie in the convex hull of \(S_{j}\) and hence, by assumption, neither can the a point of the current solution region. Consider the point \(\mathbf{g}_{1}\), determined by the intersection of \(\lambda\) and the plane \(z=1 \because\) Recall that PointlnSet3D constructs two sets, \(S_{j 1}\) and \(S_{1}:\) and then calls SetSet2D to determine their separability. The point \(\boldsymbol{g}_{1}\) is last the centre of gravity
determined by the SetSet2D algorithm, and it is through thispoint that the wedge of separators shownin Figure 4.14 pass. It is easy to see that any line that lies in the interior of this wedge strictly separates \(S_{j 1}\) from \(S_{j 2}\). Therefore, by Theorem 4.2 , the plane determined by this line and the origin for the 3dimensional problem will have all the points \(S_{\mathrm{j}}\). lying to one side of it. Thus, such a plane cannot intersect the convex hull of \(S_{j: \text { : }}\) Furthermore, since this plane contains both the origin and \(\boldsymbol{g}_{1}\), it must also contain the line \(\lambda\). Therefore we conclude that no point of the current solution region lies in the convex hull of \(S_{j}\).

The following algorithm is a summary of the above comments. Let 0 denote the origin.

Algorithm 4.5: Reducing the solution region for Algorithmr-4.4,
Function ReduceSolutionRegion ( \(\left.\mathbf{g}, N, \Phi_{i, 1}, \Gamma_{1}, \Gamma_{2}\right) \vdots \Phi_{1}\);
1. tmpResult \(:=\) Pointln \(S \in 13 D(0, N)\);
2. if \(\operatorname{tmpResult.class}==\) inseparable
3. then Y return ( \(\Phi_{i}\) set to the single point \(\mathbf{g}\) )
4. else ( if \(\Phi_{i-1}\) is completely contained in the planess that define the poundaries of \(\Gamma_{1}\) and \(\Gamma_{2}\).
5. Uhen ( return ( \(\Phi_{i}\) set to the single point \(\mathbf{g}\) ) )
6. else \(\left\{\operatorname{retum}\left(\Phi_{i}:=\Phi_{i-1} \cap \Gamma_{1} \cap \Gamma_{2}^{\dot{2}}\right)\right.\); ;
| /* else */
- end of algorithm -

Recall that the set \(N\) has at most ( 2 m ) points. Let \(f\) denote the number of faces of \(\Phi_{i, 1}\), In analyzing Algorithm 4.5,
- \(\mathrm{O}\left(t_{m} * \text { Maximum }\left(m, t_{m}\right\}\right)^{7}\) time is required for line \(1_{\text {, }}\), where \(t_{m}\) is the number of iterations of thiș ICT algorithm for PointInSet3D.
- \(O(f)\), time is required to delete \(\Phi_{i-1}\) and replace it with \(\Phi_{i}=\{g\}\). Thus lines 3 and 5 require \(O(f)\) time.
- It is easy to sec that the fest on line 3 can be performed in \(\dot{O}(1)\) time.
- The intersection of \(\Phi_{i \cdot 1}\) and one half-space requires \(\mathcal{O}(f)\) time ( sec Section C.4). Therefore the intersection described on line 6 can be performed in \(O(f)\) ume.

Thus, Algorithm 4.5 requires a total of
\[
O\left(\mathcal{M a x i m u m}\left\{\left(t_{m} * \operatorname{Maximum}\left\{m, t_{m}\right\}\right), f\right\}\right.
\]
time. As was argucd at the end of Section 1.3 and Section 3.2.1, the number of iterations of an ICT algorithm can be bounded from above by a constant provided that the algorithm is implemented using fixedprecision, floating point arithmetic. Under this assumption, \(t_{m}\) is bounded from above by a constant. In this casc the runing lime for Algorithm 4.2 is \(\mathrm{O}(\) Maximum \(\{m, f\})\) :
\&

\subsection*{4.3.2 Analysis" and Discussion of Algorithm 4.4}

Finally, the analysis of Algorithm 4.4, will be presented. In the following discussion, assume that the sets \(S_{0}, S_{1}, \ldots \ldots \dot{S}_{m}-1\) have \(n_{0}, n_{1}, \ldots, n_{m} \cdot 1\) points respectively, and that \(n_{3}=\dot{n}_{0}+n_{1}+\ldots+n_{m} i_{i}\)
1. First consider the initialization step, A point that lies in the convex hull of all of the sets lies in the rectilinear bounding box that cneloses cach one of the sets. Therefore if \(\Phi_{0}\) is empty, the algorithm can terminate reporting that the convex hulls dor not overlap. All of the bounding boxes can be found in \(O\left({ }^{\circ} n\right)\) time, and their intersection, \(\Phi_{0}\), can be computed in, \(O(m)\) time. Since each set must Have at leabt one element, \(m<n\). Therefore the initiakatiofn step requires \(O(n)\) time.
2. Now consider the number of faces of the solution region. \(\Phi_{0}\) has at most six faces. Each iteration the number of faces of the solution region is increased by at most two. Therefore, in the porstecase, the solution region has \(O(i)\) faces at the beginning of tieration \(i{ }^{\circ}\).
3. The centre of gravity of a 3 -dimerisionat solution region can pe found in time linear to the number of

4. The for-loop, defined on lines 2.4 to 2.9, is resporsible for tesing whether g lies in the cortvex hull of each of the sets. First consider the correctness of this loop. Before entering the loop, ginEachConvextull is intialized to truc and \(N\) is initialized to nil. Thesets \(S_{0}\) to \(S_{m}\), are each tested in prder. If \(g\) does not lie in the convex-hull of a set, say \(S_{j,}\), then ginEachCorfore Hult is set to false and the two half-spaces defining the wedge that contains \(S_{j}\) are saved in \(\Gamma_{1}\) and \(\Gamma_{2}\). If \(g\) is not inseparable from a set, then the half-space(s)" described by result list are mapred to points on the unifsphere by SaveNormals, which are then appended to the
list \(N\). If the for-loop terminates with glnEachConvexHull set to true, then g lies in the convex hull of all \(m\) scts.

Now consider the time requirements for the for-loop during the \(i^{\text {th }}\) iteration. All the steps except the *"all to Point|nSet3D can be performed in constant time. Recall from Section 4.1 that PointinSet3D requires \(O\left(l^{*} \operatorname{Maxim} m(n, l)\right.\), where \(t\) is the number of iterations performed by the ICT algorithm on an input of size. \(n\). Therefore, one iteration of the for-forp requires \(\mathrm{O}\left(t_{1}, * \dot{\mathcal{M}}\right.\) aximumt \(\left.\left\{n_{j} ; t_{i g}\right\}\right)\), where \(t_{i j}\) is the number of iterations performed by PointlinSet3e for set \(S_{j}\), . Thus, during cach iteration, the for-lowp will regaire
\& By assuming \(\quad t_{1}, \ll n_{j}\), equation \(|4.1|\) sinplifics ton
\[
\sum_{j=0}^{m} \mathrm{O}\left(t_{1},{ }^{*} n,\right)
\]

Furthermore, equation [4.2] can be rewritten as
\[
O\left(n \cdot \sum_{j=0}^{m} \cdots, 1,\right)^{*} \text { imme }
\]
since cach \(n, \leq n\)
5.. 'Reduce SolutionRegion' (line 2.10 ) requires
\[
O\left(\mathcal{M a x i m u m}\left\{\left(t_{1} \mathrm{~m}^{*} \text { Maximum }\left\{\mathrm{Me}_{\mathrm{M}} t_{1} \mathrm{~m}\right\}\right), f_{1}\right\}\right.
\]
time to reduce the solution region, where \(f_{y} j\) s the number of faces of the region during iteration \(i\) and \(t \cdot m\) is the total number of tierations of the call made to PointinSet3D. Since the solution region has \(O(i)\) faces during the \(i^{\text {th }}\) iteration and since \(m \leq n\), this step requires
\[
\mathrm{O}\left(\text { Maximum }\left\{i, \quad t_{i m}{ }^{*} \text { Maxbmum\{n,i, } t_{m}\right\}\right. \text { ) time. }
\]
6. Finally, the termination predicate can be performed in \(O(1)\) time.

In summary,
- \(O(n)\) time is required for the initialization step:
- The \(i^{\text {th }}\) iteration requires:
()(i) time to determine the centre of gravity of the region :

Therefore, in total, the \(i^{\text {th }}\) iteration requires:
\[
O\left(\text { Maximum }\left\{\begin{array}{c}
i, n, * \sum_{l=1}^{m} t_{1},
\end{array}\right\}\right) \text { time. }
\]
- O(-1) fume is required for the termination predicate during the \(t^{\text {th }}\). iteration.

Lect T( \(n\) ) denote the total running time for Algorithm 4.4 and let \(t\) denote the total number of iterations performed. In this case.
\[
\begin{equation*}
T(n y=O(n)+O(x)+O(t) \tag{4.4}
\end{equation*}
\]

\[
\therefore \nexists .
\]

By letting, \(-\quad \sum_{i=1}^{i} \sum_{j=0}^{m} \quad i\),
 1850, [4.4] gives
\[
T(n)=O\left(n^{-j}+O\left(\underset{\sim}{\text { Maximum }}\left(t^{2}, t^{\prime}\right)\right)+O(\right.
\]
 argued at the end of Section 1.3 and Sccuon 3.2.1, the number of iterations of an ICT algorithm can be
\[
\begin{aligned}
& \text { ReduceSolutionRegion }
\end{aligned}
\]
bounded from above by a constant provided that the algorithm is implemented using fixed-precision. floating point arithmetic. Under this assumption, each \(t_{1}\), is founded from above by a constant, as is In this case, the running time for Algorithm 4.2 is \(O(n)\)

\section*{Chäpter 5}

\section*{Linear Programming In 2 and 3 Dimensions}

The Linear programming (LP) model minimizes a linear function subject to a set of linear "" equations and inequalities (constraints) . In this chapter we will present an ICT algorithm that solves LP in 2 and 3 dimensions. [Edelsbrunner 87] (page 239) has noted that efficient solutions for lowdimensional L.P problems have a large,potential to dead to efficient solutions for other common geometric problems. For example, Kirkpatrick and Scidel's \(O(n \log h\) ) convex hugll algorithm ( \(h\) is the number of points on the convex hull) exploits the fact that 2 -dimenstional \(L P\) can be solved in \(O(A)\) time. |Kirkpatrick and Scidel 86|. In fact many geometric problems can be expressed directly as linear programming problems of low dimension. This is tue of the Chebyshev line finting problem and the smallest enclosing circle, which will be described later in the the sis. Other examples can be found in [Edelsbruriner 87才 (pages 213, 236-239) and (Dobkin and Reiss 80].

In Section 5.1, a description of the geometric interpretation of LP in 2 and 3 dimensions is presented, followed by a hrief history of some of the research that has taken place in this area (Section 5.2). A detaled discussion of the ICT solution for LP is presented in Section 5.3. The most challenging aspect of this solution has been the creation of the initial solution region, which is described in Sectoon 5.3.1.. The approach described there consuructs a point-in-set problem from the constraints, and then uses the routines described in Chapter 4 to identify a small number of constraints whose intersection is bounded in all directions. (Note that it is possible that no such subst exists. In this case, the ICT algorathm for LP terminates immediately, indicating the direction in which the problem is unbounded. In the other case, that is, when the solution is finite but the set of feasible points is infinite (for example, see Figure 5.1.at, it is expected that the user will add a constraint that results in a bounded region before revtartang the process.) The itcration component of the algorithm is discussed in Section 5.3.2; two metherds of reducing the solution region are discussed. The first approach is the easiest to explain and mplement, hut may kad to degenerate convergence. The second approach is a much stronger result: given
an arbitrary line, it is possible to ensure that the next solftion region will extend to only one side of a plane that contains this line. Thus, if the algorithm detects that the solution region is not converging in a partigular direction, then a line perpendicular to this direction will be supplied, ensuring convergence in that - direction. Termination of the algorithm.is discussed in Section 5.3.3, followed by the actual l(T) algorithm in Section 5.4. Finally in Scetion 5.5, it is shown that ICT can be combined with the prune-and-search technique, which was independently introfuced by |Megiddo 83a| and |Dyer 84|, reŝulting in linear-time algorithm that produces an exact solution.

\subsection*{5.1 Linear Programming (LP) In 2 and 3 Dimensions}

The dimension of an LP problem is determined by the maximum number of independen variahles in a constraint. The 3-dimensional LP problem can be stated formally as follows:
\[
\begin{array}{ll}
\underset{x, y, z}{\operatorname{minimize}} & a_{0} x+b_{0} y+c_{0} z \\
\text { subject to } & a_{1} x+b_{1} y+c_{1} z \leq d_{1}, \quad i=1, \ldots n
\end{array}
\]

The linear form \(a_{0} x+b_{0} y+c_{0} z\) is called the objective or cost function, while sach of the \(n\) inequalities are called constraints. Notice that no equalities have been included in the above constraints since an equality is casily represented as two inequalities. For example, the plane described by the equation \(a_{1} x^{\circ}+b_{y} y+c, z=d, \quad\) is also described by the inequalities: \(a, x+b, y+c, z<d_{1}\) and \(a_{1} x+b, y+c_{j} z \geq \dot{d}_{1}\).客

Feasible solutions correspond to those points that satisfy all constrants. The role of the objective function is to formalize the criteria for choosing the best feasible wolution, for example, one that minimizes the cost of production. Geometrically, each constraint represents a closed half-space, and the intersection ( \(F\) ) of the \(n\) half-spaces corresponds to the set of feasible points. If \(F\) is empty, then the problem is said to be infeasible. That is, no point satisfies all of the constraints ( Otferwise, the optimal solution is the point of \(F\) which lies furthest in the direction determincefy the rector \(\left(-a_{0},-b_{0},-c_{0}\right)\). If \(F\) is untounded in this direction, then the oplimal solution is at infinity.

Otherwise the optimat solution is a point \(p \in F^{b} \cap \lambda\), where \(\lambda\). is the supporting plane of \(F\) that is a member of the linear functions of constant cost that are defined by the objective function, such that \(\lambda\)
* bounds \(F\) in the direction \(\left(-a_{0},-b_{0},-c_{0}\right)\) (see Figure 5.1\()\). We will refer to \(\lambda\) as the objective \(3^{7}\)
supporting plane. Notice that the slope of this plane can be determined directly from the objective function
and \(F\) is convex since it is the intersection of \(n\) half-spaces. This restricts \(\lambda\) to 'touching' \(F\) in one of the following ways: if it touches \(F\) at a single point then this vertex is the optimal solution for the problem; if it intersects cither a face or an edge of \(F\), then many optimal solutions exist, all of them equally good.

(d) a hounded.2D LP problem

(b) an unbounded 2D LP problem

Figure 5.1 Examples of Feqsible \(1 P\) problems with the same objective function.

In summary, there are three types of LP problems, each having a geometric interpretation:
- infeasible problems:
- feasible problems that are unbounded in the direction ( \(-a_{0},-b_{0},-c_{0}\) ); .
- bounded feasible problems, guaranteed to have at least one finite optimal solution.

\subsection*{5.2 History of LP}
I.incar programming was first introduced in the late 1940's by George B. Dantzig, who was trying to mechanise some of the planning processes for the U.S. Air Force. Besides presenting the LP model, Danuig designed the 'simplex method' which is still the most widely. used method for solving general LP problems. There are many texts that descrite techniques for solving the general LP problem, for example,
[Chvátal 83] or [Papadimitriou and Steiglite 82]. Since we will consider only problems that are of low \(A^{*}-x^{2}\) dimension, and since the techniques used to solve LP in low dimensions efficiently are fundamentally different from techniques used to solve the general LP problem (|Edelsbrunner 871, page 238) we will note only a few of the results obtained for the general LP probiem:

星
- \{Klce and afinty 72 ) have shown that the simplex method's worst case time-complexity is exponential in the size of input \(m\), where \(m\) is the total number of variables and constraints (although it guns very fast on average).
- [Khachiyan 79] has presented the ellipsoid miethod for solving LP which has a worst case ruming time that is polynomial. This result is mainly of theoreticale incerest since the typical number of iterations seems to be very large even on reasonahly small problems, and each individual itcration . may be prohibitively laborious (FChvátál 8. 8 , page 451)
- [Karmarkar 84] has presented a variation of Khachiyan's algorithm which is expected to tre \(\therefore\) efficient in the 'expected' case also. One approach to solving the ? or 3-dimensional LP problem is to find the intersection of the an constraints in \(O(n \log n)\) time ( \(\mid\) Preparata and Muller \(79 \mid\) ) and then lind the supporting line that determines the optimal solution in \(\mathrm{O}(\log n)\), time ( \(\mid\) Shamos \(78 \mid\), Secfirin 3.3.6). Thus the totat rufining time for this approach is \(O(n \log n)\). GGuibas, Stoffi and Clarkson 87 lf have augmented this approachro solve a slightly different problem, one where the constraints of the L.P problem are relatiyely stable, but the objective function changes frequently. They preprocess the constrainis into a structure such that, given any linear objective function, they can repont the point(s) in, space that minimize this function in \(O(\log n)\) time. Their preprocessing step has two stages: first they find the potyhedron defined by thé intersection of the \(\ddot{\ddot{c}}\) onstraints iṇ \(\dot{\mathrm{O}}(n \log \tilde{n}) ;\) second, they map, this polyhedren onte a unit sphere in \(O(n)\) time. Once thís has be done, then an. \(O(\log n)\) point location algorithon ( \(\mid\) Kirkpatrick 83|, |Edelsbrunner, Guibas and Stolfi \(\left.86\right|^{\circ}\) ) Can be used to determine the optimal solution. - It is interesting to note that their method of mapping the polyhedron onto the unit sphere has also been \(\dot{B}\) used by [ORourke 85] and [Zorbas 86] to obtain supporting line information for the polyhedron.

An elegant linear ume solution for LP in 2 and 3 dimensions has been presented by [Dyer 84] and inderandently by [Megiddo 83a). They managed to achieve this efficiency by not constructing the convex hull of \(F\). Instead, during each iteration, a fixed fraction of the remaining constraints are pruned away. Thus the cost of each tieration decreases in a geometrical progression leading to the linear time result. This approach will be discussed in more detail in Section 5.4 .
\(\mid\) (ntagiddo \(84 \mid\) has shown that the \(O(n)\) 3-dimensional LP result can be generalized to solve any. LP problem of fixed dimension in linear time. The time-complexity of his algorithm is \(\mathrm{O}\left(2^{2^{k}} n^{n}\right)\), where \(k\) is the dimension of the problem and \(n\) is the number of constraints. [Dyer 86] and independently, (Clarkson 86 Improved this result so that the tume-complexity is \(\left.\mathrm{O}\left(3^{(k+1}+\right)^{2}\right)^{-}\). Notice that even for \(k=2\) or 3 , the above constants are quite large.

\subsection*{5.3 The ICT Approagh}

As might be expected, LP will be solved by constructing an initial solution region that encloses the optimal solution; each iteration the volume of the remaining solution, region witl be reduced by at least a fixed fraction until the termination predicate has been tatisfied: Each of these steps will be discussed in detaid bere the algorithm is presented in Section 5.4 .

\subsection*{5.3.1 Constructing The Initial Solution Region}
\(\because\) The task of creating an initial solution region for LP has been unexpectedly challenging, even though only 2 and 3 -dimensional LPtproforeme have been considered. Most algorithms that solve LP do "not need to boiund the solution region, onc exception is the ellipsoid method of [Khachiyan 79]. The following description has been taken from [Chyátal 83], pages 447-448.

represent the \(n\) constraints of the problem, each having \(k\) variables. If the problem has any solution at all, then it has a solution such that:
\[
\begin{equation*}
-2^{D} \leq x_{j} \leq 2 D, \text { where } \rho=1, \ldots, k \tag{5.2}
\end{equation*}
\]
with \(\cdot D\). standing for the total number of binary digits in the \(n(k+1)\) integers \(a_{t y}\) and \(b_{1}\). Thus the polyhedron defined by [5.2] will enclose the" optimal solution if there is one. Notice that even when *it \(k \leq 3\) the value of \(D\) can be very large since it is dependent on the number of eonstraints.

A different approach will be used to construct the initial ter solution region.' Briefly, the region will be construeted by intersecting a subset of at most \(4(k-1)\) constraints, where \(k \leq 3\). Clearly this is an improvement since the size of the solution region is not dependent upon the number of constraints. However, there is a drawback. Recall from Figure 5.1.a that even when an LP problem is considered to be bounded, the set of feasible points need not be. If the intersection of all of the constraints is unbounded, then clearly initial region will also be unbounded, which plays havoe with any clams of convergence. This situation can be handled in one of two ways cither the algorithm can add a constraint to the problem which results in a bounded solution region, without affecting the optimal solution, or else the algorithm can terminate, allowing the user to add the required constraint. The Patter approach has been adopted in this theșis.

Thus the main result of this section is that the boundedness of the set of feasible points can be determined by mapping each constraint to a point on a unit sphere; the centre of this sphere will be inseparable from the mapped points if, and only if the set is bounded in all directions (see Theorem 5.4). First the mapping of the constraints to points on the unit sphere will be described, followed by Lemma 5.2 and 5.3 , which describe tests that enable us to determine if the mapped constraints are bounded ' \(n\) a particular direction. Finally the main result of the section (Theorem 5.4) is proven.

First consider the two half-planes shown in Figure 5.2.a. It is easy to see that their intersection
\({ }_{3}^{2}\), is bounded from aboye by any line that is parallel to a line that supports the intersection at a Notice 4. that it is not necessary to know the location of the half-planes in order to determine this information. In other words, each half-plane can be arbietrarily translated without affecting the set of directions that their intersection is bounded in. Each 2-dtimensional constraint will be translated so that its. boundary is langent
to a unit circle centered at the origin and such that the origin lies in the interior of the hall-plane (Figure 5.2.b): This mapping has two side-effects: first, it transforms infeasible problems into feasible ones ( for example, see Figure-5.3) , and second, each non-redundant constraint now contributes one edge to the feasible region. We will ignore both of these side-cffects since in the end, the solution region will be constructed by intersecting the original, untranslated constraints. If the intersection of these constratints túrtis out to be emply, then the LP problem is infeasible.


Figure 5.2 Translating The Constriaints

(a) original infeasible problem

(b) transformed feasible problem

Figure 5.3 An infeasible problem is ransformed into a feasible problem by the translation.
It is not difficult to see that a similar mapping can be applied to two half-spaces without affecting the set of directions that their intersection is bounded in. In this case, each constraint is translated so that its heoundary is tangent to the unit sphere centered at the origin and such that the origin lies in the interior of the half-space. \({ }^{1}\)

Lemma 5.1 The set of feasible points for a 2 or 3 -dimensional LP problem is bounded if, and only if, the intersection of translated constraints is bounded, provided that tąe set of feasible point is non-cmpty.

1 This is similar to the first step of the mapping used by \{Guibas, StoIfi and Clarkson 87], which was mentioned in Section 4 ?

This follows from what has been said above. Before prefenting Theorem 5.4, which descrifes the test \(\%\). that will be used to determine whether the sei of translated constraints is bounded or not, two lemmas that will be used to prove this theorem will be introduced.
\[
\stackrel{\tau}{\tau}
\]

Lemma 5.2 Consider a unit circle that is centered at the origin and let \(\lambda\) denote a line that is tangent to this circle at the point a. Now consider a ray whose endpoint coincides with the - origin, and which intersects the unit circle at the point b. This ray will intersect \(\lambda\) if, and only if, the length of the shorter arc connecting \(\mathbf{a}\) and \(\mathbf{b}\) is less than \(\frac{\pi}{2}\).

Figure 5.4 illustrates each of the three possibilities. Notice that the are length is the same as the angle that is shown since the circle has unit radius.

(a) arc length \(<\frac{\pi}{2}\)

(b) arc length \(=\frac{\pi}{2}\)


Figure 5.4 Illustrating the three cases of Lemma 5.2 .
Now consider the 3 -dimensional case of this lemma. Twe distinct points on a sphere which are not extremities of a diameter lic on one and only one great circle (for example, \(\mathbf{a}\) and \(\mathbf{b}\) in Figure 5.5.a ) . The shorter arc connecting these two points is the sthortest curve on the surface of the sphere that connects them.

Lemma 5.3 Suppose that the plane \(\lambda\) is tangent at the point a to the unit sphere centered at the origin. Let b denote the point where a ray whose endpoint coincides with the origin intersects the unit sphere. This ray will intersect \(\lambda^{\prime}\). if, and only if the lengith of the shortest are on the surface of the sphere connecting \(a\) and \(b\) is less than \(\frac{\pi}{2}\).

Proof: Consider the plane defined by the points \(\mathbf{a}\) and \(\mathbf{b}\) and the origin. Its intersection with \(\lambda\) results in a line that is tangent to the unit sphere at the point \(\mathbf{a}\), and, its intersection with the unit
' circle results in a great circle that has \(\mathbf{a}\) and \(\mathbf{b}\) lying on its circumference. Furthermore, notice that the ray in*question also lies in this plane. Thus by Lemma 5.2 , the ray will intersect \(\lambda\) if, and only if, the length of the arc connecting \(\mathbf{a}\) and \(\mathbf{b}\) is less than \(\frac{\pi}{2}\) (see Figure 5.5.b). Since this arc lies on a great circle, it must be the shortest arc on the surface of the sphere that connects a and

(a) two points on a great circle

(b) a 2-dimensional view of the intersection
2. Figure 5.5 Illustrating Lemma 5.3. .

We will now use the above lemma to show that we çan test whether \(\Phi\), the intersection of the tansislated constraints is bounded or not. Since the approach applies equally well to both 2 and \(3^{\circ}\) dimensions, we will describe only the 3-dimensional case.

Theorem 5.4 Let \(U\) denote the set of points at which the \(n\) translated constraints are Langent to the unit sphere. \(\Phi\) is bounded if, and only if the origin is inseparable from \(\dot{U}\).

Proof: \(\Phi\) is unbounded if, and only if, it contains a ray ([Grünbaum 67], page 23). Assume that \(\Phi\) is bounded, but that the origin is separable from \(U\). As we saw in the previous chaptet, this means that there exists a plane that passés through the origin that has all the points of \(U\) tying either on the plane or in one of the two half-spaces defined by the plane. Without loss of gencrality, assume that all the points of \(U\) lie on or above the plane \(z=0\). Consider the ray whose cndpoint coincides with the origin and passes through the point \(\mathbf{b}=(0,0,-1)\). (See Figure 5.6.) Clearly the shortest arc on the surface of the sphere that connects \(\mathbf{b}\) to any of the points of \(U\) must be greater than or equal to \(-\frac{\pi}{2}\). Therefore, by Lemma 5.3, the ray does not intersect any of the tangent planes * that are associated with the points of \(U\). However, this contradicts our assumption that \(\boldsymbol{\Phi}\) is
bounded, since the boundary of \(\boldsymbol{\Phi}\) is determined by these planes. Therefore the origin is inseparable from \(\dot{U}\) whenever \(\boldsymbol{\Phi}\) is bounded.

Now assume that the origin is inseparable from \(U\), which means that the origin lies in the interior of. the convex hull of no more than \((2 * k)=6\) points of \(U\) [Gustin 47]. Furthermore, assume that \(\dot{\Phi}\) is not bounded. This means that there exists some ray whose endpoint coincides with the origin that does not intersect any of the tangent planes. Consider the point where this ray intersects the unit sphere. From Lemma 5.3, we know that the length of the shortest are on the surface of the sphere that connects this point with any of the points of \(U\) must be greater than or equal to \(\frac{\pi}{2}\)

However, this means that all the points of \(U\) must lie in one hemisphere, which contradicts our assumption that the points are inseparable from the origin. Therefore \(\Phi\) is bounded whenever the origin is inscparable from \(U\).


Figure 5.6 Illustrating Theorem 5.4
The routine 'PointInSet3D' (see Chapter 4) can be irsed to determine whether the origin is inseparable from \(U\). Recall that not only does this routine return the separability of the origin from the set, but it also returns the following information:" if the origin is either strictly or weakly separable, then: 'PointInSet30' returns either a wedge or a half-space that contains the points of \(U\) if the set is' inseparable from the origin; then it returns a maximum of \(4(k-1)\) points of \(U\) such that the origin is interior to the conyex hall of this subset. The former information can be used to provide the user with some indication of the direction that problem is unbounded in; the tatuer will be used to construct the initial solution region. By Theorem 5.4 and Lemma 5.1, the intersection of the constraints that defined this subset of points is bounded. The different stages of the process requires time as follows:
- \(O(n)\) time is required to niap the original constraints to \(U\) :
- Ue routine PointInSei3D requires \(O\left(t_{0} n\right)\) time to test whether the origin in inseparable from \(U^{\prime}\), where \(t_{0}\) is the total number of iterations of the aigorithm;
- \(O(1)\) time is required to intersect a maximumof \(4^{*}(k-1)=8\) constraints.

Therefore, the initial solution region can be constructed in
\[
\text { Maximum }\left\{O(n), O\left(t_{0} n\right), O(1)\right\}
\]
that is, in \(O\left(i_{0} n\right.\) ) time.

\subsection*{5.3.2 The Iteration Step}

It is the responsibility of the iteration step to ensure that the volume of the solution region is reduced by a fixed fraction each itcration without discarding the optimal solution in the process. Suppose that the solution region has been reduced by intersecting it with one of the constraints of the LP problem. Clarly the optimal solution will not disearded in this ease since it lies in the intersection of all of the congtraints. Furthermore, as long as (the centre of gravity of current solution region) lies in the region that is discarded, then from Theorem 2.6 it follows that the volume of the solution region will be reduced by at icast afixed fraction. (For example, see Figure 5.7a.) But what if \(\boldsymbol{g}_{5}\) is a feasible point and there is no such constraint? In fhis caise, the solution region can be cut by a plane that is parallel to the objective supporting plane and which passes through \(\mathbf{g}\). Such a plane will divide the currentesolution region into two regions, one with objective values greater than that of \(\mathbf{g}\) and one (containing the optimal sorlution) with objective values less than that of \(\mathbf{g}\). The former region can be discarded. (Figure 5.7.b illustrates such a case, assuming that objective function is being minimized.) Since \(g\) lies on the thondary of the half-space, this ensures that the volume of the next solution region will at most bx a fixed fraction of that of the current region.

(a) g is infeasible

(b) \(g\) is fasible
- Figure 5.7 Reducing the solution region for L.P

Although the above approach works reasonably well, it is possible to arhieve greater eoneol over the convergence of the algorithm with some more effort. The main result of this section is that given an arbitrary line, it is possible to ensure that the next solution region will extend wonly one side of a plate that contains this line. Thus, if the algorithm detects that the solution region is not converging in a particular direction, then a line perpendicular to this direction will be supplied, ensuring convergence in that direction. Furthermore, if the line passes through the centre of gravity of the current solution region, then it follows from Theorem 2.6 that volume of the next solution will be a fixed fraction of that of its predecessor.

A 1-dimensional LP problem will be constructed and solved-in order to determine the hall-spaces that will be used to reduce the solution region. The 1 -dimensional problem is formed by intersecting the given line with the original constraints. The same objective function is used for both problems; the Idimensional problem is feasible if the given line intersects the set of feasible points for the original problem. Some examples are shown in Figure 5.8 and 5.9. Note that in these diagrams, it is assumed that the objective supporting plane is horizontal, bounding the set of feasible points from below.


Figure 5.9 A feasible 1 -dimensional LP problem.
The l-dimensional problem shown in Figure 5:8.a is infeasible and the consuaints that prove this to be the case will be used to reduce the volume of the current solution region (see Figure 5.8.b). In Figure 5.9.a, the feasible point that minimizes the objective function \(\left(\boldsymbol{g}_{b}\right)\) is identified. Since \(\boldsymbol{g}_{b}\) is a feasible point of the original LP problem, a half-space whose boundary is parallel to the objective supporing plane will be used to reduce the volume of the current solution region, along with the constraint that defined this point.

Some definitions and notation will be introduced before the algorithm is presented. Without loss of gencrality, assume"that the ohjective supporting plane is horizontal, bounding the set of feasible points
from below (see Figure 5.10a): Consider an arhitrary line \(\lambda, \lambda\) partitions the consuaints of the ip problem into three groups: those whose houndaries are parallel to the line, those that contain one cond of the line and those that contain the other end of the line. For clarity, some notation will be introduced thit distinguistes these three groups. If \(\lambda\) is not horizontal, then one end extends tox \(+\infty\) in the \(z\)-direction and the other extends to \(-\infty\). The former will be refered to as the top of the line while the tatter as the bottom. If \(\lambda\) is horizontal, then it is assumed that top and botom are assigned to the two ends of the lime in some systematic fashion. Now consider a half-space that represerits a consuatint of the l.P problem. It. \(\lambda\) is parallel to the boundary of this half-space, then the constraint is parallel to \(\lambda\) : if \(1 t\) contains the Lop of \(\lambda\), then the constrant is bounded from below with respect to \(\lambda\) and if it contans the botlom then it is bounded from ahove with respect to \(\lambda^{*}\). Fhus the constratat shown in ligure f.fob whounded from below with respect to \(\lambda_{1}\) and bounded from above with respect do \(\lambda_{2}\)

(a) Objective supporting plane

(h) the half space devermined by the constram

Figure 5.10
The following algorithm constructs and solves the l-dimensional problem in time linear to the number of constraints. In addition it reduces the volume of the current solution region, \(\Phi_{1}\), , hy intersecting it with the selected constraints. After an analysis and discussion of the atgorithm, a proof will. be given that argues that the reduced solution region extendstanty one side of a plane that contains \(\lambda\). Note that in the following that \(\eta_{a}\) and \(\eta_{b}\) denote the half-lines that result from respectively intersecting the constraints that are bounded from above and below with \(\lambda\). For example, in Figures 5.8 and 5.9 , \(g_{a}\) is the endporint of \(\eta_{a}\) and \(g_{b}\) is the endpoint of \(\eta_{b}\).

Algorithm 5.1; Reducing the volume of the solution region for 3D LP
ReduceRegioni \(i, \Phi_{1}\), : VAR ' \(\Phi_{1}\) : feasiblePointFound. optimal);
1 let \(\eta_{a} \quad \eta_{b}\) - :
2 feasiblePointfound \(:=\) false \(\therefore\);...
3 For each constraint \(\Gamma\) !
31 If \(\Gamma\) is parallel with respect to \(\lambda\),
3.2 then \(\mid\) if \({ }^{\circ} \lambda\) is not contained by \(\Gamma\), then \(1 . \Phi_{1}:=\Phi_{1.1} \cap \Gamma\); return )
3. 3 else of \(\Gamma\) for minded from above with respect to \(\lambda\), then \(\eta_{a}=\eta_{a} \cap \Gamma\)

34 else \(\eta_{b}=\eta_{b} \cap \Gamma \quad \mid\)
- 4. Let \(\mathbf{g}_{a}\) and \(\mathbf{g}_{b}\) denote the endpoints of \(\eta_{a}\) and \(\eta_{b}\) respectively and let \(\Gamma_{a}\) and \(\Gamma_{b}\) denote the constraints that defined \(\mathbf{g}_{a}\) and \(\mathbf{g}_{b}\). respectively.
5. Lase \(1 \quad \eta_{u} \cap \eta_{b}\) is empty \(\quad{ }^{*}\) In this case the 1 dimensional problem is infeasible. */ \(\Phi_{1} \Phi_{1} \cap \Gamma_{a} \cap \Gamma_{b}\) : / /** see Figure 5.8. /**

Case \(2 \quad \eta_{0} \cap \eta_{b}\) is not empty /* see Figure 5.9 /*
/* In this case, each print of \(\eta_{a} \cap \eta_{b}\) is a feasibic point for the original LP. problems. */
teasiblePointFound:= true . optimal \(\vdots-\mathbf{g}_{5}\) :
If the the undary of \(\Gamma_{b}\) is parallel withe objective supporting plane. then set \(\Phi_{1}\) to the single point \(g_{b}\).
()otherwise.

i a plane drawn through \(\boldsymbol{g}_{b}\), that is parallel the objective supporting plane will cut the set of feasible * points into iwo regions; the objective values of one region will be greater than the objective values of the other region. Let \(\Gamma_{0}\) ) denote the half-space that contains the region with smaller objective* values. \(\Phi_{1}:=\Phi_{1}: \cap \Gamma_{0} \cap \Gamma_{b} ; 1\)
"\%. return.
end of algorithm

\section*{Analysis and Discussion of Algorithm 5.1}

Assume that either the original LP problem is infeasible or else that \(\Phi_{1.1}\) contains the optimal solution:

1. Notice that feasiblePointFound is intalised to false on tine 2. The only time it is welt true is in casce of step 5 after a feastble point hastren found. Note that if a leastbic pont has theen found. then \(g_{r}\) is the optimal solution for the 1 -dimensional LP problem.
2. Step 3 constructs and solves the 1-dimonsomal LP problem. It begens by exammong cath of the constraintsand determmeng if it is parallel, bounded from abowe or bounded fom below with respecita \(\lambda\). It is casy to see that there, must be at last one constrant that is bounded trom above and one that
 that the set of feasible points is bounded on all derectoms, I me 3.2 . cationes the case where a parallel

 responsible tor detcrmining \(\eta_{a}\) and \(\eta_{n}\).
 thes to be the case ( \(\Gamma_{a}\) and \(\Gamma_{b}\) ) are used to reduce the wotionon regon No Ne that \(\Phi\), may be 6 empty as a rexult of thes intersectoon.


 that has the monimum \(z\)-value. Furthemore, there canone be a leashle pont whth a lower zevalue since \(\Gamma_{b}\) is tounded from below. Tharefore the algonthm concludes that \(g_{r}\) s an optimat solutoon for the L.P problem. This is indicated to the calling routine by returaing \(\Phi_{1}\) as the single pornt \(g_{n}\).

Now consider the case where \(\Gamma_{b}\) is not parallel to the objective supporting plane. Notace that tha the one place where \(\Phi_{i}\), is intersected with a half-space that is not a constrant of the problem. Clparly, \(\Gamma_{0}\) contains the optimal soiution since its boundafy passes through a feashble pomt and it extends in the direction that minimizes objective values.
5. Since the volume of the solution region is reduced by imersecting with hall-spaces that contam the optimal solution, the optimal solution will not be discarded by this algorithm.
6. Note that it is possible that either \(\Gamma_{a}\) or \(\Gamma_{b}\) has treen used in a previols iteration to diminish the sue of the solution region, and hence will not reduce it any further. An example of this is shown in
*Figure 5.11. The diagram Hlusurates two successive calls to Algorithm 5.1. In both cases, \(\lambda\) is a vërtical line that intersects the solution regiorrañ in both calses, \(J_{b}\) is the same constraint.

Nothang is gained by intersecting \(\Gamma_{b}\) with the solution region the second time around. This constraint cannot be deleted after its first use since otherwise we could not guarantee that \(\boldsymbol{g}_{b}\) is a feasible point in cásé 2 of Stcp 4. Instead, the intersection routine (Scction C.4) should be modified so that it tags each constraint that is intersected with the solution region. That way, the routine can detect whether it has encountered a constraint previously, and ignore it if it has. Note that since \(\Gamma_{0}\) is constructed afresh cach time, it will always be used to reduce the solution region.


Figure 5.11 Illustrating two successive calls to Algorithm S.1.
Now consuder the running time of Algorithm 5.1. It is casy to see that this algorithm will increase the number of facts of sotution region by at most two. Therefore each intersection operation can the performed in \(O\left(f_{1}\right)\) ume, where \(f_{1}\) is the number of faces of \(\Phi_{1.1 \ldots}\) Thus the total running time for the algorithm is \(O\left(\right.\) Muximum \(\left.\left\{O\left(n^{*}\right) ; O\left(f_{1}\right)\right\}\right)\), where \(n\) is the number of consiraints of the problem.

Theorem 5.5 Algorithm 5.1 ensures that there exists a plane that contains \(\lambda\) such that \(\Phi_{i}\) extends to only one side of this plane.

Proof: In order to prove the theorem, it will be shown that there exists at least one plane that separates \(\Phi_{1}\) from \(\lambda_{1}\). Consider each of the ways of constructing \(\Phi_{1}\)
(1) On line 3.2, \(\Phi_{1}\) is constructed by intersecting \(\Phi_{i-1}\) with a constraint whose boundary is parallel to \(\lambda\) but does not contain \(\lambda\). Clearly, the boundary of this half-space will separate \(\Phi\), and \(\lambda\).
(2) If the boundaries of \(\Gamma_{a}\) and \(\Gamma_{b}\) are parallel to each other in case 1 of Step 5 , then \(\Phi_{i}\) wit! be empty and hence the theorem is trivially truc. Otherwise, \(\Gamma_{a} \cap \Gamma_{b}\) will define a wedge
that does not intersect \(\lambda\). (Otherwise, \(\eta_{a} \cap \eta_{b}\). would not be empty.) Therefore. \(\Phi_{\imath}=\Phi_{t \cdot 1} \cap \Gamma_{a} \cap \Gamma_{b}\) will not intersect \(\lambda\) either, which means there exists a plane that separates \(\Phi_{1}\) from \(\lambda\)
(3) Finally, consider \({ }^{\text {chase } 2}\) of Step 5. Clearly, if \(\Phi_{1}\) is set to the single peint \(g_{n}\) (when the boundary of \(\Gamma_{b}\) is parallel to the objective supporting plane) then the theorem is trivially true. *Therefore assume that this is not the case, but instead \(\Phi_{1}=\Phi_{1} \cap \Gamma_{0} \cap \Gamma_{b}\). Two situations arise.
(a) If the line \(\lambda\) is horizontal, then the boundary of \(\Gamma_{0}\) contains \(\lambda\) andinde \(\Gamma_{0}\) extends to only one side of this line, the same will be true of \(\Phi_{1} \ldots\)
(b) Assume that \(\lambda\) is not horizontal. In this case, \(\Gamma_{0}\) is bounded from above with respect to
. \(\lambda\). It is clear from above that the boundary of, \(I_{b}\) is not parallel to the objective *- - supporting plane, and hence is not parallel to the boundary of \({ }^{*} I_{0}\). Thus \(I_{0} \cap I_{b}\) is a wedge and the poitht \(g_{b}\) is a point on the edge of this wedge: Thus the point \(g_{b}\) divides. \({ }_{8}\). \(\dot{\lambda}\) into two half-lines, one of which is completely contaned by \(\dot{\Gamma}_{0}\) and one of which is completely contained by \(\dot{\Gamma}_{b}\). Thus \(\Gamma_{0} \cap \dot{\Gamma}_{b} \cap \lambda\) is the point \(\boldsymbol{g}_{b}\), which means that there exists a plane that weakly separates \(\lambda\) from this wedge. Since \(\Phi_{i}\) is constructed by intersecting \(\Phi_{1-1}\) with this wedge, clearly this same plane will separate \(\Phi_{1}\) fromi \(\lambda\).

Thus the theorem holds for each of the cases

\subsection*{5.3.3 The Termination Predicate}

Let \(\mathbf{X}^{*}\) denote the optimal solution for the LP problem and let \(\varepsilon\) denote a parameter specified by the user. In this section, the following termination conditions are discussed:
\[
\begin{align*}
& \left.\mathcal{F}\left(\mathbf{x}^{*}\right)-\underline{g}\right) \mid<\varepsilon^{-}  \tag{1}\\
& \mathbf{x}^{*}-\mathbf{g} \mid \times \varepsilon
\end{align*}
\]

Consider (1) first. Let \(\mathcal{F}(\mathbf{p})\) eatentre a function that returns the value of the objective function ar the point \(\mathbf{p}\) and let \(\mathbf{h}\) and \(\mathbf{I}\) denote the points of the current solution region that respectively minimize and \(\mathbf{t}\).
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 fot tre a problem whe 11 may he kmowit odvance that every problem is teasoble. If the distucten is
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Figure 5.12 An infeasible LP problem.

\section*{Algorithm 5.2: Testing whether a small solution region has a feasible solution.}

Constuct a 2 -dimensional LP prohlem with arbitrary ohjectuve function as follows Let \(p\) dernote a plane that is parallel to the objective supporting plane and which passes through a point that is half way between h and 1. Construct the intial solution region for the new IP problem by intersecting \(\boldsymbol{\phi}_{i}\) and \(\boldsymbol{r}\) Smitarly, construct the constraints for the new problem by mterscoting the original constrants with of if \(\rho\) does not intersect each of the constrants, then conclude that the orginal problem is infeasible. Apply 16 to this new problem. lemmating as soon as a feasoble poont has been found or when \((y+I) \quad 7(h) 1 \leq \varepsilon\). If a feasibie point has been found, then clearly. the onginal problem is feasible. Otherwise, use a similar technique to recast the 2 dimensonal problem as a 1 demensonal one. If - no feasibie point is found then conclude that the problem is infeastble.
```

- end of algorithm -

```

\section*{Analysis and Discussion of Algorithm 5.2}

Assume that \(n\) is the number of constraints of the problem.
1. The initial (planar) solution region can be constructed by motersecting the current solution region by two half-spaces that share the same boundary plane but extend to oppostte sides of this plane. The intersection of aconvex polyhedron and a half-space can be determined in ()(f) time, where \(f\) is the number of faces of the polyhedron (Section C.4). Therefore the imitial solution region can be constructed in \(O(f)\) time. As will be shown in the next section, the soluthon region for LP can have at most \((n+l)\) faces. Therefore the initialization step requires at most \(O(n)\) time.
2. ICT can solve the 2-dimensional LP problem in \(O\left(t_{1} n\right)\), where \(t_{1}\) is the number of iterations of the algorithm.
3. As was seen in the previous section, a 1 -dimensional LP problem can be solved in \(O(n)\) time. \(i\)

Thus the total running time for Algorithm 5.2 is \(O\left(t_{1} n\right)\). Note that it is still possible that the algorithm wilt lead us to conclude that a problem is infeasible when in fact it is feasible. This situation arises when \(\lambda\) does not intersect the set of feasible points. The likelihood of such an occurrence will depend upon the application. Once again, if this is not a suitable approach, then the terminatien test should not be made until at least one feasible point has been found.

\subsection*{5.4 The IIT Algorithm For 3-Dimensional LP}
 the dpproath apples equally well in theth 2 and 3 dimensons, only the 3 -dimensional problem will be
 will be secn, the routine ReduceRegion' (Algorthm 5.1) is called twice cach ticration, once with a line that pases through the poont g the center of gravity of the current solution region) and once with a lite that passes through \(h\). the point of the current solution regton that minimizes the objective function. The former call to ReduceRegion' ensures that the volume of the solution region is reduced by a fixed Iraction each lleration. The latter call is an optimization step. If \(h\) turns out to be feasible, then the afgorithm termmates mmedtaty, sunce \(h\) is the optimal solution for the LP problem. If it is not. tabble, then the region will be further reduced, which should help to reveal the optimal solution sooner.

\section*{Algurihom 5.3: 3. dimensional LP}
1. Intitalization Step

11 Without boss of generality, assume that the objective supporting plane is horizontal, bounding the sel of feasible ponins from below.

1? Construct the imitial solution region \(\Phi_{0}\) using the method described in Section 5.3.1. If the soluton regon is untounded in some direction, then terminate, reporting this to the user,
13 If \(\Phi_{1}\), is empty, then ierminate, reporting that the problem is infeasible. .
14 foundFeasible Point := false;
1.5 slopeOfLine:= vertical
2. Iteration Step ( \(i \geq 1\) )

21 Let \(h\) denote a point of \(\Phi_{i}\) that minimizes the objective function.
2.2 Let \(\lambda_{h}\) denote a vertical line through the point \(h\).

23 ReduceRegion( \(\lambda_{h_{2}}, \boldsymbol{\Phi}_{\mathbf{i}} \ldots ; \operatorname{VAR} \boldsymbol{\Phi}_{i}\), feasible, \(\mathbf{h}_{b}\) ); ;
2.4 If \(\Phi_{1}\) is empty, then terminate, reporting that the problem is infeasible.
2.5 If teasible then
\(2.6 \quad \mid\) if \({ }^{\circ} h_{b}=\mathbf{=} \boldsymbol{h}\)
2.7 . Then \(\mid\) terminate, reporting that \(h\) is the optimal solution )
2.8 else ( foundFeasiblePoint := true )

1

```

210 Let 2g denote a line that passes through the pomig that has showe slope0thine
\11 ReduceRegiont iq. ©, . VAR (\$, ieasible, gr ).

```

```

2.1; If teasible then foundFeasiblePoint (the.
3. Termination Predicate
31 Find the vertex of $\Phi_{1}$ that is tarthest tromg $1 /$ the distance between these tuo pemis is. greater than $\varepsilon$ then wet slope Ofline so that it in momal to the lise passmg through these two ponts. Contmue to terate
$3.2 \quad$ Otherwise (
3.3 if toundFeasiblePoint then report that $g$ is the approxmate soluthon 34 else 1 Execute Algonthm 52 to detemme if a feasthe pent can the fomd
35 If so. Wen repert that this pent is the appoximate soluthon
36 Otherwise repert that the problem is inteasble I
37 Terminate algonthm. 1
end of algorithm

```

\section*{Discussion And Analysis Of Algorithm 5.3}

Let \(n\) denote the number of constraints of the problem. Recall that the routine 'ReduceRegion is Algorithm 5.1 .
1. Line 1.1 has been included to ease the discussion of the algorithm. If the objective supporting plane is not horizontal bounding the set of feasible points from below, then the constraints can the rotated so that this is the case in \(O(n)\) time. If the rotation is not performed, then terms like 'top' and 'bottom' (see Section 5.3.2) will need to be defined more carefully, so as to reflect the orientation of the objective supporting plane.
2. The construction of the intial solution region (line 1.2) has been discussed in Section 5.3.1. Recall that \(\Phi_{0}\) will be constructed by intersecting at most 8 half-spaces. Identification of these halfspaces requires \(\mathrm{O}\left(t_{0} n\right)\) time, where \(t_{0}\) is the number of iterations of the PointinSet3D routine. The intersection of at most 8 half-spaces can be performed in constant time. Thus the entire step requires \(O\left(t_{0} n\right)\) time.
; It 15 porstbite to determine if the curtent solution region is emply in constant time, An empty solution proves that the problem ts infeatible (see Section 5.3.2). Therefore the progam can icrminate, as is shown an line 1.3
4. The variahle youndFeasiblePoint' is simply a flag that records whether a feasible point has been encountered during the exceuton of the algorithm. Notice that it is set wo false on tine 1,4 and is only Sonly set to true if the routhe ReduceRegion reports that a feasible point has been found (lines, \(2 \times\) and 2.13 ). This nag , s tested on line 3.3 to determine if a feasibte point has been entountered * during the course of the algonthm.
5. The varable stopeothene dexribes the stifpe of the line that shoutd be passed to ReduceRegion in ensure the wolution region converges in all directions. Initually it is vertical, but the direction is reset on the 3.1 based upon knowtedge of the point of the solution region that is farthest from \(g\). volu that hat a different emminamprodicate been used, for example.
\(y\left(x^{*}\right)-j i g:<\varepsilon\) instead of . \(x^{*},-g<\varepsilon\)
ixe Section 5.3.3., then it wowd te reasomable to use a line with the same slope each, iteration. 'In
 above those bounded trom belosi and those parallet to the line rsee Section se3.2?. This information woutd be supplied to the routhe ReduceRegion, saving that routine the work of partitioning the chatants. Since this roume ts collod twie sach iteration, such an opurnation tould onhance the ancrall performance of she alganity
 at mot 8 face. Exh wall to Reduceregon may increase this number by at most iwo. Snice ReduceRegion whath whe per watom, the nurter of facts of the soluthon region will be
 Fedued by ather merevting is wh a constrain: of the problem or else with a half-space whose. mundary is parallel to the ohpote spperting plane. Therefore the solution region will have most a+1 mos
- The alt 0 Reduz=Qegion iline 2.3 and 2.11 fequires
 is the number of teat of we whon regon Since the solutuon region can have at most of \(n\) )


immediately, since the problem has proven to be infcasible (line 2.4 and 2.12). This test can the performed in constant time. Notice that the first"call to ReduceRegion (line 2.3) west the lime passing through \(h\). If it is detemined that \(h\) is a feasible point then the algoriffim ferminates immediately since \(h\) is the optimal solution (lines 2.5 to 2.7 ).
8. The centre of gravity of the solution region (line 2.9) can be found in time linear to its number of faces (Section C.3). Therefore it can te determined in \(O(n)\) time.
9. On line 3.1, each ventex of the solution region is checked in order to find the one that is farthest trom g. Since the nomber of verices of a convex polyficdron is lincarly retated wits number of fatco this step can be performed \(\mathrm{m}, \mathrm{O}(n)\) time.
10. If the test on line 3.1 indicates that the solution region is sufficiemly small, the algonthm walt terminate. Before doing so however, it first decides whether the L \(\vec{P}\) problem is feantle or mfeastble. The flag youndFeasiblePoint' indicales if a feasible point has teen encountered at sume promt during the execution of the algorithm: If one has, then probtem is reperted to the teavhle
 problem and searches for a feasible point. This requeres \(O(t, n\) the where \(:\), whe number of iterations required by this algorthm. Thus in toal, this step requires \(G: n\), time

Thus in summary,
- \(O\left(t_{0} n\right)\) time is required for the initialmaton step.
- Of \(n\) ) ume is required for the ith ieration sitp
 per iteration.
 performed at most once.
 and \(t 2\) is the number of teratons performed by Algorthon 53 . As was anged at the end of



Under this assumption, \(t_{\sigma}, t_{1}\) and \(t_{2}\) and hence \(t\) arc bounded from above by a constant. In this case, the running time for Algorithm 5.3.is \(\mathrm{O}(n)\).

\subsection*{5.6 Exact Linear-Time Solution}

In this section ICT will be combined with the prune-and-search technique for solving LP, which was introduced independently by [Dyer 84] and [Megiddo 83a]. The pruñ̃and-scarch algorithm is an iterative procedưfe; in each iteration, a fixed fraction of remaining constraints are pruned away. First consider the 2-dimensional algorithm and the half-planes shown in Figure 5.13 . It is not difficult to see that \(\alpha\) can be discarded in Figure 5.13 a since it will never define the optimal solution. Similarly, if the optimal solution lies to the left of \(\lambda\) in Figurç 5.13.b, then \(\beta\) can he discarded; if it lies to the right then \(\alpha_{i}\) can be discarded and if it lies on \(\lambda\) then neither can be discarded since these may be the constraints that determine the gptimal solution.

(a)

(b)

Figure 513 Identifying consuañts that can be discarded.
Without loss of generality, assume that the objective sutpporting plane is horizontal, bounding the set of feasible points from below. Furthermore, assuñe that the constraints have becen partitioned into threc groups, \(S_{a}, S_{b}\) and \(S_{v}:\) each element of \(S_{a}\) is bounded from above by ís boundary plane; cacha - element of \(S_{b}\) is boafded from below, apd \(S_{y}\) contains those constraints that are bounded by vertical planes. Let \(H_{a}, H_{b}\) and \(H_{v}\) denote the boundary planes for the constraints in \(S_{a}, S_{b}\) and \(S_{v}\), respectively. Figure 514 describes the iteration loop for the 2 -dimensional prune-and-search \(L P\)


Repeat (* prune and search itctation loop *)
1. Construct_Pairs : Arrange the elements of \(H_{a}\) in pairs, tand the elements of \(H_{b}\) in pairs;

In If any pair is parallel to each other, then discard one of the constraints.
Oherwise, determine the point of intersection of the two lines.
2. \(\lambda_{x}:=\) Find TST: Consider the sef of intersection points, constructed in the previous step.

Let \(x\) denote the point with median \(x\)-coordinate and let \(\lambda_{x}\) denote the vertical line that passes through \(x\). \(\qquad\)
3. Bisect \(\left(\lambda_{k}\right)\) : Determine to which side of \(\lambda_{x}\) that the optimal solution lies on.
4... Prune ( \(\lambda_{x}\) ): Discard one constraint from each pair, if possible.
untif. \(m\) constraints remain, where \(m\) is some constant ; 'Solve the problem directly.
: Figüre 5.14 Iteration Loop of the LP prune-and-searctr algorithm
*
The point \(\mathbf{x}\) can be determined in linear time ([Blum, Floyd, Pratt, Rivest and Tarjan 72], [Schonhage, Paterson and Pippenger 76]). However, as [Edelsbrunner 87] (page 239) has noted, the worst-case optimal methods for finding the median of a set of points all suffer from poor average case behaviour. Instead he suggests that the simpler algorithms presented in [Floyd and Rivest 75] be considered for implementation since they determine the median in a fast expected time. Bisect detemines to which side of \(\lambda_{x}\) the optimal solution lies, In 2-dimensions, this usually involves solving one p dimensional EP problem, but in very degenerate cases, it may involve solving a total of three such problems. Prune performs the pruaing that was described above. In each iteration, at least \(\frac{1}{4}\) of the remaining constraims are pruned away, leading to the overall linear result.

The benefit of combining ICT with the prune-and-search algorithm is that it may eliminate the calls to both Find TST and BISECT from each iteration. (The extra overhedd of adding one iteration of the ICT algorithm is relatively small.) since in this case there is no need to worty about degenerate contergence. Algorithm 5.3 will be modified to pass only vertical lines to 'ReduceRegion' Algorithm 5.1). Thus by Theorem 5.5 (see Section 5.3.2), the current solution region and hence the optimal solution will aluays he to one side of \(i\). Hence ICT can be combined with the prune-and-search texhnique as follows:

\section*{Algorithm 5.4: Combining ICT and the prune-and-search technique. .}

Repeat
1. Perform one iteration of the iteration step forthe 2 -dimensional ICT algorithon for LP
2. Prune ( \(\lambda_{g}\) ):
3. If less than \(\frac{!}{4}\) of theytemaining constraints have been pruned away, then fly
-Perform one iteration of the repeat loop described in Figure 5.14 :


Let \(\rho\) denote the closed half-plane with boundary \(\lambda_{x}\) such ti.at \(\lambda_{x}\) contains the optimal

until \(m\) constraints remain, where \(m\) is somegonstant
Solve the problem directly
end of al gorithm
Notice that as the solution region gets very small, it is unlikely that step 3 will ever be executed. It may seem odd that we can combine ICT with a technique that diseards constraints. Recall from Section 5.3.2 that it was stated specifteally that this could not be done. The difference in this case is that the prune-and-search technique discards redundant constraints. Recall that in order for the ICT algorithm to behave cortectly, \(g_{b}\) must a feasible point for the original problem in case 1 of Algorithms.l. Discarding redundant constraints will not affect the chorice of \(\boldsymbol{g}_{b}\). For example, contider the half-planes Shown in Figure 5.13.a once again. It is easy to sec that \(\alpha_{0}\) will never define \(g_{b}\), so it does not matter if this constraint is discarded. Now, consider Figure S.13.b. It is easy to see from Algorithm 3 . 4 that the current solution regiof will always lie to one side of \(\lambda\) or to the other \({ }^{\text {e Thesent }}\), will the all further \(g_{b}\). Hence it's choice will also not be affected by the discarded constpaint.

The above approach alsoextends to 3 -dimensions. The 3-dimensional prune-and-search algorithm for LP foklows the same pattern that was described in Figure 5.14, except that steps.2-3 are much more involved. We will not describe these steps, except to note that this time, Prune requires as input. two vertical planes, whose intersection defines wedge that contains the optimal solution. To determine this information, both Find_Tst and Bisect are called iwice (each iteration). In the 3-dimensional case, \(\lambda\) is a verical plane and Bisect:
- determines if \(\lambda\) intersects the range that contains the optimal solution. This amounts to solving two 2-dimensional LP problems, whose constraints are defined by the intersection of \(S_{v}\) and the plane \(z=0\)
- delermines \(\mathbf{x}^{*}\), which amounts to solving a 2-dimensional-LP problem whose constraints are
" defined by the intersection of \(\lambda\) and \(S_{a}\) and \(S_{b}\)
- decides on which side of \(\hat{\lambda}\) the optimal solution lies. This involves solving two 2-dimensional LP problems, whose constraints are the tight constraints which defined \(\mathbf{x}^{*}\).

Hence, even if ICT is only combined with the 2-dimensional LP problem, the 3 -dimensional algorithm is expected to run faster. However, hat is easy to combine ICT with the 3-dimensional algorithm. As long as \(i_{g}\) is vertical, Theorem 5.5 ensures that there exists a half-space that contains \(\Phi_{1}\) such that the boundary of this half-space is verucaland contains \(\lambda_{y}\). Such a haff-space can be determined in constant ume by considering the constraints that ensure this property (see proof of Theoremsis). Let \(\rho_{i}\) denote such a half-space for \(\Phi_{1}^{*}\). A vertical wedge for Prune can be constructed by incersecting \(\rho_{i}\) with one of the half-spaces that defined the wedgenfor the previous iteration. If at least \(\frac{6}{16}\) of the remaining constraints: are discarded by this call to Prune, then the prune-and-search iteration step can be ignored this iteration. If not, the curreni sofution region can be füther reduced by intersecting it with the two half-spaces determined by the Find Tst and Bisect routines:


A new approximation techafuc has bean proposed Equaling geometric optimization problems in 2 and 3 dimensions. The technique, called iterative Convergent Technique (ICT), converges to the optimal solution geometrically, terminating once the approximate solution is within \(\varepsilon\) of the optimal one, where \(\varepsilon\) is a parameter specified by the user. Two termination predicates have been considered:
\(\left|\mathcal{F}\left(\mathbf{x}^{*}\right)-\mathcal{F}(\boldsymbol{g})\right|<\varepsilon\);
\(\left|x^{*}-g\right|<E\).
where, \(x^{*}\) denotes the optimal solution, \(g\) denotes the approximate solution and \(\mathscr{F}(\mathbf{P}\) ) represertits some function that is meaningful to the problem, evaluated at that point \(p\) : In addition, the question of degenerate convergence has been considered and handed separately for each of the problems listed below. Degenerate convergence, which is only a problem if termination predicate (2) is applied, arises when the solution region does not converge in all directions.

To illustrate the power of the technique, ICT has been applied to the following problems:
- detecting the common intersection of the convex hulls of \(m\) sets of points in 2 and 3 dimensions;
- determining the separabilityoof two planar sets ;
- Linear Programming (LP) in 2 and 3 dimensions;
- finding the smallest enclosing sphere of \(n\) weighted points in 2 and 3 dimensions (SES) .

In the process, algorithms have been developed that carrie used to solve the following problems:
- the extreme point problem in 2 and 3 dimensions ;
- origin point interior (determining whether the origin is extreme with respect to a set of points) :
- hemisphere problem (determining if a set of points lies interior to some hemisphere) ;
- determining if the intersection of a set of half-spaces is bounded ;
- finding a hyperplane that separates a point from a set of points ;
- finding a hyperplane separating two sets.

This last set of problems are different applications of the separability problems discussed in Chapter 4. All of these problems have been described in \{Dobkin and Reiss 80].

The time-complexity for LP is \(O(t n)\), where \(t\) is the number of iterations performed. The time-complexity for the rest of the problems is \(O\left(t^{*} \operatorname{Maximum}(n, t)\right)\). The size of \(t\) depends upon the volume of the initial solution region, \(\varepsilon\), the precision of the machine ( macheps) and the type of termination predicate used. It has been shown that \(t\) is bounded from above by a constant whenever fixed-precision floating point arithmetic is used to approximate real arithmetic. Under this assumption, which is eurrently the most common approach to representing real numbers, the running time for each algorithm is \(O(n)\).

It has been demonstrated that ICT can be combined with the prune-and-search technique, developed * independently by [Megiddo 83a] and [Dyer 84]: In addition, the application of ICT to SES demonstrates that it can be used to optimize a convex programming problem. Furthermore, a comparison of Algorithm 1.1 and Algorithm 3.1 illustrates the ease with which an algorithm for an uneighted 2 dimensional problem can be converted to a solution for a weighted 3 -dimensional problem. This extensibility is one of the strengths of the ICT approach.

\subsection*{6.1 Other Problems That ICT May Be Applied To}

It is conjectured that ICT can be applied to the following problems:
- the weighted Chebyshev or \(L_{1}\) line fitting problem (after first applying Brown's Dual to the source points (Brown 78]) ;
- finding the smallest enclosing sphere of a set of spheres of differing radii ;
- constrained versions of the problems studied in the thesis, where the optimal solution is constrained to lie in a convex region ;
- versions of the smallest enclosing sphere that use an \(L_{1}\) or \(L_{\infty}\) : metric instead of the \(L_{2}\) metric, which has been used in this thesis.

安


\subsection*{6.2 Suggestions For Future Research}

Since the results of this thesis hold in both 2 and 3 dimensions, it is bikely that ICT can be extended to any arbitrary dimension. To prove this would involve showing that a hyperplane passing, through the centre of gravity of a \(k\)-dimensional convex region divides it into two regions, such that theratio of the volumes of the two regions would always lic between fixed limits, thus guarantecing that the size of the solution regiondecreases geometrically with the number of iterations. It is conjectured that in the general case, these fimits will be:
\[
\frac{k^{k}}{(k+1)^{k}-k^{k}} \quad \text { and } \quad \frac{(k+1)^{k}-k^{k}}{k^{k}}
\]

Algorithms for finding the volume of a \(k\)-dimensional convex region already exist. For example, |Cohen and Hickey 79] determine the volume of such a region by partilioning it into simplices. Cenverting such an algorithm so that it also finds the centre of gravity of the region should be relatively straightforward. The intersection algorithm by [Seidel 81], which is described in Section C.4, already handles corvex regions of arbitrary dimension.

Degenerate convergence has been handled on a problem-by-problém basis. It would be advantageous to have one general approach for solving degeneracies.

Currently the routine that creates the initial solution region for LP requires that the set of constraints be bounded in all directions. This is not necessary however, since it is possible to add a consuraint that does not affect the optimat solution. Once this generalization has becn added, the ICT solution for L'P will be applicable to many more situations.

So far it can only be claimed that ICT is expected to run very fast. It would be useful to implement ICT and empirically compare its running time with that of other algorithms. In particular, it would be useful to implement the set of routine described in Appendix \(C\) as a set of library routines.

In this thesis, the solution region tias been reduced by a fixed fraction by exploiting a property of the centre of gravity of a convex region. It would be of interest to examine other ways of ensuring that the
wolution region is reduced by a fixed fraction in each iteration. For example, [Diaz and O'Rourke 89] havie examined properties of the centre of area of a convex polygon.

\section*{Appendix A - Notation Conventions}
- All sets of points considered will be subsets of \(k\)-dimensional Euclidean space ( \(E^{k}\) ), where \(k \leq 3\). An orthogonal coordinate system will be used, with the axes normally labeled \(x\), \(y\) and \(z\) as shown in Figure A. 1 .


Figure A. 1 Labelling of the coordinate system
Points and vectors will be denoted by lower case bold letters in the Helvetica font \((\mathbf{a}, \mathbf{b}, \mathbf{c}, \ldots)\). Scalars will be denoted by lower case italic lẹters in the Times font ( \(a, b, c, \ldots\) ). For example, \(\mathbf{a}=\left(x_{\mathrm{a}}, y_{\mathrm{a}}, z_{\mathrm{a}}\right)\) is a point in \(\mathrm{E}^{3}\) : Provided that the meaning is clear, we will denote the coordinates of the point \(\mathbf{p}_{i}\) as simply ( \(x_{i}, y_{i}, z_{i}\) ). However, if any ambiguity arises, we will revert to ( \(x_{\mathbf{p}_{1}}, y_{\mathbf{p}_{1}}, \bar{z}_{\mathbf{p}_{1}}\) ) instead. We will use the terms above and below as follows: a lies above \(\mathbf{b}\) implics that \(z_{\mathbf{a}}>z_{\mathbf{b}}\) while \(\mathbf{a}\) lies below \(\mathbf{b}\) implies \(z_{\mathbf{a}}<z_{\mathbf{b}}\).

A line segment will be denoted by its endpoinis. For example, \(\mathbf{a} \mathbf{b}\) is the line segment with endpoints \(\mathbf{a}\) and \(\mathbf{b}\). Lines and planes will be denoted by lower case-italic Greck leters ( \(\alpha, \beta, \gamma, \ldots\) ). A line is considered to be horizontal if it is parallel to the \(z=0\) plane and vertical if it is perpendicular to this plane. A plane is horizontal if it is \(\bar{p}\) erpendicular to the \(z\)-axis and vertical if parallel to the \(z\)-axis.

Functions will be denoted by the Zapf Chancery font \((\mathcal{A}, a, \mathcal{B}, 6, \ldots)\). For example, Distance( \(\mathbf{a}, \mathbf{x}\) ) is a function that returns the Euclidean distance between the points a and \(\mathbf{x}\). Appendix C summarizes the functions defined in this thesis.

Two parallel vertical bars will be used denote the absolute value of an expression. For example, \(|\because 2|=2\).

Braces \(\{\ldots\}\) have been used for two purposes. Within algorithms, they have been used to delimit statement lists, similar to the \(C\) programming language convention. Everywhere else; they have been used to deriote sets.

We will use the symbols \(\cap, \cup,-, \subseteq, \notin \subset \notin \quad\) to denote the set operations of intersection, union, set difference, subset of, element of, not an element of, respectively. Finite sets of disjoint objects will be denoted by upper case itàlic letters iṇ the Tímes fònt \((A ; B, C, \ldots)\). For example, \(S=\left\{\mathbf{p}_{1}, \mathbf{p}_{2}, \ldots, \mathbf{p}_{n}\right\}\) is a set of points. Regions, which are defined in Appendix \(B\) to be bounded continuous seis of points will be denoted by upper case italic Greek letters ( \(\Gamma, \boldsymbol{\Delta}, \boldsymbol{\Phi}, \ldots\) ). For . cxample, \(\Phi=\left\{x \in E^{3} \mid\right.\) Distance \(\left.(\mathbf{a}, \mathbf{x}) \leq r\right\}\) is a sphere centred about the point a with radius \(r\). We will use the following notation to represent an iterative selection process:


For example, if \(\dot{S}=\left\{\mathbf{p}_{1}, \mathbf{p}_{2} ; \ldots, \mathbf{p}_{n}\right\}\), then the expression:
\[
\operatorname{maximum~}_{i=1}^{n} \operatorname{Distance}^{n}\left(\mathbf{c}, \mathbf{p}_{i}\right)
\]
-
returns the point \(p_{i} \in S\) which is furthest from the point c.

\section*{Appendix B - Some Definitions}

This appendix includes definitions for some of the mathematical terms that have been used in this thesis. The reader is referred to [Preparata and Shamos 85] for definitions of more familiar geometrical terms like half-space or on the same side of the line.

\section*{B. 1 Confex Set}

A set of points \(\boldsymbol{\Phi}\) is defined to be convex if for every pair of points \(\mathbf{a}, \boldsymbol{b} \in \boldsymbol{\Phi}\), the line segment joining \(\mathbf{a}\) and \(\mathbf{b}\) is also contained in \(\boldsymbol{\Phi}\).

\section*{B. 2 Region}

We define a region to be a bounded continuous set of points, where a set is said to be boundett if it row can be enclosed by a sphere with a fixed radius. A solution region is simply a region that contains the - exachsolution of the problem that we are considering.

\section*{B. 3 Affine Set}
\(\mu\) is said to be an affine set if for cuery pair of distinct points \(\mathbf{a}, \boldsymbol{b} \in \mu\), the infinite line joining \(a\) and \(\boldsymbol{b}\) is also contained in \(\mu\). Thus lines, planes and 3 -space are affine sets and weadefine their" dimension to be 1,2 and 3 respectively. Trivially, a points is an affine space with dimension 0 .

\section*{B 4. Dimension of a Region}

We define the dimension of a region \(\Phi\) to be the minimum dimension of the affine sets that contain \(\Phi\).

\section*{B. 5 Hyperplane}

We define a hyperplane tobe an affine set of dimension \(k-1\), where \(k\) is the dimension of the space.

\section*{B． 6 Interior，Exterior and Boundary Points}

Points of space can be divided into threc classes with respect to a region：interior，exterior and boundary points．We define a neighbourhood of the point \(\ddot{p}\) to be
\[
\mathfrak{X}(\mathbf{p}, r)=\left\{\mathbf{x} \in E^{k} \mid \operatorname{listance}(\mathbf{p}, \mathbf{x})<r\right\} .
\]
\(\mathbf{p}\) is an interior point of the region \(\Phi\) if \(\quad \mathcal{N}(\mathbf{p}, r) \subseteq \Phi \quad\) for some sufficiently small \(r\) ．
\(\mathbf{p}\) is an exterior point of \(\Phi\) if \(\mathcal{N}\left(\mathbf{p}_{2} r\right) \cap \Phi\) is cmpty for some sufficiently small \(r\) ．
\(\mathbf{p}\) is a boundary point of \(\boldsymbol{\Phi}\) if it is nether an interior nor exterior point．

\section*{B． 7 Closed Region}

A region is said to be closed if it contains all of its Boundary points．

\section*{B． 8 Supporting Hyperplane}

A hyperplanc \(\mu\) suppors a region \(\Phi\) if the following two conditions are satisficd：
（1）\(\quad \mu\) contains at least one pointort the boundary of \(\Phi\)
（2）\(\quad \Phi\) lies in only one of the two closed half－spaces defined by \(\mu\) ．

\section*{B． 9 Separating Hyperplane}

The regions \(\Phi_{1}\) and \(\Phi_{2}\) are separated by the hyperplane \(\mu_{\text {if }}\) ．one of the open half－spaces bounded by \(\mu\) contains \(\Phi_{1}\) and the other open half－space contains \(\Phi_{2}\) ．

\section*{B． 10 Volume}

The volume of a region \(\Phi\) is defined to be \(\mathcal{X})=\int d V\) ．Normally the volume of a 1－dimensional region is referred to as its tength and the volume of a 2－dimensional region as its area．We will use a subscript when we want to stress the dimension of the space we are working in．For example， \(v_{2}(\Phi)\) indicates that we desire the area of \(\Phi\) ．The following properties of volume are important ta us．

1）If \(\Phi\) has dimension \(k\) and \(j>k\) ，then \(\in \mathcal{V}_{j}(\Phi)=0\) ．
2）If \(\Phi_{1} \subseteq \Phi_{2}\) ，then \(\mathcal{V}\left(\Phi_{1}\right) \leq \mathcal{V}\left(\Phi_{2}\right)\) ．

\section*{B. 11 Centre of Gravity}

Usually oñy physical objects have a centre of gravity. For example, the centre of gravity of a planar figure cut out of sheet metal is the place where the point of a pin must be placed in order to balance the figure horizontally. In this thesis we will use a geometric interpretation of the centre of gravity. That is, we shall assume that all regions c̣onsidered are constructed from a homogeneous material with unit densty \({ }^{1}\). We define the centre of gravity of a region \(\Phi\) to be the point:

\(\cdots\) *
Theorem B. 1 Consider a region \(\Phi\) which has been partitioned into \(\dot{r}\) regions, \(\Phi_{1}, \Phi_{2}, \ldots, \Phi_{r}\) with respective centres of gravity \(\mathbf{g}_{1}, \mathbf{g}_{2}, \ldots, \mathbf{g}_{r}\). The centre of gravity of - \(\Phi\) is the point:
\[
\mathbf{g}=\frac{g_{1} \mathcal{V}\left(\Phi_{1}\right)+g_{2} \mathcal{V}\left(\Phi_{2}\right)+\ldots+\mathbf{g}_{i} \mathcal{V}\left(\Phi_{r}\right)}{\mathcal{V}\left(\Phi_{1}\right)+\mathcal{V}\left(\Phi_{2}\right)+\ldots+\mathcal{V}\left(\Phi_{r}\right)}
\]

Proof: Since \(\Phi\) has been partitioned into \(r\) regions, the volume of \(\Phi\) can*be rewritten as: \(\mathcal{V}(\Phi)=\mathcal{V}\left(\Phi_{1}\right)+\mathcal{V}\left(\Phi_{2}\right)+\ldots+\mathcal{V}\left(\Phi_{r}\right)\) and also
\[
\int_{\Phi} \mathbf{x} d V=\int_{\Phi_{1}} \mathbf{x} d V+\int_{\Phi_{2}} \mathbf{x} d V+\cdots+\int_{\Phi_{\Phi}} \mathbf{x} d V
\]

Therefore, if \(g\) denotes the centre of gravity of \(\Phi\) then,
\[
\mathbf{g}=\frac{\int \mathbf{x} d V}{\mathcal{V}(\Phi)}=\frac{\int_{\boldsymbol{\Phi}} \mathbf{x} d V+\int \mathbf{x} \cdot d V+\ldots+\int \mathbf{x} d V}{\mathcal{V}\left(\boldsymbol{\Phi}_{1}\right)+\mathcal{\Phi _ { 2 }}\left(\boldsymbol{\Phi}_{2}\right)+\ldots+\mathcal{V}\left(\Phi_{r}\right)}
\]

1 The technical term usually used for this notion is centroid. We use the more intuitive phrase for clarily.

Consider any one of the \(r\) regions af, \(\Phi_{,}\)say \(\Phi_{i}\). By definition, the centre of gravity of \(\Phi_{i}\) is the
边
point \(\boldsymbol{g}_{i}=\frac{\Phi_{1}}{\mathcal{V}\left(\Phi_{i}\right)}\)
which means \(\int_{0} \mathbf{x} d V=\mathbf{g}_{i} \mathcal{V}\left(\boldsymbol{\Phi}_{i}\right)\).
*
"Substituting this into [1] reads us to conclude that
\[
\mathbf{g}_{1}=\frac{\left.g_{1} \mathcal{V}\left(\Phi_{1}\right)+g_{2} \mathcal{L}_{2}\right)+\ldots+\Phi_{2} V\left(\Phi_{1}\right)^{n}}{V\left(\Phi_{1}\right)+D\left(\Phi_{2}\right)+\ldots+V\left(\Phi_{r}\right)}
\]

Theorem B.2: Consider a region \(\boldsymbol{\phi}\), which has been partitioned into two regions \(\boldsymbol{\phi}_{\mathrm{r}}\) and \(\boldsymbol{\Phi}_{2}\), with respective centres of gravity \(g_{1}\) and \(g_{2}\) (Figure B1 ). The centre of gravity \(\boldsymbol{G E} \boldsymbol{\Phi}\); \(\mathbf{g}\),路
lies on the line segment joining \(\boldsymbol{g}_{1}\) and \(\boldsymbol{g}_{2}\), dividing it in two so that the ratio of the two parts

\[
\frac{\text { Length }(\underline{g})}{\text { Length }\left(g g_{2}\right)}=\frac{V\left(\boldsymbol{\Phi}_{2}\right)}{\mathcal{V}\left(\boldsymbol{\Phi}_{1}\right)}
\]

Proof: Any point \(p=g_{1}+t\left(g_{2}, g_{1}\right)\) lies on the fine segment \(g_{1} g_{2}\) if and only if \(t\) is a real number in the range " \(0 \leq t \leq{ }^{\prime \prime}\)

Let \(t=\frac{\mathcal{H}\left(\dot{\Phi}_{2}\right)}{\mathcal{V}\left(\Phi_{1}\right)+\mathcal{V}\left(\Phi_{2}\right)} \therefore \quad\) Clearly, \(0 \leq t \leq 1\), so the point
\[
\mathbf{p}_{1}=\mathbf{g}_{1}+t\left(\mathbf{g}_{2}-\mathbf{g}_{1}\right)=\frac{\mathbf{g}_{1} \mathcal{V}\left(\Phi_{1}\right)+g_{2} \mathcal{V}\left(\Phi_{2}\right)}{\mathcal{V}\left(\Phi_{1}\right)+\mathcal{V}\left(\Phi_{2}\right)}
\]

From Theorem B. 1 we know that \(g=\frac{\mathbf{g}_{1} \mathcal{Y}\left(\Phi_{1}\right)+\mathbf{g}_{2} \mathcal{V}\left(\Phi_{2}\right)}{\mathcal{V}\left(\Phi_{1}\right)+\mathcal{V}\left(\Phi_{2}\right)}\).

Therefore we conclude that \(g\) coincides with \(p\), dividing the line segment \(g_{r} g_{2}\) in the ratio
\[
\frac{\mathcal{V}\left(\Phi_{2}\right)}{\mathcal{V}\left(\Phi_{1}\right)}
\]


\section*{- Appendix \(\mathrm{C}-\) Some Implementation Details}

In this appendix; issues that may arise when ICT is implemiented are discussed, such as representing the solution region and finding its volume and centre of gravity. In addition, we will discuss some Jssues that arise when real numbers are approximated using a finite precision, floating point \(\because \quad \vdots \quad \because \quad\). representation. It is a common practice in computational geometry to design algorithms for hypothetical computing environments that support real numbers. This clarifies the computational model plus provides a
 correct algorithms are not completely robust in practice, In this appendix we will try to identify some of the limitations and problems that might arise for ICT algorithms, once they have been implemented. Some of these problems are data dependent which means that ICT may be applicable to snme applications but not for others. Clearly it is useful to try to identify such problems early.

\section*{C. 1 Numbers and Limitations 300}
. \(\because\). The "advantage of representing real numbers as finite precision, floating point numbers is the speed with which computations can be performed: floating point hardware has been highly optimized. However, this approach does have some well-known drawbacks. In this section, we will consider a few of these號 limitations, and describe further limitations imposed by ICT. More information can be oblained from any introductory numerical analysis book. For example, see [Dennis and Schnabel 83] .

The foremost limitation is that both the magnitude and the precision of the numbers that can be represented is limited. ICT further reduces this magnitude since it frequently computes the distance between two points. It is impossible to represent the distance between a point that has the biggest possible \(x\) coordinate and one that has the ssmallest possible one, since distance is represented by a positive number. Akr, it is often desirable to" optimize the distangéc function by not evaluating the square root. This approach is applicable when relative distances are of interest, like finding a data poiht that is furthest from : the centre, of, gravity of a region. In this case, the algorithm needs to be able to represent a number that is the syuare of, the distance, which is double the normal order of magnitude. (Note that when applying this
approach to weighted problems, the weight must also be squared.) In some cases, it may be possible to scale the input data so that the spread between points will tir reduced to an acceptablés range. However this . approach reduces the precision of the solution and hence may not be acceptable.

Recall from Chapter 1 that the solution generated by an ICT algorithm should be within \(\varepsilon\) units of an exact solution, where \(\varepsilon\) is a parameter specified by the user. Clearly t is not possible to generate this solution if \(\varepsilon\) is smaller than the available precision. Numerical analysts often introduce the concept of machine epsilon so that the precision of a representation can be discussed without tying the discussion to a specific machine. Machine epsilon (macheps) is defined to be the smallest positive number \(a\) such that \((1+a)>1\). Thus each ICT algorithm should ensure that \(\varepsilon\) is greater than macheps before proceceding to scarch for a solution.

Since there is only a fixed number of bits available to represent each real number, a difference may exist between a real number and ifloating point representation. Numerical analysts use macheps to describe this differcice. If float \((x)\) denotes the floating point representation of a real number \(x\), then
\[
\therefore \quad \dot{x}(1-\text { mackeps }) \ll{ }^{\prime} \text { floal }(x)<x_{0}(1+\text { macheps })
\]

Similarly, the value of zero lies in the range,
\[
\text { - macheps }<\text { floal }(0)^{)^{3}}<\text { macheps }
\]

Some calculations are sensitive to small changes in numbers. For example, the intersection of two nearly parallel lines can be drastieally affected by small diffecences in the numbers used to define the lines. Thus LP problems whose optimal solution are defined by constraints with nearly parallel boundarics will be affected by this. However, this particular problem applies to any algorithm that solves LP'and not just ICT. [Bowyer and Woodwark 83] suggest representations for lines and planes and ways of performing intersections that help to minimize this type of sensitivity.

Some geometric algorithms suffer from accumulated errors, which arise when computations are based on the results of previous computations. The first computation may differ slightly from the true . solution; this difference can easily be magnificd by next computation. This should not be a problem for the
the ICT algorithms presented in this thesis, since the half-space used to reduce the volume of the solution region is determined by referring to the original input data each iteration.
\[
-5 x-3
\]

\section*{C. 2 A Data Structure For The Solution Region}

Each solution region will be corstructed in a similar fashion; for 2 -dimensional problems, itaxill be constructed by interscating half-planes, and for 3 -dimensional problems, it will be constructed by intersecting half-spaces. Notice that the bounding box that was used to construct the initial solution region in Algorithm 1.1 can be thought of as the intersection of four half-planes. Within this framework, the solution region can take on a variety of shapes: it may be empty, a point, a line segment, a convex polygon or else a convex polyhedron. Figure \(f_{\text {g }}^{\text {g demonstrates situations where these different shapes may }}\) arise.

(a) \(\Phi_{1}\) is empry

(b) \(\Phi_{i}\) is a single point

(c) \(\Phi_{1}\) is à line segment :-

(d) \(\Phi_{i}\) is a convex polygon

(e) \(\Phi_{i}\) is a convex polyhedron

Figure C. 1 Determining \(\Phi_{1}=\Phi_{i 1} \cap \Gamma\) for a 3-dimensiónal problem.
Anhincidence graph will be used to represent the solution region. This is a versatile data structure that can be used to represent a polytope of any dimension The description that follows has been taken from [Edelsbrunner 87] (page 141). Since we need only be concemed with polytopes of 3 or less : dimensions, some of the generality thas been omitted.

Let. \(\Phi\) denote a convex polytope with non-empty interior in \(E^{k}, k \leq 3\). The terms 0 -face, 1-face anet 2-face will be used as synonyms for vertex, edge and facet. For convenience, the interior of \(\Phi\) will be defined to be the onlyftace of \(\Phi\), unless the interiôr is empty. Furthermore, the empty set will be defined to be the only \((-1)\) - face of \(\Phi\). For \(-1 \leq j \leq k-1\), a, face \(f\) and a \((j+1)\)-face \(g\) are incident if \(f\) belongs to the boundary of \(g\); in this case, \(f\) is called a subface of \(g\) and \(g\) is called a superface of \(f\). Two faces of \(\Phi\) are adjacent if they are incident upon a common edge, and two vertices are adjacent if they are incident upon a commonedgem The incidencegraph of \(\Phi\) is an undirected graph whose nodes are in one-to-one correspondence with the \(j\) - faces of \(\Phi\), such that an are物昜: exists between two nodes if for a \(j\) - face and \(\mathbf{a}(j+1)\) - face, their corresponding faces are incidents

Figure C. 2 illustrates an incidence graph for a tetrahedron.


Figure C. 2 The incidence graph for the tetrahedron shown above.

In order to store \(\boldsymbol{\Phi}\) using its incidence graph, some additional information is added to fix the Fication of \(\Phi^{*}\) in space. For example, each 0 -face records the coordinates of the vertex and eactifface node describes the plane that it lies in. Note that the number of levels of the graph can be used to determine the dimension of the polytope. It is also worth noting that the list of edges incident upon a facet are in no particular ordctoy:

Let, \(v, e\) and \(f\) denote the number of ventices, edges and faces of the solution region. [McMullen 71] has shown that for any polytope \(\Phi\) of fixed dimension \(k\), the amount of space required to store the incidence graph of \$is \(O(v\lfloor k / 2\rfloor)\), where' \(v\) is the number of vertices of the polytope. Since in our case, \(k \leq 3, O(v)\) is required to represent the solution region. Attemately, we can sayy. \(O(e)\) space is required if \(k=2\) since \(v=e\), and if \(k=3\), we can say \(O(f)\) space is requited, since \(v \leq 2 f-4\) [Grünbaum 67] (page 173).

\section*{C. 3 Finding The Center Of Gravity Of The Solution Region}

The centre of gravity of a \(a_{3}\) point is the point itself; the centre of gravity of a line segment coincides with its midpoint. In this section we will consider the problem of finding the centre of gravity of a convex polygon and convex polyhedron. In both cases, the approach suggested by Theorem B. 1 will be used, which states that if \(\Phi\) is a region that has been partitioned into \(r\) regions, \(\Phi_{1}, \Phi_{2}, \ldots, \Phi_{r}\) with respective centres of gravity \(\boldsymbol{g}_{1}, \boldsymbol{g}_{2}, \ldots, \boldsymbol{g}_{r} ;\) then the centre of gravity of \(\boldsymbol{\Phi}\) is the point:
\[
\begin{equation*}
\mathbf{g}=\frac{g_{1} \mathcal{V}\left(\Phi_{1}\right)+g_{2} \mathcal{V}\left(\Phi_{2}\right)+\ldots+\mathbf{g}_{i} t\left(\Phi_{r}\right)}{\mathcal{V}\left(\Phi_{1}\right)+\mathcal{V}\left(\Phi_{2}\right)+\ldots+\mathcal{V}\left(\Phi_{r}\right)} \tag{C.1}
\end{equation*}
\]
\(\ln 2\) dimensions, \(\mathcal{H}(\Phi)\) denotes the area of \(\Phi\) while in 3 dimensions, it represents the volume. Thus, the centre of gravity of \(\Phi\) can be determined by first partitioning it into simplices (triangles or tetrahedrons) and then by finding the volume and centre of gravity of each simplex. These results can thetes be substituted into cquation [C.1].

The area and centre of gravity of a triangle can be determined directly from its vertices. Let \(\Phi_{i}\) denote a triangle with vertices \(v_{i}, v_{2}\) and \(\mathbf{v}_{3}\), where \(\mathbf{v}_{j}=\left(x_{j}, y_{j}\right)\). The following formula determines the area of \(\Phi_{1}\) :
\[
\therefore \mathcal{V}\left(\Phi_{i}\right)=\left\lvert\, \quad \frac{1}{2} \operatorname{Determinant}\left[\begin{array}{ll}
\left(x_{2}-x_{1}\right) & \left(x_{3}-x_{1}\right) \\
\left(y_{2}-y_{1}\right) & \left(y_{1}-y_{1}\right)
\end{array}\right]\right.
\]

Its centre of gravily cartbe determined by:
\[
g_{1}=\frac{v_{1}+v_{2}+v_{3}}{3}
\]

Similarly, let \(\Phi_{1}\) denote: a tetrahedron with vertices \(\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\) and \(\mathbf{v}_{4}\), where \(\mathbf{v}_{j}=\left(x_{j}, y_{j}, z_{j}\right)\). The volume of \(\Phi_{1}\) can be determined by
and its centre of gravity by :
\[
g_{1}=\frac{v_{1}+v_{2}+v_{3}+v_{4}}{4}
\]
[Bowyer and Woodwark 83 ] have presented optimized code for evaluating these equations. Each can be evaluated in constant time, given the vertices.

It is straight-fortard to partition a convex polygon into triangles. For example, find a point \(v\) that is interior to \(\Phi\) and fonnect the vertices of each edge to \(v\) as shown in Figure C. 3 . The same approach can be used to partition a convex polyticdron into tetrahedrons. That is, first connect each vertex to \(v\) (see. Figure C.4.a). This partitions \(\Phi\) into \(f\) pyramids, where \(f\) is the number of facets of \(\Phi\). (Each intemal face borders exactly two pyramids, leaving no space unaccounted for.) Then partition each pyrafid into tetrahedrons by triangulating its base which is a convex polygon, as shown in Figure \(C: 4{ }^{\circ} b^{\circ}\).



Figure C.4 Partitioning a convex polyhedron.
First let's restrict our attention to finding the centre of gravity and area of a convex polygon. Recall that the edges of a polygon are connected to a 2 -face node in the incidence graph. If this 2-face node has only three edges incident on it, then the polygon is a triangle Therefore assume that it has more than three edges incident on it. Consider any two of these edges, plus the four subfaces (vertices) of these two edges. At least three of the vertices will be non-identical. Select any such three and let \(\mathbf{v}\) denote their centre of gravity. For each edge incident upon the 2-face node, calculate the centre of gravity and area of each triangle determined by the ryertices of this edge and \(\mathbf{v}\), and accumulate the values required by equation [C.1] above. Once each edge has been processed, determine the centre of gravity from the accumulated information. Since \(v\) can be determined in constant time, and the centre of gravity and area of feach triangle can be fourid in constant time, the entire process requires \(O(e)\) time, where \(e\) is the \({ }^{*}\) number of edges of the region.

Now consider a convex polyhedron. Recall that the faces of a polyhedron are connected to a 3-face noderin the incidence graph: If this 3 -face node has only four faces incident on it, then the polyhedron is a tetrahedron. Therefore suppose that it has more than four faces incident on it and consider the problem of finding a-point interior to the polyhedron. Select an arbitrary vertex of the polyhedron. There will be at least three edges incident upon this vertex, and at most, only two of these edges will be incident upon the same face. Find the other endpoint of each of the three edges and let \(v\) denote the centre of gravity of these four points. Since the tetrahedron formed by these four points is contained by \(\boldsymbol{\Phi}\), \(\mathbf{v}\) will lie in its interior. Now access each of the facets of the polyhedron' in turn, through the 3-face node. Since each facet
is a convex polygon, it can be partitioned into triangles as was described above. Each edge will form another tetrahedron. Clearly the information required by eqtiation [C.1] above can be açeumulated as each edge of the face is processed. Since each edge of the polyhedron is incident on exaculy two faces, each cdge will be used exactly twice during the triangilation process. Thus the number of tetrahedrons examined will be linear in the number of edges of the polyhedron. Since equations \([\mathrm{C} .2]\) and \([\mathrm{C} .3]\) can brath be evaluated in constant time, the totarime required to determine the centre of gravity of a convex polyhedron is linear its number of edges of polyhedron. Since \(e \leq 3 f-6\), where \(e\) and \(f\) are the number of edges and faces of the polyhedron, [Grünbaum 67] (page 173), the centre of gravity of a convex polyhedron can be found in time \(O(f)\) time.

\section*{C. 4 Reducing The Solution Region}

Consider the problem of finding \(\Phi_{i}=\Phi_{i-1} \cap \Gamma\), where \(\boldsymbol{\Phi}_{i-1}\) is a convex polytope and \(\Gamma\) is a half-space. [Scidel 81] has solved this problem for arbitrary dimension; in time proportional to the amount of change from the incidence (or facial) graph of \(\Phi_{i-1}\) to the incidence graph of \(\Phi_{i}\).

Now consider the amount of change that can result from the intersection, that is themaximum number of deletions and additions to the graph. Let \(v, e\) and \(f\) denote the number of vertices, edges and faces of \(\Phi_{i-1}\) At most, one \((k-1)\)-face will be added to \(\Phi_{i-1}\). Consider the size of the incidence graph of this addition. As was mentioned in Section C. 2 , the amount of space required to store its incidencegraph of a \(k\)-dimensional polytope is \(\mathrm{O}(v L k / 2 j)\) [McMullen 71]. From this formula, \(L\) it is easy to see that the additional \((k-1)\) - face will require \(O(1)\) space if \(k \leq 2\). If \(k=3\), then the new facet will be a convex polygon having at most \(f\) edges and \(f\) vertices. Therefore, \(\mathrm{O}(f)\) Space will be required to store the graph and hence, \(O(f)\) time will be required to create it. At the other extreme, \(\Phi_{i}\) will be empty, which means that all but one node of the incidence graph for \(\Phi_{i-1}\) will be deleted. \(O(v[k / 2\rfloor)\) time will be required to delete this graph [Seidel 81]. As was mentioned at the end of Section C.2, this can alternately be stated as \(O(e)\) time when \(k=2\) and \(O(f)\) time when \(k=3\). Thus in summary, the intersection \(\Phi_{i}=\Phi_{i-1} \cap \Gamma\) can be performed in \(O(1)\) time if \(k \leq 1, O(e)\) time if \(k=2\) and \(\quad \mathrm{O}(f)\) time if \(k=3\).

Note that it is possible that the result of the intersection will be so thin that it should be considered to be of a lower dimension. This can be detected by finding the perpendicular distance between "m. each vertex of \(\Phi_{i}\) and the boundary of \(\Gamma\). If the maximum (perpendicular) distance is less than some function of macheps, then this routine will ensure that the solution region is reduced to a lower dimension by intersecting it with a plane This result can be achieved by intersecting \(\Phi_{i}\) with two half-spaces whose boondaries aredefined by the same plane but which extend ta opposite sides of this plane since \(\Phi_{i}\) is already, the result of \(\overline{\text { intersecting }} \Phi_{i-1}\) with \(\Gamma\), the natural choice of a second half-space is \(\Gamma_{1}\), which has the same boundary as \(\dot{\Gamma}\) but extends to the opposite direction. Since before this last intersection \(\Phi_{1}\) hás at most one more face than \(\Phi_{i-1}\), this last intersection can be performed in time \(O(f)\) time wheref \(f\) is the number of facesef \(\Phi_{i-1}\).
defines the set of points cnclosed be \(\quad\) Gircle \(\left.(\mathbf{c}, r)=\left\{\mathbf{x} \in \mathrm{E}^{2} \mid \operatorname{nistance}^{\mathbf{c}} \mathbf{C}, \mathbf{x}\right) \leq r\right\}\) a circle with centre \(\mathbf{c}\) and radius \(r\).
\(\mathcal{C H}(S)\)
the convex hull of \(S\), a set of points.
\(\operatorname{cog}(\Phi)\)
returns the point that is the center-of \(\cdots\)
gravity of the region \(\Phi\).
\(\operatorname{Cog}(\Phi)=\frac{\int_{\Phi} \mathbf{x} d V}{\int_{\Phi} d V}\)

\section*{Distance ( \(\mathbf{a}, \mathbf{b}\) )}
- returns the Euclidean distance between two points, \(\mathbf{a}\) and \(\mathbf{b}\).
\(\mathcal{F}\) urthest \((\mathbf{g}, S)\)
Distance \(\mathbf{a}, \mathbf{b})=\sqrt{\left(\sum_{i=1}^{k}\left(a_{i}-b_{1}\right)^{2}\right)}\).
returns the point of \(S\) that is furthest from the point \(\mathbf{g}\). \(\left.\quad \mathcal{D i s t a n c e}\left(\mathbf{g}, \mathbf{p}_{j}\right) \leq \operatorname{Distance}(\mathbf{g}, \mathbf{p}), j=1, \therefore, n\right\}\)

Sphete (c, \(r\) )
defines the set of points enclosed be - a sphere with centre \(\mathbf{C}\) and radius \(r\).
\[
\begin{aligned}
\mathcal{F} \text { urthest } \mathbf{g}, S, \gamma & =\{\mathbf{p} \in S \\
\mathcal{D} \text { istance }\left(\mathbf{g}, \mathbf{p}_{j}\right) & \leq \operatorname{Distance}(\mathbf{g}, \mathbf{p}), j=1, \ldots, n\}
\end{aligned}
\]
\[
\text { Sphere, }(\mathbf{c}, r)=\left\{\mathbf{x} \in E^{3} \boldsymbol{D} \text { Distance }(\mathbf{c}, \mathbf{x}) \leq r\right\}
\]
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