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## Abstract

Joseph J. Rotman, in his group theory textbook, The Theory of Groups, An Introduction, gives a partial proof of the unsolvability of the word problem for groups. The complete proof can be broken into two parts. The first part is a proof of the unsolvability of the word problem for semigroups and the second part is a proof that the unsolvability of the word problem for semigroups yields the unsolvability of the word problem for groups. Rotman gives only the second part of the complete proof. This thesis, then, gives the first part of the proof.

Two problems are presented in the thesis, the weak and the strong word problems for finitely presented groups. In Chapter I the two problems and the use of Church's thesis to prove them both unsolvable is described. Chapter II deals with the concepts of Turing Machines and computable functions. Chapter III is devoted to defining recursive functions and proving them to be computable. In Chapter IV the unsolvability of the weak halting problem for Turing machines is proved and in Chapter $V$ the unsolvability of the strong halting problem for Turing machines is proved. Chapter VI is devoted to showing how the results of Chapters IV and $V$ yield the unsolvability of the weak and strong word problems for semigroups, respectively, and introducing Rotman's completion of the proof of the weak and strong word problems
for groups.
In Appendix $A$ a few solutions for word problems for special classes of groups are mentioned, and in Appendix $B$ we show the equivalence of recursive and computable functions and the existence of the universal Turing machine.
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## Introduction

## A. A Brief History

It is known that every group, $G$, can be defined by means of a presentation, $(S ; \mathbb{Z}$, where $S$ is a set of generators of the group, and $R$ is a set of defining relations or relators. A relation is of the form $W_{1}=W_{2}$, where $W_{1}$ and $W_{2}$ are words on the symbols in $S$ and their inverses, and $a$ relator is a single word $W$ on the symbols in $S$ and their inverses. The group $G$ defined by the presentation $(S ; R)$ is obtained in the following manner. If we replace each defining relation, $W_{1}=W_{2}$, in $R$ by the relator $W_{1} W_{2}^{-1}$ to obtain the set $R^{\prime}$ of relators and then take the factor group, $F / N$, where $F$ is the free group generated by $S$ and $N$ is the normal subgroup of $F$ generated by $R^{\prime}$, we have $G$ is isomorphic to $\mathrm{F} / \mathrm{N}$.

Speaking very imprecisely, then, $G$ is for is isomorphic to) the largest group generated by $s$ in which all the defining relations in $R$ hold and in which all the defining relators in $R$ are equal to the identity. It is also known that anything which "looks like" a presentation for a group, no matter how large nor how strange the defining relations, always determines, in the manner described above, a unique group (up to isomorphism).

We shall employ what many algebraists consider to be an abuse of language, and shall say, if $G$ is a group given by
the presentation $(S ; R)$, that the elements of $S$ are, in fact, elements of the group G, and that all the elements of $G$ are words in the symbols of $S$ and their inverses.

We said that every presentation defines a group, but there may arise great difficulties as soon as we wish more specific information about the group; e.g., is it Abelian? is it finite? is such-and-such a word in the group equal to such-and-such another word in the group? etc.

In 1911, Max Dehn ${ }^{[7]}$ formulated the following three decision problems for a group, $G$, given in terms of a presentation, called the "word problem", the "conjugacy" or "transformation problem", and the "isomorphism problem" respectively.
(I) For an arbitrary word $W$ in the generators of $G$, decide in a finite number of steps whether $W$ is equal to the identity element of $G$, or not.
(II) For two arbitrary words $W_{1}, W_{2}$ in the generators of $G$, decide in a finite number of steps whether $W_{1}$ and $W_{2}$ are conjugate elements of $G$, or not.
(III) For an arbitrary group $G^{\prime}$ defined by means of another presentation, decide in a finite number of steps whether $G$ is isomorphic to $G^{\prime}$, or not.

We say that one of these problems is solved when an "effective procedure" for making the required decision is found. It is the case, however, that none of these problems has been solved in general, and, in fact, none of these
problems can be solved in general. In other words, there is a group, $G$, for which none of the above three problems can be solved.

This thesis deals only with the first of the taree problems, the word problem, and the only mention that will be made of the other two problens, the conjugacy and isonorphism problems, will be to show that if the word problem for $G$ is unsolvable, then the conjugacy problem for $G$.is also unsolvable. The isomorphism problem is considerably more difficult to deal with, and so no further mention will be made of it here.

Suppose that $G$ has unsolvable word problem; i.e. suppose that there exists no decision process which will in a finite number of steps determine, for an aroitrary word $W$ in the generators of $G$, whether or not $W$ is equal to the identity element of $G$. If the conjugacy problem for $G$ were solvable then there would be a decision process which would finitely determine whether or not $W$ and any given word in $G$ are conjugate in $G$. In particular we could determine whether $W$ and the identity of $G$ are conjugate. But, of course, any conjugate of the identity is equal to the identity, and so we could determine where or not $w$ is equai to the identity in $G$, contradicting our supposition.

In 1937, A. W. Turing [20] showed the unsolvability of what we shall call "the strong halting problem for Turing
machines." Emil L. Post [13], in 1947, used Turing's result to show the unsolvability of our "strong word problem for finitely presented semigroups." The unsolvability of the word problem for finitely presented groups was finally proved independently by W. W. Boone [26] and P. Novikov [12] in the mid 1950's. Boone's revised proof of 1959 [2] was considerably shortened by J. L. Britton in 1963 [5]. Both Boone's and Britton's proofs start from Post's semigroup result.

In Chapter 12 of his book The Theory of Groups: An Introduction, Rotman [15] gives an exposition of the unsolvability of the word problem for groups. The complete proof can be divided into two parts; the first part is the proof of the unsolvability of the word problem for finitely presented semigroups based on the work of Turing and post, and the second is the proof of the construction, from the semigroup of the first part, of a finitely presented group with unsolvable word problem. While Rotman roughly describes some of the notions involved in the first part of the proof. he only rigorously gives the second part in his book. The purpose of this thesis, then, is to give a complete, detailed, rigorous proof of the unsolvability of the word problem for semigroups required by Rotman, so that a student of group theory with a good knowleage of the important concepts of basic group theory, but with no advanced mathematical knowledge outside the area of group
theory, except for a small amount of number theory, can read and follow a complete proof of the unsolvability of the word problem for groups by first reading this thesis, and then reading Rotman's proof of the second part, starting in the middle of page 265 of his book, without requiring outside reference material.

Turing's methods have been altered and revised considerably by a number of people, including post, and the sections of this thesis on Turing machines and recursive functions (Chapters II, III, and V) although rearranged considerably and adapted more specifically for our own purposes, are based heavily on the exposition in Martin Davis's text, Computability and Unsolvability, [6]. The main theorem of Chapter VI is based directly on Post's original paper [13].

## B. Mathematical Prerequisites

The only mathematical prerequisite for the understanding of this thesis, other than a basic knowledge of group theory, elementary set theory, and the definition of a semigroup, is some knowledge of the basic concepts and results of the Theory of Numbers; including the concept of divisibility, the definition of a prime number and the fact that there are infinitely many primes, the Fundamental Theorem of Arithmetic, and the Chinese Remainder Theorem.
C. Notation and Terminology

Numbers. The only numbers that will be used in this thesis will be the natural numbers. By "natural numbers" we will mean the positive integers including 0 (zero). Thus, unless it is clearly specified otherwise, the term "number" will always mean "natural number", as will the term "integer" (no negative integers will be used).
n-tuples. We will be frequently referring to n-tuples of numbers and will use the notational convention that the $n$-tuple $\left(x_{1}, x_{2} \cdots, x_{n}\right)$ may be denoted by $\left(X^{(n)}\right)$ and the n-tuple $\left(y_{1}, Y_{2}, \cdots y_{n}\right)$ may be denoted by $\left(Y^{(n)}\right)$. This convention will only be employed for $n$-tuples of $x^{\prime} s$ or $y^{\prime} s$. We will however often denote the $(n+2)$-tuple $\left(z, x_{1}, x_{2}, \ldots, x_{n}, y\right)$ by $\left(z, x^{(n)}, y\right)$ or the $(n+1)$-tuple $\left(x, y_{1}, y_{2}, \cdots, y_{n}\right)$ by $\left(x, Y^{(n)}\right)$, etc..

Functions. All functions used will be functions whose domains are contained in the natural numbers, or are contained in the set of $n$-tuples of natural numbers, for some $n$. A function whose domain is contained in the set of n-tuples will be called "n-ary" or "n-place". (A one-place function will be called singulary; a two-place, binary; and a three-place, ternary.) We shall usually employ the "abuse of language" whereby an n-ary function f..is written $f\left(x_{1}, x_{2}, \cdots x_{n}\right)$ or $f\left(X^{(n)}\right)$, etc.. All functions shall be functions into the natural numbers. We shall adhere to the
convention that a necessary condition for two functions to be equal is that they have the same domain, i.e. if one of the functions is not defined for a particular n-tuple of numbers, neither is the other. An n-ary function whose domain is the set of all n-tuples of numbers will be called "total".

Characteristic Functions. Given a set $S$ of n-tuples we define the characteristic function of $S$, written $c_{S}\left(x_{1}, \cdots, x_{n}\right)$, by

$$
c_{S}\left(a_{1}, a_{2}, \cdots a_{n}\right)=0 \text { if the } n \text {-tuple }\left(a_{1}, a_{2}, \cdots, a_{n}\right) \in S
$$

and $C_{S}\left(a_{1}, a_{2}, \cdots a_{n}\right)=1$ if $\left(a_{1}, a_{2}, \cdots, a_{n}\right) \notin S$.
Ends of Proofs: The symbol $]$ will be used to denote the end of a proof.

## THE WORD PROBLEA AND CHURCH'S THESIS.

Let $G$ be a group with generators, $S$, and defining relations, R. The word problem for $G$ is the problem of determining whether an arbitrary word in the generators of $G$ is or is not equal to the identity in $G$. We say that the word problem for G is solvable if there exists an effective procedure for determining whetner or not any given word in the generators of $G$ is equal to the identity in $G$, and we say that the word problem for $G$ is unsolvable if no such effective procedure exists. If $U$ and $V$ are words in the generators of $G$ then clearly $U=V$ if and only if $U V^{-1}=1$. Thus the word problem for $G$ could also be said to be the problem of determining whether two arbitrary words in the generators of $G$ are or are not equal. If $H$ is a semigroup witn generators $T$ and defining relations $E$, then the word problem for $H$ is the problem of determining whether two words in the generators of $H$ are or are not equal.

There are two problems which we can call the word problem for finitely presented groups. ine first, which we shall refer to as the weak word problem for finitely presented groups, or simply the weak word problem, is the problem of determining whether in an arbitrary group $G$ with a finite set, $S$, of generators and a finite set, $R$, of defining relations, an arbitrary word in the generators of $G$ is or is not equal to the identity in $G$, or whether two arbitrary words in $G$ are or are not equal in $G$. Thus the weak word problem for finitely presented
groups is the problem of solving the word problem for $G$ for all finitely presented groups G simultaneously. We say tinat the weak word problem is solvable if there exists an effective procedure for determining whether in an arbitrary finitely presented group $G$, two arbitrary words in the generators of $G$ are or are not equal. We say that the weak word problem is unsolvable if no such effective procedure exists. The important thing to note here is that we are looking for one single effective procedure that can be applied to any finitely presented group to solve the word problem for that group. The other problem, which we shall call the strong word problem for finitely presented groups, is the problem of finding, for each finitely presented group, $G$, an effective procedure which will solve the word proiolem for $G$; i.e. which can be used to determine whetner or not two arbitrary words in the generators of $G$ are equal. The important thing to note here is that we are not looking for one single procedure that can be applied to any finitely presented group, but are asking whether or not for each group we can find a procedure to fit that group. The strong word problem would be unsolvable, then, if we can find a group, $G$, such that $G$ has unsolvable word problem.

It is immediately clear that a solution to the weak problem yields or includes a solution to the strong problem, and so it might at first seem that the terms "weak" and "strong" should be applied the other way around.

Now suppose that there were no solution to the first, i.e. weak, word problem. Then there is no uniform effective procedure which can be applied to any finitely presented group to solve the word problem for that group. But there are infinitely many finitely presented groups, and it is conceivable that for each one there is an effective procedure which will solve its word problem, but that these procedures are all different and there is no way of determining which procedure to use for an arbitrary group so that there is no single procedure which can be applied to all finitely presented groups. Thus the unsolvability of the second problem is a stronger result that the unsolvability of the first; and since we will show that both problems are, in fact, unsolvable, this is why the terms "weak" and "strong" are applied as they are here.

Similarly, we define the weak and strong word problems for finitely presented semigroups. The problem which most authors refer to as simply the word problem is our strong word problem for finitely presented groups.

Since both word problems are unsolvable, and since the unsolvability of the strong implies the unsolvability of the weak, and since we shall be proving the unsolvability of the strong word problem, there might seem to be no reason to include a separate proof of the unsolvability of the weak word problem. However, a major portion of the proof of the unsolvability of the weak problem is so much simpler than that part of the proof for the strong problem that a separate portion giving the weak result is included in this thesis, if only for
the reader who wishes a proof of the weak result without having to read the considerably longer portion for the strong result.

There is one basic difficulty in proving the word problems, both weak and strong, unsolvable. We have only an intuitive idea of what an effective procedure is. The notion of an "effective procedure to solve a problem" is described by Boone ${ }^{l}$ as "a uniform set of directions whicin, when applied to any one of the questions constituting the problem ${ }^{2}$, produces the correct answer after a finite number of steps, never at any stage of the process leaving the user in doubt as to what to do next." This seems to be a precise enough description of what we would all expect an effective procedure to be, and, in fact, if we were trying to prove the solvability of the word problem and someone were to propose a certain procedure and argue reasonably that the procedure was effective, there would be no problem in accepting that. The difficulty arises when we are trying to prove that no effective procedure exists. Our description of an effective procedure is sufficient to let us recognize that we have an effective procedure when we do have one, but it doesn't tell us anytning about what kind of situation must arise when we don't have one.

If we are trying to show that there is no effective procedure for solving a problem $P_{1}$ we might start by showing that
$1_{\text {Bue itua [ } 2] \text { of Bibliography, p. } 211 .}$
${ }^{2}$ In our case the questions are those of the form, "Is the word $W$ in the group $G$ with generators $S$ and defining relations $R$ equal to 1 ?"
an effective procedure for solving the problem $P_{1}$ can be transformed into an effective procedure for solving some problem $P_{2}$ and that any effective procedure for solving the problem $P_{2}$ can be transformed into an effective procedure for solving some problem $P_{3}$, and so on. But clearly any proof must be finite in length and so we must eventually come to some problem $P_{n}$ for winich we must show directly that no effective procedure exists. So we can transfer the difficulty of showing lack of an effective procedure from one problem to another, but eventually we have to deal with this difficulty directly.

Let us consider the following proposal for handling this difficulty. Suppose we have a problem whose solution consists of finding an effective procedure for answering a countable set of questions, each of winch admits only a yes or no answer. Since the number of questions is countable, we can list the questions in a sequence: $Q_{1}, Q_{2}, Q_{3}, \cdots$ We define a function, $f$, on the natural numiers by $f(n)=0$ if the answer to question $Q_{n}$ is yes and $f(n)=1$ if the answer to question $Q_{n}$ is no. We say that a function is calculable if an effective procedure exists for determining the value of that function at any given point. It is immediate, then, that our function $f$ is calculable if and only if our problem is solvable. We don't seem to be any further ahead, however, because if we are to show the problem unsolvable we must show the function $f$ uncalculable and this again means we must show that no effective procedure exists. But this difficulty can be taken care of by accepting a proposal generally accepted by logicians and known as
"Church's Thesis". Cnurch's thesis, in the form that we shall employ, is the claim that every calculable function is recursive. The converse of this claim will be imrnediately oovious upon the definition of a recursive function because, as with effective procedure, there is no problem in recognizing a calculable function when faced with one. Church's thesis has, of course, no proof since there is no way that one could formally prove anytning awout a notion as loosely described as that of a calculable function. However, if we accept Church's thesis, and we shall, we find that we have dealt successfully with our difficulty, for the notion of a recursive function is a well defined one, and there exist methods, sufficient for our purposes, of determining whether or not a function is recursive.

We shall now define a device, called a Turing machine, which can be usea to compute certain numerical functions. If a function $f$ can be computed by some Turing machine we call it computable. We will go on to show that a function is recursive only if it is computable, and tinen produce a function which is not computable, hence not recursive, hence uncalculable. Thus, we will have a problem (the calculation of this function) for which no effective procedure exists. Since, as was said before the difficulty of showing no effective procedure exists can be transferred from one problem to another we will be well on our way to a proof of the unsolvability of the word problem. The initial proilem, or problems, whose unsolvability we shall prove by this metnod are called the weak and strong
halting problems for Turing machines. We then snow that the solvability of the weak or strong word problem for finitely presented semi-groups would imply the solvaioility of tine weak or strong, respectively, halting problem for Turing macnines, showing that the weak and strong word problems for finitely presented semigroups must be unsolvable. Rotman shows that the unsolvaiility of the strong word problem for finitely presented semigroups yields the unsolvability of the strong word problem for finitely presented groups, and we shall show how Rotman's proof can be adapted to do the same thing for tine weak problems.

## CHAPTER II

TURING MACHINES.

This chapter will deal with "calculable functions". As we noted in Chapter I, the term "calculable function" is not really properly defined and we will first make an appeal to intuition and say simply that what we mean by a calculable function is a function on a subset of the natural numbers or a set of $n$-tuples of natural numbers for which an algorithm exists that can be used to determine the value of the function at any given point in its domain. Without attempting to define "algorithm" we will note that it seems intuitively clear that if an algorithm exists for doing a certain job then that job can be done by some kina of "calculating machine".

Our plan of attack will be as follows. We will define a certain kind of "machine", specifically a Turing machine, and will show how this machine can be used to calculate certain functions. We will then define a "computable function" to be any function on a subset of the natural numbers, or a set of n-tuples of natural numbers, for which there exists a Turing machine that will compute the value of this function at any given point in its domain.

Informally, a Turing machine may be thought of as a box that looks something like a tape recorder. The machine can be loaded witin a tape, infinitely long in both directions, which is actually a discrete sequence of squares. A finite number of these squares may have symbols printed on them, one symbol to
a square, the symbols coming from the list $s_{1}, s_{2}, s_{3}, \cdots$. At any given moment during its operation the machine is in one of a finite number of states or "internal configurations" (the possible internal configurations being denoted by symbols from the list $q_{1}, q_{2}, q_{3}, \cdots$ ) and is "scanning" one of the squares on the tape. The action of the machine is completely determined by its internal configuration, the symbol, if any, printed on the scanned square, and a finite set of builtin instructions, each instruction being of one of the following forms:
i) When in internal configuration $q_{i}$ scanning a square with symbol $s_{j}$ (or scanning a blank square) change the symbol on the scanned square to $s_{k}$ and change to internal configuration $q_{1}$.
ii) When in internal configuration $q_{i}$ scanning a square with symbol $s_{j}$ (or a blank square) move the tape so that scanned square is now next the one to the right and change to internal configuration $q_{1}$
iii) When in internal configuration $q_{i}$ scanning a square with symbol $s_{j}$ (or a blank square) move the tape so that the scanned square is now the next one to the left and change to internal configuration $q_{1}$.

When the machine changes a symbol $s_{j}$ or a blank to a symbol $s_{k}$ we say that the machine "prints the symbol $s_{k}$ ". At the beginning of a "computation" a tape, which may be blank or may have a finite number of $s_{i}{ }^{\prime} s$ printed on it, is placed in the machine so that the machine is scanning one of the squares on
the tape, and the machine is set with an internal configuration, $q_{j}$. The machine begins operating by itself following its built-in instructions. Of course, the built-in instructions must be such that no two are contradictory. When the machine finds itself in a certain internal configuration scanning a square with a symbol (or no symbol) such that none of its instructions correspond to that configuration and symbol (or blank), the machine stops and we say that whatever is printed on the tape when the machine stops is the "resultant" in that machine of whatever was on the tape in the beginning. Notice that in some cases the machine may start and never stop. We are now ready to formalize our description of the Turing machine.

DEFINITION 2.1. An expression is a finite sequence (possibly empty) of symols chosen from the list: $q_{1}, q_{2}, q_{3} \ldots$; $s_{0}, s_{1}, s_{2}, \cdots ; R$, L.

We will often write $B$ instead of $s_{0}$ and the symbol $s_{0}$ for B) will be used to denote what we intuitively think of as a blank square. Because $s_{1}$ will be a commonly used symbol which will take on a special significance, we will often simply write 1 for $S_{1}$.

DEFINITION 2.2. A quadruple is an expression having one of the following forms:
(1) $\quad q_{i} s_{j} s_{k} q_{l}$
(2) $q_{i} s_{j} R q_{1}$
(3) $q_{i} s_{j}{ }^{L q_{l}}$

DEFINITION 2.3. A I'uring Machine is a finite, non-empty, set of quadruples that contains no two distinct quadruples beginning with the same $q_{i}$ and $s_{j}$. The $q_{i}$ 's and $s_{j}$ 's that occur in the quadruples of a Turing Machine are called its internal configurations and its alphabet respectively.

The reader will note that the quadruples of types (1), (2) and (3) correspond to the instructions of types i), ii), and iii) respectively mentioned in the informal description. The condition that no two quadruples may have the same first two symbols corresponds to the informal condition that no two instructions are contradictory. If it is not clear now, this remark will become clear when the reader has reached DEFN 2.7 .

DEFINITION 2.4. An instantaneous description is an expression that contains exactly one $q_{i}$, neither $R$ nor $L$, and is such that the $q_{i}$ is not the right-most symbol. If $Z$ is a Turing machine and $\alpha$ an instantaneous description, then we say that $\alpha$ is an instantaneous description of $Z$ if the $q_{i}$ tinat occurs in $\alpha$ is an internal configuration of $Z$ and the $s_{i}{ }^{\prime} s$ that occur in $\alpha$ occur in the alphabet of 2 .

DEFINITION 2.5. An expression that consists entirely of the symbols $s_{i}$ is called a tape expression. A tape expression may also be called a word in the $s i$ 's.

In what follows, $P$ and $Q$ are usually tape expressions. DEFINITION 2.6. Let $z$ be a Turing machine, and let $\alpha$ be an inst. des. of $Z$, where $q_{i}$ is the internal configuration that occurs in $\alpha$ and where $s_{j}$ is the symbol immediately to the right
of $q_{i}$. Then we call $q_{i}$ the internal configuration of $z$ at $\alpha$, and we call $s_{j}$ the symbol scanned by $Z$ at $\alpha$. The tape expression obtained by removing $q_{i}$ from $\alpha$ is called the expression on the tape of $z$ at $\alpha$.

DEFINITION 2.7. Let $z$ be a Turing machine, and let $\alpha, \beta$ be instantaneous descriptions. Then we write " $\alpha \rightarrow \beta$ (z)", or (where no ambiguity can result) simply $" \alpha \rightarrow \beta$ ", to mean that one ${ }^{1}$ of the following alternatives holds:
(1) There exist expressions $P$ and $Q$ (possibly empty) such that

$$
\begin{aligned}
& \alpha \text { is }{P q_{i} s_{j} Q}^{\beta} \text { is } \mathrm{Pq}_{1} \mathrm{~s}_{\mathrm{k}} \mathrm{Q}
\end{aligned}
$$

and $q_{i} s_{j} s_{k} q_{l} \in Z$.
(2) There exist expressions $P$ and $Q$ (possibly empty) such that

$$
\begin{aligned}
& \alpha \text { is }{P q_{i}}^{s_{j}} s_{k} Q \\
& \beta \text { is } P_{j} q_{1} s_{k} Q
\end{aligned}
$$

and $q_{i} s_{j} \mathrm{Rq}_{1} \in \mathrm{Z}$
(3) There exists an expression $P$ (possibly empty) such that

$$
\begin{aligned}
& \alpha \text { is } P q_{i} s_{j} \\
& \beta \text { is } P s_{j} q_{1} s_{0}
\end{aligned}
$$

and $q_{i} s_{j} \mathrm{Rq}_{1} \in{ }^{Z}$
$1_{\text {By }}$ the definition of a Turing machine, at most one of the alternatives can hold.
(4) There exist expressions $P$ and $Q$ (possible empty) such that

$$
\begin{array}{lll}
\alpha & \text { is } \quad \mathrm{Ps}_{k} q_{i} s_{j} Q \\
\beta & \text { is } \quad \mathrm{Pq}_{1} s_{k} s_{j} Q
\end{array}
$$

and $q_{i} \mathbf{s}_{j}{ }^{L q_{1}} \in \mathrm{Z}$
(5) There exists an expression $Q$ (possibly empty) such that

$$
\begin{array}{lll}
\alpha & \text { is } & q_{i} s_{j} Q \\
\beta & \text { is } & q_{1} s_{0} s_{j} Q
\end{array}
$$

and $q_{i} s_{j}{ }^{L q} q_{l} \in Z$.
The following theorems follow immediately from this definition.

THEOREM 2.1. If $\alpha \rightarrow \beta(Z)$ and $\alpha \rightarrow \gamma(Z)$, then $\beta=\gamma$. THEOREM 2.2. If $\alpha \rightarrow \beta(Z)$, and $Z \subset Z^{\prime}$, then $\alpha \rightarrow \beta\left(Z^{\prime}\right)$.

DEFINITION 2.8. An instantaneous description $\alpha$ is called terminal with respect to $Z$, if for no $\beta$ do we have $\alpha \rightarrow \beta(Z)$.

DEFINITION 2.9. By a computation of a Turing machine $z$ is meant a finite sequence $\alpha_{1}, \alpha_{2}, \cdots \alpha_{p}$ of instantaneous descriptions such that $\alpha_{i} \rightarrow \alpha_{i+1}(Z)$ for $1 \leqq i \leqq p-1$ and such that $\alpha_{p}$ is terminal with respect to $Z$. In such a case we write " $\alpha_{p}=\operatorname{Res}_{z}\left(\alpha_{1}\right) "$ and we call $\alpha_{p}$ the resultant of $\alpha_{1}$ with respect to z .

EXAAPLE 2.1. The reader will recall that we may write $B$ for $s_{0}$ and $l$ for $s_{1}$. Let $z$ be the Turing macinine consisting of the following quadruples. (Formally, $z$ is the set whose elements are the following quadruples.)

$$
\begin{aligned}
& q_{1} l \mathrm{~Bq}_{1} \\
& \mathrm{q}_{1} \mathrm{BRq}_{2} \\
& \mathrm{q}_{2} \mathrm{lRq}_{2} \\
& \mathrm{q}_{2} \mathrm{BRq}_{3} \\
& \mathrm{q}_{3} \mathrm{lBq}_{3}
\end{aligned}
$$

Let $\alpha_{1}=q_{1}$ llBlll. Then the following is a computation of 2 .

$$
\begin{array}{r}
\alpha_{1}=q_{1} 11 \mathrm{Blll} \\
\rightarrow \mathrm{q}_{1} \mathrm{BlBlll} \\
\rightarrow \mathrm{~Bq}_{2} 1 \mathrm{Blll} \\
\rightarrow \mathrm{Blq}_{2} \mathrm{Blll} \\
\rightarrow \mathrm{BlBq}_{3} 111 \\
\rightarrow \mathrm{BlBq}_{3} \mathrm{Bll}
\end{array}
$$

Note that $B l B q_{3} B l l$ is terminal. Hence $\operatorname{Res}_{Z}\left(q_{1} 11 B l l l\right)=$ $\mathrm{BlBq}_{3}$ Bll. Also note that $Z$ has internal configurations $q_{1}$, $q_{2}$ and $q_{3}$ and has alphabet $B, l$ (or $s_{0}, s_{1}$ ). The reader will note that this particular machine will always perform a computation, i.e. will always stop after a finite number of steps, no matter what instantaneous description it starts with. EXAMPLE .2. Let $z$ be the Turing machine consisting of the following quadruples.

$$
\begin{aligned}
& q_{1} s_{0} R q_{1} \\
& q_{1} s_{1} R q_{1} \\
& q_{1} s_{2} R q_{1} \\
& q_{1} s_{3} s_{0} q_{2}
\end{aligned}
$$

Then the following is a computation of 2 .

$$
\begin{aligned}
s_{2} q_{1} s_{2} s_{1} s_{3} s_{2} & +s_{2} s_{2} q_{1} s_{1} s_{3} s_{2} \\
& +s_{2} s_{2} s_{1} q_{1} s_{3} s_{2} \\
& +s_{2} s_{2} s_{1} q_{2} s_{0} s_{2}
\end{aligned}
$$

which is terminal since no quadruple of $z$ begins with $q_{2} s^{0}$. Note, however, that if we begin with the instantaneous description $\alpha=s_{2} q_{1} s_{2} s_{1} s_{2} s_{1}$, we get tine following

$$
\begin{aligned}
\alpha & =s_{2} q_{1} s_{2} s_{1} s_{2} s_{1} \\
& \rightarrow s_{2} s_{2} q_{1} s_{1} s_{2} s_{1} \\
& \rightarrow s_{2} s_{2} s_{1} q_{1} s_{2} s_{1} \\
& \rightarrow s_{2} s_{2} s_{1} s_{2} q_{1} s_{1} \\
& \rightarrow s_{2} s_{2} s_{1} s_{2} s_{1} q_{1} s_{0} \\
& \rightarrow s_{2} s_{2} s_{1} s_{2} s_{1} s_{0} q_{1} s_{0} \\
& \rightarrow s_{2} s_{2} s_{1} s_{2} s_{1} s_{0} s_{0} q_{1} s_{0} \\
& \rightarrow s_{2} s_{2} s_{1} s_{2} s_{1} s_{0} s_{0} q_{1} s_{0} \quad \ldots
\end{aligned}
$$

and the machine "will go on forever". Since no terminal instantaneous description is reached there is no computation of $Z$ beginning with $\alpha$ and we say "Res $Z_{Z}(\alpha)$ is undefined".

We now show how ruring machines can be used to perform certain numerical computations. If $n$ is a positive integer we write $s_{i}{ }^{n}$ to denote $s_{i} s_{i} \cdots s_{i}\left(n\right.$ occurrences of $s_{i}$ ) and we let $s_{i}{ }^{0}$ denote the empty expression.

DEFINITION 2.10. With each number $n$ we associate the tape expression $\bar{n}$ where $\bar{n}=1^{n+1}$.

DEFINIIION 2.1l. With each k-tuple of integers, $\left(n_{1}, n_{2}, \cdots n_{k}\right)$, we associate the tape expression $\left(\overline{n_{1}, n_{2}, \cdots n_{k}}\right)=$ $\bar{n}_{1} B \bar{n}_{2} B \cdots B \bar{n}_{k}$.

Thus $3=1111$ and $(2,3,0)=111 \mathrm{Blll1Bl}$
DEFINITION 2.12. Let $N$ be any expression. Then $\|M\|$ is the number of occurrences of $l\left(o r s_{1}\right.$ ) in $M$.

Thus, $\left\|l l q_{4} s_{2} s_{4} l B l\right\|=4$ and $\left\|s_{2} s_{5} q_{4} s_{0}\right\|=0$.
DEFINITION 2.13. Let $z$ be a Turing machine. Then, for each $n$, we associate with $Z$ an $n$-ary function

$$
\Psi_{2}^{(n)}\left(x_{1}, x_{2}, \cdots x_{n}\right)
$$

as follows. For each $n$-tuple $\left(m_{1}, m_{2}, \cdots m_{n}\right)$, we set $\alpha=q_{1}\left(\overline{m_{1}, m_{2}, \cdots m_{n}}\right)$. Then we let $\psi_{2}(n)\left(m_{1}, m_{2}, \cdots, m_{n}\right)=$ $\left\|\operatorname{Res}_{z}(\alpha)\right\|$ if $\operatorname{Res}_{z}(\alpha)$ is defined, i.e. if there is a computation of $z$ beginning with $\alpha$, and we leave $\Psi_{Z}{ }^{(n)}\left(m_{1}, m_{2}, \ldots, m_{n}\right)$ undefined if $\operatorname{Res}_{Z}(\alpha)$ is undefined. We write $\Psi_{Z}(x)$ for $\Psi_{Z}{ }^{(1)}(x)$.

DEFINITION 2.14. An n-ary function $f\left(x_{1}, \ldots, x_{n}\right)$ is partially computable if there exists a Turing machine 2 such that

$$
\begin{equation*}
f\left(x_{1}, x_{2}, \cdots, x_{n}\right)=\Psi_{2}^{(n)}\left(x_{1}, x_{2}, \cdots, x_{n}\right) \tag{2}
\end{equation*}
$$

In this case we say that 2 computes f . If in addition, $f\left(x_{1}, x_{2}, \cdots, x_{n}\right)$ is a total function, i.e. has as its domain the set of all n-tuples of positive integers, then it is called computable.

## COMPUTABLE AND RECURSIVE FUNCTIONS.

DEFINITION 3.1. The operation of composition
associates with the functions $f\left(Y^{(m)}\right), g_{1}\left(X^{(n)}\right), g_{2}\left(X^{(n)}\right), \ldots$, $g_{m}\left(X^{(n)}\right)$, the function $h\left(X^{(n)}\right)=f\left(g_{1}\left(X^{(n)}\right), g_{2}\left(X^{(n)}\right), \ldots\right.$, $g_{m}\left(X^{(n)}\right)$ ). This function is defined for precisely those n-tuples $\left(a_{1}, \ldots, a_{n}\right)$ for which $\left(a_{1}, \ldots, a_{n}\right)$ is in the domain of each of the functions $g_{i}\left(X^{(n)}\right), i=1,2, \ldots, m$, and for which the m-tuple

$$
\left(g_{1}\left(a_{1}, \ldots, a_{n}\right), g_{2}\left(a_{1}, \ldots, a_{n}\right), \ldots, g_{m}\left(a_{1}, \ldots, a_{n}\right)\right)
$$

is in the domain of $f\left(Y^{(m)}\right)$. Its value at $\left(a_{1}, \ldots, a_{n}\right)$ is $f\left(g_{1}\left(a_{1}, a_{2}, \ldots, a_{n}\right), g_{2}\left(a_{1}, a_{2}, \ldots, a_{n}\right), \ldots, g_{m}\left(a_{1}, a_{2}, \ldots, a_{n}\right)\right)$.

DEFINITION 3.2. The operation of minimalization associates with each total function $f\left(Y, X^{(n)}\right)$ the function $h\left(X^{(n)}\right)$, whose value for given $X^{(n)}$ is the least value of $Y$, if one such exists, for which $f\left(Y, X^{(n)}\right)=0$, and which is undefined if no such $y$ exists.

We write $h\left(X^{(n)}\right)=\min _{Y}\left[f\left(y, X^{(n)}\right)=0\right]$
EXAMPLE 3.1. Consider the function
$x / 2=\min _{y}[(y+y)-x=0]$. $x / 2$ is a partial function defined only when $x / 2$ is even.

DEFINITION 3.3. The total function $f\left(Y_{, ~} \mathrm{X}^{(\mathrm{n})}\right.$ ) is called regular if $\min _{y}\left[f\left(y, X^{(n)}=0\right]\right.$ is total.

DEFINITION 3.4. A function is partial recursive if it can be obtained by a finite number of applications of composition and minimalization beginning with the functions
of the following list:
(1) $S(x)=x+1$
(2) $\quad U_{i}^{n}\left(x_{1}, \cdots, x_{n}\right)=x_{i}, 1 \leqq i \leqq n$
(3) $x+y$
(4) $\begin{aligned} & x+y=x-y \\ &=0 \\ & \text { if } x \geqq y \\ & \text { if } y>x .\end{aligned}$
(5) xy .

DEFINITION 3.5. A function is recursive if it can be obtained by a finite number of applications of composition and minimalization of regular functions, beginning with the functions of the list of definition 3.4.

The following corollary is immediate from the preceding definitions.

COROLLARY 3.1. Every recursive function is total and is partial recursive.

As will be shown in the appendix, the converse of this is also true.

The remainder of this chapter will be devoted primarily to showing that every recursive function is computable. (We will show in the appendix that every computable function is recursive.)

To show that every recursive function is computable we must construct Turing machines to compute each of the functions in the list of definition 3.4, and for each appropriate set of computable functions a machine that will
compose them, and for each computable function a machine that will minimize it.

THEOREH 3.2. The addition function $f(x, y)=x+y$ is computable.

PROOF: We must construct a Turing machine $Z$ such that $\Psi_{z}{ }^{(2)}(x, y)=x+y$. Consider the machine of example 2.1 consisting of the quadruples

$$
\begin{aligned}
& \mathrm{q}_{1} \mathrm{lBq}_{1} \\
& \mathrm{q}_{1} \mathrm{BRq}_{2} \\
& \mathrm{q}_{2} \mathrm{lRq}_{2} \\
& \mathrm{q}_{2} \mathrm{BRq}_{3} \\
& \mathrm{q}_{3} \mathrm{lBq}_{3}
\end{aligned}
$$

Let $\alpha_{1}=q_{1}\left(\overline{m_{1}, m_{2}}\right)=q_{1} \overline{m_{1}} B \overline{m_{2}}$. Then

$$
\begin{aligned}
& \alpha_{1}=q_{1} 1 l^{m_{1}}{ }_{B l l} m_{2} \\
& \rightarrow q_{1} l^{m_{1}}{ }_{B l l^{m}}{ }_{2} \\
& \rightarrow \mathrm{~Bq}_{2} l^{\mathrm{m}_{\mathrm{Bll}}} \mathrm{~m}_{2} \\
& \rightarrow \mathrm{Bl}^{\mathrm{m}_{l_{\mathrm{q}_{2}}}} \mathrm{mll}^{\mathrm{m}_{2}} \\
& \rightarrow \quad \mathrm{Bl}{ }^{\mathrm{m}} \mathrm{BH}_{3} 11^{\mathrm{m}_{2}} \\
& \rightarrow \mathrm{Bl}^{\mathrm{m}} \mathrm{l}_{\mathrm{Bq}_{3} \mathrm{Bl}} \mathrm{~m}_{2}
\end{aligned}
$$

which is terminal. Thus,

$$
\begin{aligned}
\Psi_{2}^{(2)}\left(m_{1}, m_{2}\right) & =\left\|\operatorname{Res}_{2}\left(\alpha_{1}\right)\right\| \\
& =\| B l^{m_{B q_{3}} B l^{2} \|} \\
& =m_{1}+m_{2}
\end{aligned}
$$

THEOREM 3.3." The successor function, $S(x)=x+1$, is computable.

PROOF: Let 2 be any Turing machine with respect to which $q_{1} \bar{m}$ is terminal for all $m$, e.g. let $Z$ consist of the single quadruple $q_{1} B B q_{1}$. Then $\Psi_{Z}(m)=\left\|q_{1} \bar{m}\right\|=m+1 . \quad[$ THEOREM 3.4. The proper subtraction function, $f(x, y)=$ $x-y$, is computable.

Let $Z$ be the Turing machine consisting of the following quadruples:

$$
\begin{aligned}
& q_{1}{ }^{1} \mathrm{~Bq}_{1} \\
& q_{1} B R q_{2} \\
& q_{2} \operatorname{lRq}_{2} \\
& \mathrm{q}_{2} \mathrm{BRq}_{3} \\
& q_{3} \operatorname{lRq}_{3} \\
& \mathrm{q}_{3} \mathrm{BLq}_{4} \\
& q_{4}{ }^{1 B q_{4}} \\
& q_{4} \mathrm{BLq}_{5} \\
& q_{5} l L q_{6} \\
& q_{6} \operatorname{lLq}_{6} \\
& \mathrm{q}_{6} \mathrm{BLq}_{7} \\
& q_{7} l L q_{8}
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{q}_{7} \mathrm{BRq}_{9} \\
& \mathrm{q}_{8} \mathrm{lLq}_{8} \\
& \mathrm{q}_{8} \mathrm{BRq}_{1} \\
& \mathrm{q}_{9} \mathrm{BRq}_{10} \\
& \mathrm{q}_{10} \mathrm{lBq}_{9}
\end{aligned}
$$

We must show that $\Psi_{Z}(2)\left(m_{1}, m_{2}\right)=m_{1} \doteq m_{2}$ and we consider two cases. Let $\alpha_{1}=q_{1}\left(\overline{m_{1}, m_{2}}\right)=q_{1} \overline{m_{1}} B \bar{m}_{2}$. First suppose that $m_{1} \geqq m_{2}$, and let $k=m_{1}-m_{2}$. Then

$$
\begin{aligned}
\alpha_{1} & =q_{1} l^{m_{1}+l}{ }_{B l} m_{2}+1 \\
& =q_{1} l l^{m_{2}} l_{1} k_{B l}^{m_{2}} 1 \\
& \rightarrow q_{1}{ }^{m_{2}}{ }_{1} k_{B l} m^{m_{2}} 1 \\
& \rightarrow \mathrm{~Bq}_{2} l^{m_{2}} k_{B l} m^{m_{2}} l
\end{aligned}
$$

$$
\rightarrow \mathrm{Bl}^{\mathrm{m}_{2}} 1^{k} \mathrm{q}_{2} \mathrm{Bl}^{\mathrm{m}_{2}} 1
$$

$$
\rightarrow \mathrm{Bl}^{\mathrm{m}_{2}} \mathrm{l}_{\mathrm{Bq}_{3}{ }^{\mathrm{m}}{ }^{\mathrm{m}} \mathrm{l}}
$$

$$
\rightarrow \quad .
$$

$$
\rightarrow \mathrm{Bl}^{\mathrm{m}_{2} \mathrm{k}_{\mathrm{Bl}} \mathrm{~m}_{2} \operatorname{lq}_{3} \mathrm{~B}}
$$

$$
\rightarrow B l^{m_{2} k_{B l}}{ }^{m_{2}} q_{4} 1 \mathrm{~B}
$$

$$
\rightarrow \mathrm{Bl}{ }^{\mathrm{m}_{2} \mathrm{k}_{\mathrm{Bl}} \mathrm{~m}_{\mathrm{q}_{4}} \mathrm{BB}}
$$

$$
\rightarrow \quad \cdots
$$

$$
\rightarrow \mathrm{Bl}^{\mathrm{m}_{2}}{ }_{1} \mathrm{k}_{\mathrm{Bq}_{6}{ }^{m_{2}}}^{\mathrm{BB}}
$$

$$
\rightarrow \mathrm{Bl}^{\mathrm{m}_{2}} \mathrm{l}_{\mathrm{q}_{7}} \mathrm{ml}^{\mathrm{m}_{\mathrm{BB}}}
$$

$$
\begin{aligned}
& \rightarrow \mathrm{q}_{8} \mathrm{Bl}^{\mathrm{m}_{2}} l^{k_{\mathrm{Bl}}{ }^{m_{2}} \mathrm{BB}} \\
& \rightarrow \mathrm{~Bq}_{1} l^{m_{2}} \mathrm{l}_{\mathrm{Bl}}{ }^{m_{2}} \mathrm{BB}=\alpha_{3}
\end{aligned}
$$

Now, except for initial and final $B^{\prime} s, \alpha_{3}$ is like $\alpha_{1}$ with a pair of l's cancelled. The process is now repeated. Eventually

$$
\begin{aligned}
& \alpha_{1}+\ldots \\
& \rightarrow \alpha_{3} \\
& \rightarrow \text {... } \\
& \rightarrow \text {... } \\
& \rightarrow B^{m_{2}} q_{1} 1 l^{k_{B l B}} m^{m_{2}+1} \\
& \rightarrow \text {... } \\
& \rightarrow B^{m_{2}+l} 1^{k_{q_{2}}}{ }^{m_{B}}{ }^{+l} \\
& \rightarrow \text {... } \\
& \rightarrow \mathrm{B}^{\mathrm{m}_{2}+1} \mathrm{l}^{\mathrm{k}_{\mathrm{Bq}_{4}} \mathrm{lB}} \mathrm{~m}^{+1} \\
& \rightarrow \mathrm{~B}^{\mathrm{m}} 2^{+l} \mathrm{l}^{\mathrm{k}} \mathrm{~Bq}_{4} \mathrm{BB}^{\mathrm{m}_{2}+1} \\
& \rightarrow \mathrm{~B}^{\mathrm{m}_{2}+1} \mathrm{l}^{k_{q_{5} B B B}}{ }^{m_{2}+1}=q
\end{aligned}
$$

which is terminal. But ${ }^{\prime} b_{p} \|=k=m_{1}-m_{2}$. Hence, if $m_{1} \equiv m_{2}$,

$$
\Psi_{z}^{(2)}\left(m_{1}, m_{2}\right)=m_{1}-m_{2}
$$

Next suppose that $m_{1}<m_{2}$, and let $k=m_{2}-m_{1}$. Then

$$
\alpha_{1}=q_{1} l^{m_{1}+1} B 1 m_{2}^{+1}
$$

$$
\begin{aligned}
& =q_{1} 1 l^{m} l_{B 1} k_{1}{ }^{m} l_{1} \\
& \rightarrow \mathrm{~Bq}_{1} \mathrm{I}^{\mathrm{m} l_{\mathrm{Bl}}{ }^{\mathrm{k}_{1}}{ }^{\mathrm{m}} \mathrm{l}_{\mathrm{BB}}, ~} \\
& \rightarrow \mathrm{~B}^{\mathrm{m}_{\mathrm{q}_{1}} 1 \mathrm{Bl}{ }^{k_{1 B}}{ }^{m_{1}+1}} \\
& +\mathrm{B}^{\mathrm{m}_{1}} \mathrm{q}_{1} \mathrm{BBl}^{k_{1 B}}{ }^{\mathrm{m}_{1}+1} \\
& +\mathrm{B}^{\mathrm{m}_{1}} \mathrm{~Bq}_{2} \mathrm{Bl}^{\mathrm{k}_{1 \mathrm{~B}} \mathrm{~m}^{+1}} \\
& +B^{m_{1}}{ }_{B B C q_{3} 1^{k}}{ }_{1 B}{ }^{m} l^{+1} \\
& \rightarrow \mathrm{~B}^{\mathrm{m}_{\mathrm{BBl}}}{ }^{k_{q_{4}} 1 \mathrm{~B}} \mathrm{~m}^{+1} \\
& +\mathrm{B}^{\mathrm{m}_{\mathrm{BBl}}}{ }^{k_{q_{4}}} \mathrm{BB}^{\mathrm{m}_{1}+1} \\
& \rightarrow \mathrm{~B}^{\mathrm{m}_{1}} \mathrm{~Bq}_{6} \mathrm{Bl}^{k_{\mathrm{BB}} \mathrm{~m}_{1}+1} \\
& \rightarrow \mathrm{~B}^{\mathrm{m}_{1}}{ }_{\mathrm{q}_{7} \mathrm{BB1}} \mathrm{k}_{\mathrm{BB}}{ }^{\mathrm{m}_{1}+1} \\
& \rightarrow \mathrm{~B}^{\mathrm{m}_{1}} \mathrm{~Bq}_{9} \mathrm{Bl}^{k_{\mathrm{BB}} \mathrm{~m}_{1}+1} \\
& \rightarrow \mathrm{~B}^{\mathrm{m}} \mathrm{BBq}_{10} \mathrm{l}^{\mathrm{k}_{\mathrm{BB}}} \mathrm{~m}^{+1} \\
& \rightarrow B^{m_{1}}{ }_{B B B} k_{q_{10}}{ }^{m_{1}+1}=\alpha_{t}
\end{aligned}
$$

which is terminal. But $\left\|\alpha_{t}\right\|=0$. Hence, if $m_{1}<m_{2}$,

$$
\Psi_{z}^{(2)}\left(m_{1}, m_{2}\right)=0 .
$$

THEOREM 3.5. For each number $n \geqq 1$ and for each number $i, l \leqq i \leqq n$, the $n$-arg function $U_{i}^{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is computable.

Let $Z$ be the Turing machine consisting of the following quadruples, where $j$ runs over all integers $\neq i$ such that $1 \leqq j \leqq n$.

$$
\begin{gathered}
q_{j} 1 B q_{2 n+j} \\
q_{j}{B R q_{j+1}}^{q_{2 n+j}} \begin{array}{c}
B R q_{j} \\
q_{i}{ }^{l B q_{i}} \\
q_{i}{ }^{B R q_{2 n+1}} \\
q_{2 n+1}{ }^{l R q_{2 n+1}} \\
q_{2 n+i}
\end{array}{ }^{B R q_{i+1}}
\end{gathered}
$$

Now, $q_{1}\left(\overline{m_{1}, m_{2}, \cdots m_{n}}\right)=q_{1} 1^{m_{1}+1}{ }_{B 1} m_{2}^{+1} M_{B 1} m_{i}^{+1} M_{B 1} m_{n}+1$

$$
\rightarrow \mathrm{B}^{m_{1}+1} \mathrm{~Bq}_{2} l^{m_{2}+1} \mathrm{~B} \cdots \mathrm{Bl}{ }^{m_{i}+l} \mathrm{~B} \cdots \mathrm{Bl}{ }^{m_{n}+1}
$$

$$
\rightarrow \text {. . . }
$$

$$
\rightarrow \text {. . . }
$$

$$
\rightarrow \mathrm{B}^{\mathrm{m}_{1}+1} \mathrm{BB}^{m_{2}+1} \mathrm{~B} \ldots \mathrm{~Bq}_{\mathrm{i}} \mathrm{Bl}^{\mathrm{m}_{\mathrm{i}}}{ }_{\mathrm{B}} \cdot \cdots \mathrm{Bl} \mathrm{~m}^{+1}
$$

$$
\rightarrow \text {. . . }
$$

$$
\rightarrow B{ }^{m_{1}+1}{ }_{B B} m_{2}^{+1} B \cdots B B l^{m_{i}}{B q_{i+1}}^{\cdots B 1} m_{n}^{m_{n}+1}
$$

$$
\rightarrow \quad .
$$

$$
\begin{aligned}
& \rightarrow B^{s} l^{2 m_{i}} t_{q_{n}} l^{m_{n}+l} \quad \text { (for } s, t \text { suitably chosen) } \\
& \rightarrow \ldots \\
& \rightarrow B^{s_{1}}{ }^{m_{i}} t_{B} m_{n}{ }^{+1} B q_{n+1} B
\end{aligned}
$$

which is terminal. Hence,

$$
\psi_{z}^{(n)}\left(m_{1}, m_{2}, \cdots, m_{n}\right)=\left\|B_{1}^{s}{ }^{m_{i}} t_{B} m_{n}^{+1} B q_{n+1} B\right\|=m_{i}
$$

THEOREM 3.6. The function (similar to the multiplication function) $f(x, y)=(x+1)(y+1)$ is computable. We shall construct a Turing machine $Z$ such that

$$
\Psi_{z}^{(2)}(x, y)=(x+1)(y+1)
$$

Informally what we do is construct $Z$ such that when given an initial instantaneous description, $\alpha_{1}=q_{1} 1_{1}^{m_{1}+1} \mathrm{Bl}^{m_{2}+1}$, it duplicates the second block of l's $m_{1}$ times, each time erasing a 1 from the first block, thus finishing with $m_{1}+1$ blocks each with $m_{2}+1$ l's.

Let $Z$ consist of the following quadruples:

$$
\begin{aligned}
& q_{1} 1 \mathrm{~Bq}_{1} \\
& \mathrm{q}_{1} \mathrm{BRq}_{2} \\
& \mathrm{q}_{2} \mathrm{ls}_{2} \mathrm{q}_{3} \\
& \mathrm{q}_{3} \mathrm{~s}_{2} \mathrm{Rq}_{3} \\
& \mathrm{q}_{3} \mathrm{lRq}_{3} \\
& \mathrm{q}_{3} \mathrm{BRq}_{4} \\
& \mathrm{q}_{4} 1 \mathrm{Rq}_{3}
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{q}_{4} \mathrm{BLq}_{5} \\
& q_{5}{ }^{l L q_{6}} \\
& q_{5}{ }^{B L q_{6}} \\
& q_{6}{ }^{l s}{ }_{3} q_{6} \\
& q_{6} s_{3} \mathrm{Rq}_{7} \\
& q_{6} B^{B q_{10}} \\
& q_{7}{ }^{1 R q_{7}} \\
& q_{7} \mathrm{BRq}_{8} \\
& \mathrm{q}_{8}{ }^{1 \mathrm{Rq}_{8}} \\
& \mathrm{q}_{8} \mathrm{Bl}_{9} \\
& q_{9}{ }^{l L q_{9}} \\
& \mathrm{q}_{9} \mathrm{BLq}_{9} \\
& q_{9} s_{3} q_{5} \\
& q_{10}{ }^{L L q_{10}} \\
& Q_{10}{ }^{B L q_{10}} \\
& q_{10}{ }_{2} \mathrm{~Bq}_{1}
\end{aligned}
$$

The introduction of the two symbols, $s_{2}$ and $s_{3}$, into the alphabet of $Z$ is to aid in the process of counting and regulating the total number of duplications.

Our proof that $\Psi_{Z}(2)\left(m_{1}, m_{2}\right)=\left(m_{1}+1\right)\left(m_{2}+1\right)$ is inductive. It is convenient to prove first a step which will be repeated many times throughout the proof, i.e. the step of duplicating once the second block of l's (the block, $l^{\mathrm{m}_{2}+1}$ ).

Let $\alpha=$ DBl $^{\mathrm{m}_{2}+1} \mathrm{q}_{5}$ BB, where $P$ is an arbitrary tape expression. Then $\alpha \rightarrow \operatorname{PBl}{ }^{2} \mathrm{q}_{6}$ 1 BB

$$
\begin{aligned}
& \rightarrow \mathrm{PBl}^{\mathrm{m}_{2}} \mathrm{q}_{6} \mathrm{~s}_{3} \mathrm{BB} \\
& \rightarrow \mathrm{PBl}^{\mathrm{m}_{2}} \mathrm{~s}_{3} \mathrm{q}_{7} \mathrm{BB} \\
& \rightarrow \mathrm{PBl}^{\mathrm{m}_{2}} \mathrm{~s}_{3} \mathrm{~Bq}_{8} \mathrm{~B} \\
& \rightarrow \mathrm{PBl}^{\mathrm{m}_{2}} \mathrm{~s}_{3} \mathrm{~Bq}_{9} \mathrm{l} \\
& \rightarrow \mathrm{PBl}^{\mathrm{m}_{2} \mathrm{~s}_{3} \mathrm{q}_{9} \mathrm{Bl}} \\
& \rightarrow \mathrm{PBl}^{\mathrm{m}} \mathrm{q}_{9} \mathrm{~s}_{3} \mathrm{Bl}
\end{aligned}
$$

$$
\rightarrow \operatorname{PBl}^{\mathrm{m}_{2}} \mathrm{q}_{5} 1 \mathrm{Bl}
$$

$$
\rightarrow \mathrm{PBl}^{\mathrm{m}_{2}-1} \mathrm{q}_{6} 11 \mathrm{Bl}
$$

$$
\rightarrow \mathrm{PBl}^{\mathrm{m}_{2}-1} \mathrm{q}_{6} \mathrm{~s}_{3} 1 \mathrm{Bl}
$$

$$
\rightarrow \text {... }
$$

$$
\rightarrow \mathrm{PBl}^{\mathrm{m}_{2}-1} \mathrm{~S}_{3} 1 \mathrm{Blq}_{8} \mathrm{~B}
$$

$$
\rightarrow \mathrm{PBl}^{\mathrm{m}_{2}-1} \mathrm{~S}_{3}{ }^{1 \mathrm{Blq}_{9} 1}
$$

+ . . .
+ . .

$$
+\mathrm{PBS}_{3} 1^{\mathrm{m}} 2_{\mathrm{Bl}}{ }^{\mathrm{m}_{2}} \mathrm{q}_{9} 1
$$

$$
\rightarrow \mathrm{PBq}_{9} \mathrm{~s}_{3}{ }^{\mathrm{m}_{2}} \mathrm{Bl}^{\mathrm{m}_{2}+1}
$$

$$
\rightarrow \mathrm{PBq}_{5}{ }^{\mathrm{m}_{2}+1} \mathrm{Bl}^{\mathrm{m}_{2}+1}
$$

$$
\rightarrow \mathrm{Pq}_{6} \mathrm{Bl}^{\mathrm{m}_{2}+1}{ }_{\mathrm{Bl}} \mathrm{~m}_{2}+1
$$

$$
\rightarrow \mathrm{Pq}_{10} \mathrm{Bl}^{\mathrm{m}_{2}+1} \mathrm{Bl}^{\mathrm{m}_{2}+1}
$$

Thus $P B l^{m_{2}+1} q_{5}{ }^{B B} \rightarrow \cdots+\mathrm{Pq}_{10}{ }^{B l}{ }^{m_{2}+1}{ }_{B l} m_{2}^{+1}$ Now let $\alpha_{1}=q_{1}{ }^{11}{ }^{m_{B 1}}{ }^{m_{2}+1}$,
Then $\alpha_{1} \rightarrow q_{1} B{ }^{m} l_{B 1}{ }^{m_{2}+1}$

$$
\begin{aligned}
& \rightarrow \mathrm{Bq}_{2} 1^{\mathrm{m}_{1}} \mathrm{Bl}^{\mathrm{m}_{2}+1} \\
& \rightarrow \mathrm{~Bq}_{3} \mathrm{~s}_{2}{ }^{\mathrm{m}_{1}-1} \mathrm{Bl}^{\mathrm{m}_{2}+1}
\end{aligned}
$$

$$
\rightarrow \text {. . . }
$$

$$
\rightarrow \mathrm{Bs}_{2} 1^{\mathrm{m}_{1}-1} q_{3^{B l}} \mathrm{~m}_{2}^{+1}
$$

$$
\rightarrow \mathrm{Bs}_{2}{ }^{\mathrm{m}_{1}-1} \mathrm{~Bq}_{4}{ }^{\mathrm{m}_{2}+1}
$$

$$
\rightarrow \text {. . }
$$

$$
\rightarrow \mathrm{Bs}_{2}{ }^{\mathrm{m}_{1}-1} \mathrm{Bl}^{\mathrm{m}_{2}+1} \mathrm{q}_{3} \mathrm{~B}
$$

$$
+\mathrm{Bs}_{2} \mathrm{~m}_{1}^{-1} \cdot \mathrm{ml}_{2}^{+1} \mathrm{~Bq}_{4} \mathrm{~B}
$$

$$
+\mathrm{Bs}_{2} 1^{\mathrm{m}_{1}-1} \mathrm{Bl}^{\mathrm{m}_{2}+1} \mathrm{q}_{5} \mathrm{BB}
$$

+ ...

$$
+\mathrm{Bs}_{2}{ }^{\mathrm{m}_{1}-1} \mathrm{q}_{10^{-11}} \mathrm{~m}_{2}^{+1} \mathrm{Bl} \mathrm{~m}^{+1}
$$

by (*)

$$
\rightarrow \mathrm{Bq}_{10^{\mathrm{s}} 2^{1}} \mathrm{~m}_{1}^{-1} \mathrm{~m}^{m_{2}+1} \mathrm{ml}^{m_{2}+1}
$$

$$
\rightarrow \mathrm{Bq}_{1} \mathrm{Bl} \mathrm{~m}_{1}^{-1} \mathrm{Bl}_{2}^{\mathrm{m}_{2}+1} \mathrm{Bl}^{\mathrm{m}_{2}+1}
$$

$$
\rightarrow \mathrm{BBq}_{2} 1^{\mathrm{m}_{1}-1} \mathrm{Bl}^{\mathrm{m}_{2}+1} \mathrm{Bl} \mathrm{~m}_{2}^{+1}=\alpha_{k}
$$

Thus the "effect" of the Turing machine is to delete a 1 from the expression $1^{m_{1}}$ and to duplicate $1^{m_{2}+1}$. This process
occurs again and again until

$$
\begin{aligned}
& \alpha_{k} \rightarrow \cdots \\
& \rightarrow B^{m_{1}} q_{10} S_{2} \underbrace{\mathrm{~m}_{2}^{+1}{ }_{B l}^{m_{2}+1} \underbrace{m_{2}+1}_{B \cdots B l}}_{m_{1}+1 \text { times }} \\
& \rightarrow \ldots \\
& \rightarrow B^{m_{1}+1} q_{2} B \underbrace{\mathrm{~m}_{2}^{+1}{ }_{B l}^{m_{2}+1}{ }_{B \cdot \cdots B 1}{ }^{m_{2}+1}}_{m_{1}+1 \text { times }}=\alpha_{p}
\end{aligned}
$$

But $\alpha_{p}$ is terminal, and $\left\|\alpha_{p}\right\|=\left(m_{1}+1\right)\left(m_{2}+1\right)$. Hence,

$$
\Psi_{Z}^{(2)}(x, y)=(x+1)(y+1)
$$

THEOREM 3.7. Let $f\left(Y^{(m)}\right), g_{1}\left(X^{(n)}\right), g_{2}\left(X^{(n)}\right), \ldots, g_{m}\left(X^{(n)}\right)$ be (partially) computable. Let $h\left(X^{(n)}\right)$ be given by.

$$
h\left(X^{(n)}\right)=f\left(g_{1}\left(X^{(n)}\right), g_{2}\left(X^{(n)}\right), \ldots, g_{m}\left(X^{(n)}\right)\right.
$$

Then $h\left(X^{(n)}\right)$ is (partially) computable. Thus the class of (partially) computable functions is closed under the operation of composition.

Before proving theorem 3.7., let us use it to show that multiplication is computable.

COROLLARY 3.8. The multiplication function $f(x, y)=x y$ is computable.

Let $f\left(x_{1}, x_{2}\right)=x_{1}-x_{2} ; g_{1}(x, y)=(x+1)(y+1)$;
$g_{2}(x, y)=y+1$. Then by Theorems 3.4 and $3.6, f$ and $g_{1}$ are computable and $g_{2}(x, y)=S\left(U_{2}^{2}(x, y)\right)$ and so is computable
by theorems $3.5,3.6$, and 3.7 . Thus by theorem 3.7

$$
\begin{aligned}
h(x, y) & =f\left(g_{1}(x, y), g_{2}(x, y)\right. \\
& =(x+1)(y+1)-(y+1) \\
& =(x+1)(y+1)-(y+1) \\
& =x y+x \quad \text { is computable. }
\end{aligned}
$$

Now taking $f\left(x_{1}, x_{2}\right)=x_{1} \div x_{2}$ again and taking $g_{1}(x, y)=x y+x$ and $g_{2}(x, y)=U_{1}^{2}(x, y)=x$ we have the computability of $k(x, y)=f\left(g_{1}(x, y), g_{2}(x, y)\right)=(x y+x)-x=x y$. Thus $x y$ is computable.

We will now prove theorem 3.7. We shall adopt the convention of systematically omitting final occurrences of $B$ (a blank) in instantaneous descriptions, unless the $B$ is immediately preceded by a $q_{i}$. Thus if $z$ contains the quadruple $q_{3} \operatorname{BLq}_{3}$ we shall write $l l s_{3} s_{2} l q_{3} B \rightarrow l l s_{3} s_{2} q_{3} l(Z)$. A check with definition 2.7 will show that there is no problem in doing this.

DEFINITION 3.6. If z is a Turing machine we let $\theta(z)$ be the largest number $i$ such that $q_{i}$ is an internal configuration of 2 .

DEFINITION 3.7. A Turing machine $Z$ is called n-regular $(n>0)$ if (1) there is an $s>0$ such that, whenever $\operatorname{Res}_{Z}\left[q_{1}\left(\overline{m_{1}, \ldots, m_{n}}\right)\right]$ is defined, it has the form $q_{\theta(Z)}\left(\overline{r_{1}, \ldots r_{s}}\right)$ for suitable $r_{1}, \cdots, r_{s}$, and
(2) no quadruple of $z$ begins with $q_{\theta(z)} \cdot$

Informally, $n$-regular Turing machines present the outputs of a computation in a form suitable as inputs of a computation by another machine. DEFINITION 3.8. If $Z$ is a Turing machine, then $Z^{(n)}$ is the Turing machine obtained from $Z$ by replacing each internal configuration $q_{i}$, at all of its occurrences in quadruples of $Z$, by $q_{n+i}$.

LEMMA 3.1. For every Turing machine $Z$, we can find a Turing machine $Z^{\prime}$ such that, for each $n, Z^{\prime}$ is n-regular, and, in fact,

$$
\operatorname{Res}_{z},\left[q_{1}\left(\overline{m_{1}, \cdots, m_{n}}\right)\right]=q_{\theta\left(Z^{\prime}\right)} \overline{\Psi_{z}(n)\left(m_{1}, \cdots, m_{n}\right)}
$$

PROOF: In this and in future descriptions of Turing machines there may be comments apparing in parentheses at the right of the formal list of quadruples. These comments are intended only as informal aids to give an intuitive idea of what the machine is "doing".

Let $\lambda$ and $\rho$ be the first two symbols in the list $s_{2}, s_{3}, s_{4}, \cdots$ that are not in the alphabet of $Z$. Let $Z_{1}$ consist of the following quadruples:

$$
\begin{aligned}
& \mathrm{q}_{1} \mathrm{lLq}_{1} \\
& \mathrm{q}_{1} \mathrm{BR}_{1} \\
& \mathrm{q}_{1} \lambda \mathrm{Rq}_{2} \\
& \mathrm{q}_{2} \mathrm{lRq}_{2} \\
& \mathrm{q}_{2} \mathrm{BRq}_{3}
\end{aligned} \quad \text { (print } \lambda \text { on the left) }
$$

| $\mathrm{q}_{3} \mathrm{lRq} \mathrm{m}_{2}$ | (move right until a double blank is reached) |
| :---: | :---: |
| $\mathrm{q}_{3} \mathrm{BL}_{4}$ |  |
| $\mathrm{q}_{4} \mathrm{~B} \mathrm{q}_{4}$ | (print $\rho$ on the right) |
| $q_{4} \mathrm{pLq}_{5}$ |  |
| $q_{5}{ }^{1 L q_{5}}$ |  |
| $q_{5}{ }^{B L} q_{5}$ | (move left until $\lambda$ is reached) |
| $\mathrm{q}_{5}{ }^{\lambda R q_{6}}$ |  |

It is easy to see that with respect to $Z_{1}$ '

$$
q_{1}\left(\overline{m_{1}, \cdots, m_{n}}\right) \rightarrow \cdots \rightarrow q_{6}\left(\overline{m_{1}, \cdots, m_{n}}\right) \rho
$$

which is terminal. Now set $K=\theta\left(Z^{(5)}\right)=\theta(z)+5$ and let $Z_{2}$ consist of all the quadruples of $Z^{(5)}$ in addition to the following quadruples, where $q_{i}$ may be any internal configuration of $Z^{(5)}$

$$
\begin{array}{cl}
q_{i} \lambda B q_{k+i} & \text { (erase the marker } \lambda \text { ) } \\
q_{k+i}{ }^{B L q_{2 k+i}} & \\
q_{2 k+i}{ }^{B \lambda q_{2 k+i}} & \text { (print } \lambda \text { one square to the left) } \\
q_{2 k+i} \lambda R q_{i} & \text { (return to the main computation) } \\
q_{i} \rho^{B q_{3 k+i}} & \text { (erase the marker } \rho \text { ) } \\
q_{3 k+i}{ }^{B R q_{4 k+i}} & \\
q_{4 k+i}{ }^{B \rho q_{4 k+i}} & \text { (print pone square to the right) } \\
q_{4 k+i} & \text { (return to the original computa- } \\
\text { tion) }
\end{array}
$$

Obviously the effect of $Z^{(5)}$ by itself on the instantaneous description $q_{6}\left(m_{1}, \cdots, m_{n}\right)$ would be the same as
that of 2 on $q_{1}\left(m_{1}, \ldots, m_{n}\right)$ only with the subscript of each q raised by 5. But if we were to "put $Z(5)$ to work" on the instantaneous description $\lambda q_{6}\left(\overline{m_{1}, \cdots, m_{n}}\right) \rho$ it would get stuck the first time it scanned $\lambda$ or $\rho$ since neither $\lambda$ nor $\rho$ is in the alphabet of $Z$ and hence of $z^{(5)}$. It is easy to see, then, that the addition of the above quadruples allows $Z_{2}$ to deal with $\lambda$ and $\rho$ and perform basically the same computation that $Z^{(5)}$ would perform if $\lambda$ and $\rho$ weren't there. Now, either $\operatorname{Res}_{Z}\left[q_{1}\left(\overline{m_{1}, \cdots, m_{n}}\right)\right]$ is defined in winch case we have, with respect to $Z_{2}$,

$$
\lambda q_{6}\left(\overline{m_{1}, \cdots, m_{n}}\right) \rho \rightarrow \cdots \rightarrow \lambda \alpha \rho,
$$

which is terminal, where $\|\alpha\|=\left\|\operatorname{Res}_{2}\left[q_{1}\left(\overline{m_{1}}, \cdots \cdots, m_{n}\right)\right]\right\|$, or $\operatorname{Res}_{Z}\left[\mathrm{I}_{1}\left(\overline{m_{1}}, \ldots, m_{n}\right)\right]$ is undefined, in which case so is $\operatorname{Res}_{\ddot{Z}_{2}}\left[\lambda q_{\sigma}\left(m_{1}, \cdots, m_{n}\right) \rho\right]$.

Let $K=5 K+1$ and let $Z_{3}$ consist of all the quadruples of the form $q_{i} s_{j} s_{j} q_{i l}$ where $q_{i}$ is any internal configuration of $Z_{2}$, where $s_{j}$ belongs to the alphabet of $Z_{2}$, and where no quadruple beginning with $q_{i} s_{j}$ belongs to $Z_{2}$. Clearly, if $\lambda \mathrm{Pq}_{i} \mathrm{Q} \rho$ is a terminal instantaneous description with respect to $Z_{2}$, we have

$$
\lambda P q_{i} Q_{\rho} \rightarrow \lambda P q_{i l} Q_{\rho} \quad\left(Z_{3}\right)
$$

where $\lambda \mathrm{Pq}_{\mathrm{i} 1} \mathrm{Q}_{\rho}$ is terminal in $\mathrm{Z}_{3}$.
Next let $Z_{4}$ consist of the following quadruples where $s_{j}$ ranges over all the symbols of the alpinabet of $z$ other
than 1 and $B\left(i . e . s_{0}\right.$ and $s_{1}$ )

$$
q_{i N} 1 L q_{i 1}
$$

$$
\left.\mathrm{q}_{\mathrm{i} 1} \mathrm{BLq}_{\mathrm{M}} \quad \text { (move leftward looking for } \lambda\right)
$$

$$
q_{i M}{ }^{\mathbf{s}}{ }^{L q_{i V}}
$$

$$
q_{i \cdot i}^{\lambda R q_{i M+1}}
$$

$q_{i 1+1} s_{j}{ }^{B q_{i 1+1}}$
$q_{1+1}{B R g_{M+1}}^{\text {(move rightward looking for a l) }}$
$q_{M+1} 1 B q_{M+2}$
$q_{i+1} \rho \mathrm{~Bq}_{\mathrm{N}+4}$
(if $\rho$ is reached without a 1 , prepare to terminate)
$q_{M+2}{ }^{B L q_{M+2}}$
$\mathrm{g}_{\mathrm{il}+2^{1 R q_{i l}}+3}$
$q_{i+2}{ }^{\lambda R q_{i l}+3}$
(locate the block of l's)
$\mathrm{q}_{\mathrm{il} 1+3} 3^{\mathrm{Bl}} \mathrm{q}_{\mathrm{in}+3}$
(add 1 to the block of l's)
$\mathrm{q}_{\mathrm{Mi}+3}{ }^{1 R q_{M+1}}$
$q_{M+4} \operatorname{BLq}_{M+4}$
$\mathrm{q}_{1 \AA+4} \mathrm{lRq}_{\mathrm{iq}+4} \quad$ (terminate)
$q_{i+4} \lambda l q_{i+5}$

With respect to $Z_{4} \quad \lambda \mathrm{Pq}_{\mathrm{H}} \mathrm{Qp} \rightarrow \ldots$

$$
\begin{aligned}
& \rightarrow q_{i N} \lambda P Q_{\rho} \\
& \rightarrow \lambda q_{N+1} P Q_{\rho} \\
& \rightarrow \ldots
\end{aligned}
$$

and the process is repeated. If there were originally $p$ 1's present ie eventually have $\rightarrow$...

$$
\begin{aligned}
& \rightarrow \lambda I_{B} P_{q_{1+1}} 0 \\
& \Rightarrow \lambda I^{1} B^{t} q_{I+4} B \\
& \rightarrow \ldots \\
& \rightarrow q_{1+4} \lambda P^{P} \\
& \therefore q_{1 i+5}{ }^{p+1}
\end{aligned}
$$

$$
\Rightarrow T_{i+4} \lambda^{i p} \quad \text { (in accordance witt }
$$

the convention of
smiting final e's.l

Finally let $z^{2}=z_{1} U^{2} U^{2} U^{2} 4^{\circ}$ Then combining our prom vinous observations wi n our present ones: we have

$$
\begin{aligned}
\operatorname{Pes}_{2}\left[q_{1}\left(m_{1}, \ldots m_{n_{1}}\right)\right] & =q_{1+5^{1}} \operatorname{lies}_{2}\left[q_{1}\left(m_{1}, \ldots, m_{n}\right)\right] n+2 \\
& =c_{0\left(2^{\prime}\right){ }^{\Psi_{2}}(n)\left(m_{1}, a_{2}, \ldots, n_{n}\right)}
\end{aligned}
$$

LEHA 3.2. For ear m-regular Turing machine $z$ and each a 0 , there is a $(p+n)$ regular ring machine $z_{p}$ such that Whenever

$$
\operatorname{kes}_{i}\left[c_{i}\left(m_{1}, \ldots, M_{2}\right)\right]=q_{\theta(Z)}\left(r_{1}, \ldots, r_{5}\right)
$$

$$
\begin{aligned}
& \rightarrow \lambda B^{S} q_{N_{i}+1} \text { IWo where sql and in is a } \\
& \rightarrow \lambda B^{s} q_{M+2}{ }^{B W \rho} \\
& \rightarrow \text {... } \\
& +q_{M+2} \lambda B^{s+1} W \rho \\
& \rightarrow \lambda q_{\mathrm{M}+3} \mathrm{E}^{\mathrm{s+1}} \mathrm{~N}_{\mathrm{N} \rho} \\
& \rightarrow \lambda q_{M+3} 1 z^{s W} \rho \\
& +\lambda I q_{L I+1}{ }^{5}+\mathrm{No}
\end{aligned}
$$

it is also the case that

$$
\begin{aligned}
& \operatorname{Res}_{z_{p}}\left[q_{1}\left(\overline{k_{1}, \ldots, k_{p}, m_{1}, \ldots, m_{n}}\right)\right]= \\
& \quad q_{\theta(z)}\left(\overline{k_{1}, \ldots, k_{p}, r_{1}, \ldots, r_{s}}\right) .
\end{aligned}
$$

whereas, whenever $\operatorname{Res}_{2}\left[q_{1}\left(m_{1}, \ldots, m_{n}\right)\right]$ is undefined, so is $\operatorname{Res}_{Z_{p}}\left[q_{1}\left(k_{1}, \ldots, k_{p}, m_{1}, \ldots, m_{n}\right)\right]$.

PROOF: Let $\delta, \varepsilon$ be distinct $s_{i}$ 's not in the alphabet of $z$. Let $U_{1}$ consist of the following quadruples.

$$
\begin{aligned}
& q_{1} l \delta q_{l} \quad \text { (replace the first } 1 \text { by } \delta \text { ) } \\
& q_{1} \delta R q_{2} \\
& q_{i} l \varepsilon q_{i} \\
& q_{i} \varepsilon R q_{i} \\
& q_{i} B R q_{i+1} \\
& q_{p+1} l \varepsilon q_{p+1} \\
& q_{p+1} \varepsilon R q_{p+1} \\
& q_{p+1} B \varepsilon q_{p+2} \\
& q_{p+2} \varepsilon R q_{p+3}
\end{aligned} \text { (replace lay } \begin{aligned}
& \text { ) } \\
& q_{p}
\end{aligned}
$$

With respect to $u_{1} q_{1}\left(\overline{k_{1}, \ldots, k_{p}, m_{1} \ldots, m_{n}}\right)$

$$
\begin{aligned}
& \rightarrow q_{1} \delta l^{k_{1}}{ }_{B} \ldots B l^{k_{p}+1}{ }_{B l} m_{1}{ }^{+1}{ }_{B} \ldots B l^{m_{n}+1} \\
& \rightarrow \delta q_{2}{ }^{k_{1}}{ }_{B} \ldots B l^{k_{p}+1}{ }_{B l}{ }^{m_{1}+1}{ }_{B} \ldots B l^{m_{n}+1} \\
& \rightarrow \text {... }
\end{aligned}
$$

$$
\begin{aligned}
& \rightarrow \delta \varepsilon{ }^{k_{1}}{ }_{B} \ldots \varepsilon_{\varepsilon}{ }^{k_{p}+1} q_{p+1}{ }^{B l}{ }^{m_{1}+1} B \ldots B l^{m_{n}+1} \\
& \rightarrow \delta \varepsilon^{k_{1}}{ }_{B} \ldots \varepsilon^{k_{p}+1} q_{p+2} \varepsilon^{m_{1}+1} B \ldots B l^{m_{n}+1} \\
& \rightarrow \delta \varepsilon{ }^{k_{1}}{ }_{B \ldots \varepsilon_{\varepsilon}}{ }^{k_{p}+1} \varepsilon q_{p+3}\left(\overline{m_{1}, \ldots, m_{n}}\right),
\end{aligned}
$$

which is terminal.
Next, let $N=\theta\left(Z^{(p+2)}\right)$, and let $U_{2}$ consist of all the quadruples of $z^{(p+2)}$ and, in addition, the following quadrumples, where $q_{i}$ may be any internal configuration of $z^{(p+2)}$ :

$$
\begin{aligned}
& q_{i} \varepsilon l q_{N+i} \quad \text { (interrupt computation) } \\
& q_{N+i} l L q_{N+i} \\
& \left.q_{i N+i} \varepsilon L q_{N+i}\right\} \text { (search for } \delta \text { ) } \\
& q_{N+i}{ }^{B L q_{N+i}} \\
& q_{N+i} \delta B q_{2 N+i} \\
& q_{2 N+i}{ }^{B L q_{3 N+i}} \\
& q_{3 N+i}{ }^{B \delta q_{3 N+i}} \quad \text { (copy } \delta \text { ) } \\
& q_{3 N+i} \delta R q_{4 N+i} \\
& q_{4 N+i} \varepsilon R q_{5 N+i} \\
& q_{4 N+i^{1 B q}} \quad \text { (resume main computation) } \\
& q_{5 N+i} \varepsilon^{\Sigma q_{6 N+i}} \quad \text { (observing } \varepsilon \text {, prepare to } \\
& q_{5 N+i}{ }^{B L q_{7 N+i}} \\
& q_{5 N+i}{ }^{l L q_{6 N+i}} \\
& q_{6 N+i} \varepsilon \varepsilon q_{8 N+i} \quad(\text { copy } \varepsilon) \\
& q_{6 N+i} B \varepsilon q_{8 N+i}
\end{aligned}
$$

$$
\begin{array}{ll}
q_{7 N+i} \varepsilon^{B q_{8 N+i}} & \text { (copy B) } \\
q_{7 N+i}{ }^{B} \varepsilon q_{7 N+i} \\
q_{8 N+i} \varepsilon \text { Rq }_{4 n+i} & \text { (repeat) } \\
q_{8 N+i}{ }^{B R q_{4 n+i}} &
\end{array}
$$

If $P$ is any tape expression, then, with respect to $U_{2}$ '

$$
\begin{aligned}
& \delta \varepsilon{ }^{k} 1_{B} \ldots B \varepsilon{ }^{k_{p}+1} q_{i} \varepsilon P \rightarrow \delta \varepsilon{ }^{k_{1}}{ }_{B} \ldots B \varepsilon^{k_{p}+1} q_{N+1} l P \\
& \rightarrow q_{N+i} \delta \varepsilon^{k_{1}}{ }_{B} \ldots B \varepsilon \varepsilon^{k_{p}+1} 1 P \\
& +q_{2 N+i} B_{\varepsilon}{ }^{k_{1}}{ }_{B} \ldots B_{\varepsilon}{ }^{k_{p}+1}{ }_{l P} \\
& \rightarrow q_{3 N+i^{B B \varepsilon}}{ }^{k} 1_{B} \ldots E_{\varepsilon}{ }^{k_{p}+1} 1 P \\
& \rightarrow q_{3 N+i} \delta B \varepsilon{ }^{k} 1_{B} \ldots B \varepsilon{ }^{k_{p}+1}{ }_{l P} \\
& \rightarrow \delta q_{4 N+i} B \varepsilon{ }^{k} 1_{B} \ldots B \varepsilon{ }^{k_{p}+1}{ }_{1 P} \\
& \rightarrow \delta \mathrm{~Bq}_{5 \mathrm{~N}+\mathrm{i}^{\varepsilon}} \mathrm{k}_{\mathrm{B}} \ldots \ldots \varepsilon^{\mathrm{k}_{\mathrm{p}}+1}{ }_{1 \mathrm{P}} \\
& \rightarrow \text {. . } \\
& \rightarrow \text {. . } \\
& \rightarrow \delta \varepsilon{ }^{k_{1}}{ }_{B} \ldots \varepsilon^{k_{p}+1} q_{5 N+i^{1 P}} \\
& \rightarrow \delta \varepsilon{ }^{k} 1_{B} \ldots B \varepsilon^{k} p^{+1} \varepsilon q_{i} B P
\end{aligned}
$$

Thus, under the "action" of $U_{2}$, all of the $\varepsilon$ 's are moved one square to the left whenever one of them is encountered, making room for a computation, equivalent to that which $Z$ would
make, to be carried out.
Now, let $U_{3}=U_{1} U_{2}$. Then, with respect to $U_{3}$, $q_{1}\left(k_{1}, \ldots, k_{p}, m_{1}, \ldots, m_{n}\right) \rightarrow \ldots$

$$
\begin{aligned}
& \rightarrow \delta \varepsilon^{k_{1}} 1_{B} \ldots B \varepsilon{ }^{k_{p}+1} \varepsilon q_{p+3}\left(\overline{m_{1}, \ldots, m_{n}}\right) \\
& \rightarrow \ldots \\
& \rightarrow \delta \varepsilon^{k_{1} 1_{B} \ldots B \varepsilon^{k_{p}+1} \varepsilon q_{N}\left(\overline{r_{1} \ldots, r_{s}}\right)}
\end{aligned}
$$

wherever $\operatorname{Res}_{Z}\left[q_{1}\left(\overline{m_{1}, \ldots, m_{n}}\right)\right]$ is defined; otherwise, there is no computation beginning with $q_{1}\left(\overline{k_{1}, \ldots, k_{p}, m_{1}, \ldots, m_{n}}\right)$ (i.e. when starting with this instantaneous description, the machine will never stop).

Finally, let $M=\theta\left(U_{3}\right)$ and let $Z_{p}$ consist of all the quadruples of $U_{3}$ in addition to the following:

$$
\begin{aligned}
& q_{N} 1 L q_{N} \\
& q_{N} \varepsilon B q_{M+1} \quad \text { (erase one } \varepsilon \text { ) } \\
& q_{M+1} B L q_{M+1} \\
& q_{M+1} \varepsilon l q_{M+1} \\
& q_{M+1} 1 L q_{M+1} \\
& q_{M+1} \delta l q_{M+2}
\end{aligned}
$$

Then, using what we have just shown for $U_{3}$, we have with respect to $Z_{p}$, whenever $\operatorname{Res}_{2}\left[q_{1}\left(\overline{m_{1}, \ldots, m_{n}}\right)\right]$ is defined,

$$
q_{1}\left(\overline{k_{1} \ldots, k_{p}, m_{1} \cdots{ }^{\prime} m_{n}}\right) \rightarrow \ldots
$$

$$
\begin{aligned}
& \rightarrow \delta \varepsilon{ }^{k_{1}}{ }_{B \ldots \varepsilon}{ }^{k_{p}+1} \varepsilon q_{N}\left(\overline{r_{1} \ldots, r_{s}}\right) \\
& \rightarrow \delta \varepsilon^{k_{1}}{ }_{B \ldots E}{ }^{k_{p}+1} q_{N E}\left(\overline{r_{1} \ldots, r_{s}}\right) \\
& \rightarrow \delta \varepsilon^{k_{1}}{ }_{B} \ldots B_{\varepsilon}{ }^{k_{p}+1} q_{M+1} B\left(\overline{r_{1} \ldots, r_{s}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \rightarrow q_{M+1} \delta l^{k_{1}}{ }_{B} \ldots B 1{ }^{k_{p}+1}{ }_{B\left(\overline{r_{1}, \ldots, r_{s}}\right)} \\
& \rightarrow q_{M+2}{ }^{k_{1}+1} B \ldots B 1{ }^{k_{p}+1} B\left(\overline{r_{1} \ldots, r_{s}}\right) \\
& =q_{\theta\left(Z_{p}\right)}\left(\overline{k_{1}, \ldots, k_{p}, r_{1}, \ldots, r_{s}}\right)
\end{aligned}
$$

which is terminal.
LEMMA 3.3. THE COPYING MACHINES $C_{p}$. For each $p \geqq 0$ there exists a Turing machine $C_{p}$ such that $C_{p}$ is $t-r e g u l a r$ for all $t>p$ and

$$
\begin{aligned}
& \operatorname{Res}_{C_{p}}\left[q_{1}\left(k_{1}, \ldots, k_{p}, m_{1}, \ldots, m_{n}\right)\right]= \\
& \\
& q_{p+16}\left(\overline{m_{1}, \ldots, m_{n}, k_{1} \ldots k_{p}, m_{1} \ldots m_{n}}\right)
\end{aligned}
$$

Informally, the machine $C_{p}$ recopies on the left all but the $p$ leftmost arguments. Note that $p=0$ is permitted. Let $C_{p}$ consist of the following quadruples:

$$
\begin{aligned}
& q_{1}{ }^{I L q_{1}} \\
& q_{1} \mathrm{BLq}_{2} \\
& q_{2}{ }^{B s_{2}} q_{2} \\
& q_{2} s_{2} \mathrm{Rq}_{3}
\end{aligned} \quad \text { (set "marker" } s_{2} \text { ) }
$$



$$
\begin{aligned}
& q_{p+9}{ }^{B L q_{p+10}} \\
& q_{p+10}{ }^{B s} 4_{4} q_{p+10} \quad \text { (copy } 1 \text {, temporarily using } s_{4} \text { ) } \\
& q_{p+10} s_{4} R_{p+14} \\
& q_{p+11} 1 L q_{p+11} \\
& q_{p+11} B_{p+11} \text { (go left) } \\
& q_{p+11}{ }^{\delta L q_{p+11}} \\
& q_{p+11} s_{4}{ }^{l q_{p+12}} \quad \text { (replace } s_{4} \text { by } 1 \text { ) } \\
& q_{p+11} S_{5} B q_{p+12} \text { (replace } s_{5} \text { by } B \text { ) } \\
& q_{p+12}{ }^{l L q_{p+13}} \text { (go left one square) } \\
& q_{p+12}{ }^{B L q} q_{p+13} \\
& q_{p+13} \mathrm{Bs}_{5} \mathrm{q}_{\mathrm{p}+13} \text { (copy } \mathrm{B} \text {, temporarily using } \mathrm{s}_{5} \text { ) } \\
& \mathrm{q}_{\mathrm{p}+13^{s_{5}}} \mathrm{Rq}_{\mathrm{p}+14} \\
& q_{p+14}{ }^{1 R q_{p+14}} \\
& \mathrm{q}_{\mathrm{p}+14} \mathrm{BRq}_{\mathrm{p}+14} \text { (go right) } \\
& q_{p+14} s_{3} R_{p+14} \\
& q_{p+14^{s}} 4^{l q_{p+6}} \text { (restore } 1 \text { and repeat) } \\
& q_{p+14} s_{5} B q_{p+6} \quad \text { (restore } B \text { and repeat) } \\
& q_{p+15}{ }^{l L q_{p+15}} \text { (go left) } \\
& q_{p+15}{ }^{B L q_{p+15}} \\
& q_{p+15^{s}}{ }^{l} q_{p+16} \quad \text { (replace } s_{4} \text { by } 1 \text { and terminate) }
\end{aligned}
$$

Now, with respect to $\mathrm{C}_{0}$,

$$
\begin{aligned}
q_{1}\left(\overline{m_{1}, \ldots, m_{n}}\right) & \rightarrow \ldots \\
& \rightarrow q_{2} s_{2} B\left(\overline{m_{1}, \ldots, m_{n}}\right) \\
& +s_{2} q_{3} B\left(\overline{m_{1}, \ldots, m_{n}}\right) \\
& \rightarrow s_{2} q_{3} s_{3}\left(\overline{m_{1} \ldots, m_{n}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \rightarrow s_{2} s_{3}\left(\overline{m_{1}, \ldots, m_{n-1}}\right) B 1^{m_{n_{7}}}{ }^{1} \\
& \rightarrow q_{8} s_{2} s_{3}\left(\overline{m_{1}, \ldots, m_{n-1}}\right) B 1{ }^{m_{n_{s}}} \\
& \rightarrow q_{10} s_{4} s_{3}\left(m_{1} \ldots m_{n-1}\right) B 1{ }^{m_{n_{4}}} \\
& \rightarrow s_{4} s_{3}\left(\frac{m_{1} \ldots, m_{n-1}}{}\right){ }^{m} n^{n_{q_{14}} s_{4}} \\
& \rightarrow \text {... } \\
& \rightarrow q_{11} s_{4} 1^{m_{n}} s_{3}\left(\overline{m_{1} \ldots, m_{n-1}}\right) s_{5} 1^{m_{n}+1} \\
& +q_{12} 1^{m_{n}+1} s_{3}\left(\overline{m_{1}, \ldots, m_{n-1}}\right) s_{5} 1^{m_{n}+1} \\
& \rightarrow q_{13} s_{5} 1^{m_{n}+1} s_{3}\left(\overline{m_{1}, \ldots, m_{n-1}}\right) s_{5} l^{m_{n}+1} \\
& \rightarrow \text {... } \\
& \left.\rightarrow s_{4} 1^{m_{1}}{ }_{B\left(\overline{m_{2}} \ldots, m_{n}\right.}\right) q_{7} s_{3}\left(\overline{m_{1} \ldots, m_{n}}\right) \\
& \left.\rightarrow q_{15} s_{4} 1^{m_{1}} B_{\left(\overline{m_{2}} \ldots, m_{n}\right.}\right) B\left(\overline{m_{1}, \ldots, m_{n}}\right) \\
& \rightarrow q_{16}\left(\overline{m_{1}, \ldots, m_{n}, m_{1}, \ldots, m_{n}}\right)
\end{aligned}
$$

For $p>0$,

$$
\begin{aligned}
q_{1}\left(\overline{k_{1}, \ldots, k_{p}, m_{1}, \ldots, m_{n}}\right) & \rightarrow \ldots \\
& \left.\rightarrow q_{2} s_{2} B \overline{\left(k_{1}, \ldots, k_{p}, m_{1}, \ldots, m_{n}\right.}\right) \\
& \rightarrow \ldots \\
& \rightarrow s_{2} B\left(\overline{k_{1}, \ldots, k_{p}}\right) q_{p+3} s_{3}\left(\overline{m_{1}, \ldots, m_{n}}\right)
\end{aligned}
$$

The computation now proceeds as in the case $p=0$, working from the right and copying onto the left until $s_{3}$ is reached. The terminal instantaneous description is

$$
q_{p+16}\left(\overline{m_{1}, \ldots, m_{n}, k_{1}, \ldots, k_{p}, m_{1} \ldots, m_{n}}\right)
$$

LEMMA 3.4. THE TRANSFER MACHINES, $R_{p}$. For each $p>0$ there exists a Turing machine, $R_{p}$, which is t-regular for every $t>p$ and such that $\operatorname{Res}_{R_{p}}\left[q_{1}\left(k_{1}, \ldots, k_{p}, m_{1} \ldots \ldots, m_{n}\right)\right]=$ $q_{p+16}\left(\overline{m_{1}, \ldots, m_{n}, k_{1}, \ldots, k_{p}}\right)$.

Informally, the first $p$ arguments are interchanged on the tape with the remaining arguments.

We note that in the copying operation of $C_{p}$, each $l$ that occurs in the tape expression $\left(\overline{m_{1}, \ldots, m_{n}}\right)$, the expression to be copied, is replaced by $s_{4}$ which in turn is again replaced by 1 . Thus, we simply define $R_{p}$ to act just like $C_{p}$ only erase these $s_{4}$ 's instead of replacing them by I's. Hence we may define $R_{p}$ to consist of precisely the quadruples of $C_{p}$ except that the quadruple $q_{14} s_{4} l_{p+6}$ is replaced by $q_{14} s_{4}{ }^{B q} p_{+6}$.

LEMMA 3.5. For each n-regular Turing machine $z$, there is an n-regular Turing machine $Z^{\prime}$ such that, whenever

$$
\operatorname{Res}_{z} q_{1}\left(\overline{m_{1}, \ldots, m_{n}}\right)=q_{\theta(z)}\left(\overline{r_{1}, \ldots, r_{s}}\right)
$$

it is also the case that

$$
\operatorname{Res}_{Z},\left[q_{1}\left(\overline{m_{1}, \ldots, m_{n}}\right)\right]=q_{\theta(Z,}\left(\overline{r_{1}, \ldots, r_{s}, m_{1}, \ldots, m_{n}}\right)
$$

whereas, whenever $\operatorname{Res}_{Z}\left[q_{1}\left(\overline{m_{1}, \ldots, m_{n}}\right)\right]$ is undefined, so is $\operatorname{Res}_{Z},\left[q_{1}\left(\overline{m_{1}, \ldots, m_{n}}\right)\right]$

If we first recopy $\left(\overline{m_{1}, \ldots, m_{n}}\right)$ on the left and then employ lemma 3.2 to get $\left(\overline{m_{1}, \ldots, m_{n}, r_{1}, \ldots, r_{s}}\right)$ and then transfer $\left(\overline{m_{1}, \ldots, m_{n}}\right)$ with $\left(\overline{r_{1}, \ldots, r_{3}}\right)$ we will have what we want. Thus let $Z_{n}$ be as in lemma 3.2 , i.e. such that

$$
\operatorname{Res}_{z_{n}}\left[q_{1}\left(\overline{m_{1}, \ldots, m_{n}, m_{1}, \ldots, m_{n}}\right)\right]=q_{\theta\left(Z_{n}\right)}\left(\overline{m_{1}, \ldots, m_{n}, r_{1}, \ldots, r_{s}}\right)
$$

Then let $Z^{\prime}=C_{0} \cup Z_{n}(15) \cup R_{n}\left(14+\theta\left(Z_{n}\right)\right)$ where $C_{0}$ and $R_{n}$ are as in lemmas 3.3 and 3.4 respectively.

LEMMA 3.6. Let $Z_{1} \ldots, Z_{p}$ be Turing machines. Let $n>0$. Then, there exists an $n$-regular Turing machine $Z^{\prime}$ such that

$$
\begin{aligned}
\operatorname{Res}_{Z}, & {\left[q_{1}\left(\overline{m_{1}, \ldots, m_{n}}\right)\right] } \\
& =q_{\theta\left(Z^{\prime}\right)}\left(\frac{\left.\Psi_{Z_{1}}^{(n)}\left(m_{1}, \ldots, m_{n}\right) \ldots, \psi_{Z_{p}}^{(n)}\left(m_{1}, \ldots, m_{n}\right)\right)}{}\right.
\end{aligned}
$$

PROOF: by induction on $p$. For $p=1$ this is just lemma

1. Suppose, then, that the result is known for $p=k$ and let $z_{1}, \ldots, Z_{k+1}$ be given Turing machines. Let $r_{i}$ $r_{i}=\Psi_{Z_{i}}(n)\left(m_{1}, \ldots, m_{n}\right)$ for $1 \leqq i \leqq k+1$. By induction there exists an $n$-regular Turing machine $Y_{1}$ such that

$$
\operatorname{Res}_{Y_{1}}\left[q_{1}\left(\overline{m_{1}, \ldots m_{n}}\right)\right]=q_{\theta\left(Y_{1}\right)}\left(\overline{r_{1}, \cdots \rho_{k}}\right)
$$

Then by lemma 3.5 , there is an n-regular Turing machine $Y_{2}$
such that

$$
\operatorname{Res}_{Y_{2}}\left[q_{1}\left(\overline{m_{1}, \ldots, m_{n}}\right)\right]=q_{\theta\left(Y_{2}\right)}\left(\overline{r_{1}, \ldots, r_{k}, m_{1}, \ldots, m_{n}}\right)
$$

But by lemma 3.1, there is an n-regular Turing machine $Y_{3}$ such that

$$
\operatorname{Res}_{Y_{3}}\left[q_{1}\left(\overline{m_{1} \cdots, m_{n}}\right)\right]=q_{\theta\left(Y_{3}\right)} \overline{r_{k+1}}
$$

Combining these two results with the use of lemma 3.2, there is a $(k+n)$-regular Turing machine $Y_{4}$ such that

$$
\operatorname{Res}_{Y_{4}}\left[q_{l}\left(\overline{r_{1}, \ldots, r_{k}, m_{1}, \ldots, m_{n}}\right)\right]=q_{\theta\left(Y_{4}\right)}\left(\overline{r_{1}, \ldots, r_{k}, r_{k+1}}\right)
$$

Thus, let $Z^{\prime}=Y_{2} \cup Y_{4}\left(\theta\left(Y_{2}\right)-1\right)$ and we're done. Now let $f\left(Y^{(m)}\right), g_{1}\left(X^{(n)}\right), g_{2}\left(X^{(n)}\right), \ldots, g_{m}\left(X^{(n)}\right)$ and $h\left(X^{(n)}\right)$ be as in the statement of theorem 3.7. By lemma 3.6 there is an n-regular Turing machine $Z$ such that

$$
\operatorname{Res}_{Z}\left[q_{1}\left(x^{(n)}\right)\right]=q_{\theta(Z)}\left(g_{1}\left(x^{(n)}\right), g_{2}\left(X^{(n)}\right), \ldots, g_{m}\left(X^{(n)}\right)\right.
$$

Choose $Z_{1}$ so that $\Psi_{Z_{1}}(m)\left(Y^{(m)}\right)=f\left(Y^{(m)}\right)$, and let $Z^{\prime}=$ $Z \cup Z_{1}(\theta(Z)-1)$. Then with respect to $Z^{\prime}$,

$$
\begin{aligned}
q_{1}\left(x^{(n)}\right) & \rightarrow \ldots \rightarrow q_{\theta(Z)} \overline{\left(g_{1}\left(x^{(n)}\right), \ldots, g_{m}\left(x^{(n)}\right)\right.} \\
& \rightarrow \ldots \rightarrow \alpha,
\end{aligned}
$$

where $\|\alpha\|=f\left(g_{1}\left(X^{(n)}\right), g_{2}\left(X^{(n)}\right), \ldots, g_{m}\left(X^{(n)}\right)\right)$ when each $g_{i}\left(X^{(n)}\right)$ and $f\left(g_{1}\left(X^{(n)}\right), \ldots, g_{m}\left(X^{(n)}\right)\right)$ is defined; otherwise $\operatorname{Res}_{Z},\left[q_{l}\left(X^{(n)}\right)\right]$ is undefined. Hence,$\Psi_{Z^{\prime}}(n)\left(X^{(n)}\right)=h\left(X^{(n)}\right)$
and theorem 3.7. is finally proved.
THEOREM 3.9. If $f\left(y, X^{(n)}\right.$ ) is computable, then $h\left(X^{(n)}\right)=\min _{y}\left[f\left(y, X^{(n)}\right)=0\right]$ is partially computable. Moreover, if $f\left(y, X^{(n)}\right)$ is regular then $h\left(X^{(n)}\right)$ is computable.

PROOF: The second statement follows immediately from the first and the definition of a regular function. The idea behind the proof of the first statement is simple. We essentially construct a Turing machine which successively computes $f\left(0, X^{(n)}\right), f\left(1, X^{(n)}\right), \ldots$, until a zero is received. This machine will compute forever if it never gets a zero and so, formally, there will be no computation, which is what we want. The details of this construction are as follows.

Let $U$ consist of the quadruples


Then with respect to $U, q_{1} \overline{\left(X^{(n)}\right)} \rightarrow \ldots \rightarrow q_{3} \overline{\left(0, X^{(n)}\right)}$, which is terminal.

Since $f\left(y, X^{(n)}\right)$ is computable, there is a Turing machine which will compute $f$, and so by lemmas 3.1 and 3.5 there is an $(n+1)$-regular $T u r i n g$ machine $Y$ such that

$$
\operatorname{Res}_{Y}\left[q_{1}\left(Y, X^{(n)}\right)\right]=q_{\theta(Y)}\left(f\left(Y_{,} X^{(n)}\right), Y, X^{(n)}\right)
$$

So if we let $N=\theta\left(Y^{(2)}\right)$, then, with respect to $Y^{(2)}$,

$$
q_{3}\left(\overline{\left(y, x^{(n)}\right.}\right)+\ldots \rightarrow q_{N}\left(\overline{f\left(y, x^{(n)}\right), y, x^{(n)}}\right) .
$$

Now let M consist of the quadruples

$$
\begin{gathered}
\mathrm{q}_{\mathrm{N}}{ }^{1 \mathrm{~Bq}} \\
\mathrm{q}_{\mathrm{N}} \\
\mathrm{BRq}_{\mathrm{N}+1} \\
\mathrm{q}_{\mathrm{N}+1}{ }^{l l q_{N+2}} \\
\mathrm{q}_{\mathrm{N}+3}{ }^{B R q_{N+4}}
\end{gathered}
$$

Then, with respect to $M$, if $f\left(y, X^{(n)}\right)=k>0$, we have

$$
\begin{aligned}
q_{N}\left(f\left(y, x^{(n)}\right), Y, X^{(n)}\right) & =q_{N} 11^{k_{B(Y, ~}^{(n)}} \overline{x^{(n)}} \\
& \rightarrow \cdots \\
& \rightarrow q_{N+2} 1^{k_{B}\left(Y, X^{(n)}\right) \text { which is terminal. }}
\end{aligned}
$$

If, on the other hand, $f\left(y, X^{(n)}\right)=0$, then

$$
\begin{aligned}
q_{N}\left(\overline{\left.f\left(y, x^{(n)}\right), y ; X^{(n)}\right)}\right. & =q_{N} 1 B \overline{\left(y, x^{(n)}\right)} \\
& \rightarrow \cdots \overline{\left(y, x^{(n)}\right)} . \\
& \rightarrow q_{N+4} .
\end{aligned}
$$

Next, let $Q$ consist of the quadruples

$$
\begin{aligned}
& \mathrm{q}_{\mathrm{N}+2}{ }^{l \mathrm{~Bq}} \\
& \mathrm{~N}+3 \\
& \mathrm{q}_{\mathrm{N}+2}{ }^{\mathrm{Blq}}{ }_{3} \\
& \mathrm{q}_{\mathrm{N}+3} \mathrm{BRq}_{\mathrm{N}+2}
\end{aligned}
$$

Then, with respect to $Q$,

$$
\begin{aligned}
q_{N+2^{1}}{ }^{k} \overline{\left(y, x^{(n)}\right)} & \rightarrow \cdots \\
& \rightarrow q_{3}\left(\overline{y+1, x^{(n)}}\right)
\end{aligned}
$$

By theorem 3.5 and lemma 3.1, there is an $(n+1)$-regular

Turing machine $Z_{1}$ such that

$$
\begin{aligned}
\operatorname{Res}_{z_{1}}\left[q_{1} \overline{\left(y, x^{(n)}\right)}\right] & =q_{\theta\left(z_{1}\right)} \overline{U_{1}^{n+1}\left(y, x^{(n)}\right)} \\
& =q_{\theta_{\left(z_{1}\right)} 1^{y+1}}
\end{aligned}
$$

Let $E$ consist of all the quadruples of $Z_{1}$ in addition to the quadruple. $q_{\theta\left(Z_{1}\right)}{ }^{1 B q_{\theta\left(Z_{1}\right)}}$. Then, with respect to $E^{(N+3)}$, letting $K=\theta\left(E^{(N+3)}\right)$,

$$
\begin{aligned}
q_{N+4}\left(y, \chi^{(n)}\right) & \rightarrow \cdots \\
& \rightarrow q_{k} B 1^{Y}
\end{aligned}
$$

Now, let $Z=U U Y^{(2)} U M \cup Q U E^{(N+3)}$. We shall see that $\left.\psi_{z}{ }^{(n)}\left(X^{(n)}\right)=h\left(X^{(n)}\right)=\min Y^{f}\left(y, X^{(n)}\right)=0\right]$. Let the numbers $X^{(n)}$ be fixed; let $f\left(i, X^{(n)}\right)=r_{i}$ and suppose that $r_{0} \neq 0, r_{1} \neq 0, \ldots, r_{k-1} \neq 0, r_{k}=0$. Then with respect to $Z$,

$$
\begin{aligned}
& q_{1} \overline{\left(x^{(n)}\right)}+\cdots \\
& \rightarrow q_{3} \overline{\left(0, \mathrm{x}^{(\mathrm{n})}\right)} \\
& \text { (using U) } \\
& \rightarrow \text {... } \\
& \rightarrow q_{\mathbb{N}} \overline{\left(r_{0}, 0, X^{(n)}\right)} \quad \text { (using } Y^{(2)} \text { ) } \\
& \rightarrow \text {... } \\
& \rightarrow q_{\mathrm{N}+2} \overline{\left(r_{0}-1,0 M_{2}(\mathrm{n})\right.} \quad \text { (using } M \text { ) } \\
& \rightarrow \text {... } \\
& \rightarrow q_{3} \overline{\left(1, X^{(n)}\right)} \quad \text { (using } Q \text { ) } \\
& \rightarrow \text {... } \\
& \rightarrow \text {... } \\
& \rightarrow q_{3} \overline{\left(k, x^{(n)}\right)}
\end{aligned}
$$

$$
\begin{array}{ll}
\rightarrow q_{N}\left(r_{k_{k}, X^{(n)}}\right) & \text { (using } \left.Y^{(2)}\right) \\
\rightarrow q_{N} 1 B\left(k, X^{(n)}\right) & \text { (remember, } \left.r_{k}=0\right) \\
\rightarrow \cdots \overline{M_{N+4}\left(k, X^{(n)}\right)} & \text { (using } M) \\
\rightarrow q^{\prime} & \\
\rightarrow q_{k} B^{k} & \text { (using } \left.E^{(n+3)}\right) .
\end{array}
$$

and $\left.\left\|q_{k} B l^{k}\right\|=k=\min f_{f} f\left(y, X^{(n)}\right)=0\right]=h\left(X^{(n)}\right)$.
Notice that if $r_{i} \neq 0$ for all $i$ then the internal configuration $q_{N+4}$ is never reached, and so no terminal instantaneous description is ever reached, and so $\Psi_{Z}^{(n)}\left(X^{(n)}\right)$ is undefined, as will be $h\left(X^{(n)}\right)$.

Continuing theorems 3.7. and 3.9. with theorems $3.2,3.3,3.4,3.5$, and corollary 3.8 , we immediately have THEOREM 3.10. Every (partial) recursive function is (partially) computable.

## CHAPTER IV

THE WEAK HALTIING PROBLEM FOR TURING MACHINES

At this point, we should recall that in the outline given in Chapter $I$ for a method of proving the unsolvability of the word problem for groups we noticed that the problem could be "transferred", i.e. it would suffice to find another problem for wnich there was no effective procedure and then show that this implies that there can be no effective procedure for solving the original problem. We are now ready to state such an other problem.

The problem has to do with Turing machines. A good reason for looking at Turing machines can be found by noticing that the quadruples of a Turing machine are really just rules for transforming one string of symbols (an instantaneous description) into another, and as such "do" a similar thing to that "done" by the defining relations of a group presentation. Another reason for considering Turing machines is this. As we argued before, if we have a problem, a solution to which consists of finding an effective procedure for answering any of a countable number of questions, then we can number these questions and consider the function whose value at a number is 0 if the answer to the question with that number is yes and whose value at a number is 1 if the answer to the question with that number is no. Then there is an effective procedure for answering any of the questions if and only if the function is calculable. We
also noted that by Church's thesis, a function is calculable if and only if it is recursive and we have shown that a function is recursive only if it is computable. Thus if our function can be shown to be not computable then it will not be recursive and hence will not be calculable and so our problem will be unsolvable. If our problem has to do with Turing machines, then the function we get from the problem "says something" about Turing machines. If that function is computable, there must, by definition, be a Turing machine which will "compute" it. Thus, we will have a Turing machine which will "say something" aoout Turing machines; in particular, it will "say something" about itself. We know from experience in mathematics, particularly in set theory and logic, that paradoxes often occur when we have a statement (or set, or function) which can be applied to itself. The "Russell Paradox" (Consider the set of all sets which do not contain themselves as elements, i.e. $S=\{x: x \notin x\}$, and ask the question, "Is this set an element of itself, i.e. is $S \in S ?$ ") is perhaps the most famous example. Our proof that the function we will get cannot be computable will be based on a similar paradox. The theorem we are after is the following. THEOREM 4.1. (THE UNSOLVABILITY OF THE WEAK HALTING PROBLEA FOR TURING MACHINES). There is no effective procedure for determining for an arbitrary Turing machine $Z$ and an arbitrary instantaneous description $\alpha$ of $Z$ whether or
not there exists a computation of $z$ beginning with $\alpha$.
(Recall that if there is no computation, then, when we "put $\alpha$ into $Z$ ", the machine $Z$ will start computing and never stop.)

Informally, our proof will proceed as follows. We will show that there is an effective way of numbering Turing machines, so that given any machine one can find the number associated with it and vice versa. We suppose that there is a solution to the halting problem. Then there is an effective procedure for determining for an arbitrary Turing machine $Z$ and an arbitrary instantaneous description $\alpha$ of $Z$ whether or not there exists a computation of $z$ beginning with $\alpha$. In particular such an effective procedure will exist when $\alpha$ is of the form $q_{1} \bar{x}$ for some number $x$. On the basis of this, we will show that there exists a Turing machine $U$ such that there is a computation of $U$ beginning with $q_{1} \bar{x}$ if and only if in the machine associated with the number $x$ there is no computation beginning with $q_{1} \overline{\mathbf{x}}$. We get our paradox by considering what happens when we "put $q_{1} \bar{w}$ into $U$ ", where $w$ is the number associated with the machine $U$. If there is no computation of $U$ beginning with $q_{1} \bar{w}$ then, by the way $U$ is constructed, there is such a computation. On the other hand, if there is such a computation, then there isn't one.

We now proceed formally with the proof. Consider the following system of numbering the Turing machines.

If $\eta$ is any quadruple of the form $q_{i} s_{j} s_{k} q_{l}$, let $g(\eta)=i+j+k+1$ If $\eta$ is any quadruple of the form $q_{i}{ }^{s}{ }_{j} \mathrm{Rq}_{1}$

$$
\text { or } q_{i} s_{j} L q_{l} \text { let } s(n)=i+j+1
$$

If $Z$ is any Turing machine, and $\eta_{1}, n_{2}, \ldots, \eta_{n}$ are the quadruples of $Z$, let $\S(Z)=\frac{n}{\sum_{1}} \S\left(n_{k}\right)$, and let $|Z|=n$. Note that neither $\S(Z)$ nor $|Z|$ depend on the order in which the quadruples of $z$ are presented. We now order the Turing machines in a sequence. Assume that all the Turing machines, $Z$, such that $\S(Z)<m$ have been included in the sequence. We may certainly assume, without loss of generality, that the quadruples of any machine $Z$ are ordered lexicographically, taking as the order of the alphabet for the third symbol of a quadruple $R$, then $L$, then $s_{1}, s_{2}, s_{3}, \ldots$, and ordering the other symbols by their subscripts. Now consider all the Turing machines $Z$ such that $\S(Z)=m$ and $|z|=1$ and order them lexicographically. Assume we have dealt with all machines $Z$ such that $\S(Z)=m$ and $|z|<r$. Then order those such that $\xi(z)=m$ and $|z|=r$ lexicographically, considering first the first symbol of the first quadruple and then the second symbol of the first quadruple, etc., then the first symbol of the second quadruple, etc.. Since the quadruples of Turing machines are ordered lexicographically, each machine will appear only once in the sequence and it is fairly easy to see that each machine will appear in the sequence. Now for any Turing machine $Z$ let $N(Z)=n$ where $Z$ is the $(n+1)$ 'st term in this
sequence. (Then if $Z$ is the first term, $N(Z)=0$ ) We see immediately that for each $Z, N(Z)$ is well defined and for each number $n$ there is a machine $Z$ such that $N(Z)=n$. If $N(Z)=n$ we will call the machine $Z_{n}$. Thus if $N$ is thought of as a one-to-one correspondence, $z_{n}=N^{-1}(n)$. It is clear from the description given above that we have given an effective procedure for constructing the sequence $Z_{0}, Z_{1}, z_{2}, z_{3}, \ldots Z_{n}$ for any finite numiser $n$ and that given any machine $Z$ we can construct the sequence until $Z$ appears and so find $N(Z)$. Thus given any machine $Z$ we can find $N(Z)$ and given any number $n$ we can find $Z_{n}$. Now define the binary function $t(n, x)$ by $t(n, x)=0$ if, in the Turing machine $Z_{n}$, there is a computation of $Z_{n}$ beginning with the instantaneous description $q_{1}(\bar{x})=$ $=q_{1} 1^{(x+1)}=q_{1} s_{1}^{(x+1)}$, and $t(n, x)=1$ if no such computation exists.

LEMMA 4.1. $t(n, x)$ is not computable.
Suppose $t(n, x)$ is computable. Then there is a Turing machine $Z$ such that $\left\|\operatorname{Res}_{Z}\left[q_{1}(\overline{n, x})\right]\right\|=t(n, x)$. By lemma 3.1. there is a Turing machine $Y$ such that $Y$ is 2-regular and $\operatorname{Res}_{Y}\left[q_{1}(\overline{n, x})\right]=q_{\theta(Y)} \overline{\Psi_{Z}^{(2)}(n, x)}=q_{\theta(Y)} \overline{t(n, x)}$.

Let $C_{0}$ be the copying machine of lemma 3.3. Then, by the same lemma, Res $\mathrm{C}_{0}\left[\mathrm{q}_{1} \overline{\mathrm{x}}\right]=\mathrm{q}_{16}(\overline{\mathrm{x}, \mathrm{x})}$.

Now let $\mathrm{v}=\theta(\mathrm{Y})+15$ and let iv be the Turing machine consisting of the quadruples

$$
\begin{aligned}
& q_{v} l R q_{v+1} \\
& q_{v+1} B B q_{v+2} \\
& q_{v+1} l l q_{v+2} \\
& q_{v+2} B B q_{v+1}
\end{aligned}
$$

Then with respect to $\mathrm{M}, \mathrm{q}_{\mathrm{v}} \overline{0}=\mathrm{q}_{\mathrm{v}}{ }^{1}$

$$
\begin{aligned}
& \rightarrow l q_{v+1} B \\
& \rightarrow l q_{v+2} B \\
& \rightarrow l q_{v+1} B
\end{aligned}
$$

and the machine keeps alternating between these two instartaneous descriptions, never reaching a terminal one, and so there is no computation. Also with respect to $M$,

$$
\begin{aligned}
q_{v} I & =q_{v} l l \\
& \rightarrow l q_{v+1} l \\
& \rightarrow l q_{v+2} l
\end{aligned}
$$

which is terminal.

$$
\text { instantaneous description, if } t(x, x)=0 \text {. Thus there is a }
$$

$$
\begin{aligned}
& \text { Now let } U=C_{0} U Y^{(15)} U N \text {. Then with respect to } U \text {, } \\
& q_{1} \bar{x} \rightarrow \ldots+q_{16}(\overline{x, x}) \text {, by } C_{0} \\
& \rightarrow \ldots \rightarrow q_{v} \overline{t(x, x)}, \text { by } Y^{(15)} \\
& \rightarrow \ldots \rightarrow \mathrm{lq}_{v+2} l \text {, which is terminal, if } t(x, x)=l \\
& \text { and } q_{1} \bar{x} \rightarrow \ldots \rightarrow q_{1}(\overline{x, x}) \\
& \rightarrow \ldots+q_{v} \overline{t(x, x)} \\
& \rightarrow l q_{v+1} B \rightarrow l q_{v+2^{B}} \rightarrow \ldots \text { and never reaches a terminal }
\end{aligned}
$$

computation of $U$ beginning with $q_{1} \bar{x}$ if and only if $t(x, x)=1$. However, $t(x, x)=1$ if and only if there is no computation of the Turing machine $z_{x}$ beginning with $q_{1} \bar{x}$. Thus $\operatorname{Res}_{U}\left[q_{1} \bar{x}\right]$ is defined if and only if $\operatorname{Res}_{Z_{x}}\left[q_{1} \bar{x}\right]$ is not.

Finally let $w=N(U)$ so that $U=z_{w}$. Then we see that $\operatorname{Res}_{z_{w}}\left[q_{1} \bar{w}\right]$ is defined if and only if $\operatorname{Res}_{z_{w}}\left[q_{1} \bar{w}\right]$ is not defined, surely an impossible situation. Thus, $t(n, x)$ cannot be computable and lemma 4.1 is proved.

Since $t(n, x)$ is not computable it is not recursive and hence, by Church's thesis, uncalculable. Thus, there can be no effective procedure for determining for an arbitrary Turing machine $Z$ and an arbitrary number $x$ whether or not there is a computation of $z$ beginning with $q_{1} \bar{x}$. And so, obviously, there cannot be an effective procedure for determining for an arbitrary Turing machine $Z$ and an arbitrary instantaneous description $\alpha$ of $Z$, whether or not there exists a computation of $z$ beginning with $\alpha$, and theorem 4.1. is proved. Thus the weak halting problem for Turing machines is unsolvable.

The reader wishing only the proof of the unsolvability of the weak word problem, not caring about the unsolvability of the strong, can now omit Chapter $V$ and proceed immediately to Chapter VI.

## CHAPTER V

MORE RECURSIVE FUNCTIONS AND
THE STRONG HALTING PROBLEM FOR TURING MACHINES

We have shown that there is no effective procedure which will determine for an arbitrary Turing machine and an arbitrary instantaneous description in that machine, whether or not there is a computation of that machine beginning with that instantaneous description. We have called this result "the unsolvability of the weak halting problem for Turing machines". There is, however, a similar but stronger result that we can prove.

If $Z$ is a Turing machine, we define the halting problem for $Z$ to be the problem of finding an effective procedure for determining for an arbitrary instantaneous description in $Z$, whether or not there is a computation of $Z$ beginning with that instantaneous description. Thus the halting problem for Turing machines is really the problem of finding a single procedure which will be a solution to the halting problem for $Z$ for all Turing machines, $Z$, at once. We will show that there is a specific Turing machine $Z_{0}$ such that the halting problem for $Z_{0}$ is unsolvable. Thus if we call the problem of finding for each Turing machine, $Z$ a solution to the halting problem for $Z$ the strong halting problem for Turing machines, then we will have shown the unsolvability of the strong halting problem.

This indeed is a stronger result than our previous one. It could be possible that given any Turing machine we could find a solution to the halting problem for that machine, but that, since there is an infinite number of machines, there is no uniform solution that would work for all of them.

The proof of this stronger result is considerably more difficult than that of the weaker result. We must introduce the notion of predicates, a new numbering system for Turing machines and expressions, and must do much more work examining recursive and computable functions and predicates before we can find a computable predicate or function that will be just right for our purposes, i.e. which will be computed by a Turing machine, $Z_{0}$, with unsolvable halting problem.

An expression that contains lower-case letters of the Roman alphabet (with or without subscripts) and that becomes a statement, either true or false, when these letters are replaced by any numbers whatever (always assuming that the same letter, at two different occurrences in the expression, is replaced by the same number) is called a predicate. We shall usually employ upper case Roman letters, such as $P, Q, R, S, T$, to designate predicates and, as with functions, denote an $n$-ary predicate, $P$, with variables or arguments $x_{1}, x_{2}, \ldots, x_{n}$ by $P\left(x_{1}, x_{2}, \ldots x_{n}\right)$ or $P\left(X^{(n)}\right)$. Now, if $P\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is an $n$-ary predicate then the set of all
n-tuples of numbers ( $a_{1}, a_{2}, \ldots, a_{n}$ ) for which $P\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ holds is called the extension of $P$ and is written $\left\{x_{1}, x_{2}, \ldots, x_{n} \mid P\left(x_{1}, \ldots, x_{n}\right\}\right.$ or $\left\{X^{(n)} \mid P\left(X^{(n)}\right)\right\}$.

The characteristic function of the extension of $P\left(X^{(n)}\right)$ will be called just the characteristic function of $P\left(X^{(n)}\right)$ and will be denoted by $c_{p}\left(X^{(n)}\right)$. Thus, $c_{p}\left(a_{1}, a_{2}, \ldots, a_{n}\right)=0$ if $P\left(a_{1}, \ldots, a_{n}\right)$ is true and $c_{p}\left(a_{1}, \ldots, a_{n}\right)=1$ if $P\left(a_{1}, \ldots, a_{n}\right)$ is false. The connectives $\vee$ (or), $\wedge$ (and), and $\sim$ (not) can be applied to predicates to obtain new predicates. Thus, for example, if $P(x, y)$ and $Q(y, z)$ are predicates, so are $P(x, y) \vee Q(y, z), P(x, y) \wedge Q(y, z), \sim P(x, y) . \quad P(x, y) \vee Q(y, z)$ will hold for all triples $\left(a_{1}, a_{2}, a_{3}\right)$ for which either $P\left(a_{1}, a_{2}\right)$ or $Q\left(a_{2}, a_{3}\right)$ holds; $P(x, y) \wedge Q(y, z)$ will hold for all triples $\left(a_{1}, a_{2}, a_{3}\right)$ for which both $P\left(a_{1}, a_{2}\right)$ and $Q\left(a_{2}, a_{3}\right)$ hold; and $\sim P(x, y)$ will hold for all pairs ( $a_{1}, a_{2}$ ) for which $P\left(a_{1}, a_{2}\right)$ fails. Note that while both $P(x, y)$ and $Q(y, z)$ are binary predicates, both $P(x, y) \vee Q(y, z)$ and $P(x, y) \wedge$ $Q(y, z)$ are ternary.

Two n-ary predicates are said to be equivalent if they have the same extension. If $P\left(X^{(n)}\right)$ and $Q . X^{(n)}$ ) are equivalent we write $P\left(X^{(n)}\right) \leftrightarrow Q\left(X^{(n)}\right)$. Thus, if $P(x, y)$ and $Q(y, z)$ are as before, $P(x, y) \vee Q(y, z) \leftrightarrow \sim(\sim P(x, y ; \wedge Q(y, z))$. (Either $P$ or $Q$ holds if and only if it is not true that both $P$ and $Q$ fail.)

Note that $P(x, y) \leftrightarrow \sim \sim P(x, y)$.

Now, let $P\left(y, x_{1}, \ldots, x_{n}\right)$ (or, as we may write, $P\left(y, X^{(n)}\right)$ ) be an ( $n+1$ )-ary predicate. Then the expression

$$
P\left(0, X^{(n)}\right) \vee P\left(1, X^{(n)}\right) \vee P\left(2, X^{(n)}\right) \vee \ldots \vee P\left(z, X^{(n)}\right)
$$

is another $(n+1)$-ary predicate, which we may write $Q\left(z, X^{(n)}\right)$. The statement obtained by inserting definite numbers $c, a_{1}, a_{2}, \ldots, a_{n}$ for the letter $z_{1}, x_{1}, x_{2}, \ldots, x_{n}$ in the expression is true if and only if there is $a$. number $b, 0 \leqq b \leqq c$, for which $P\left(b, a_{1}, a_{2}, \ldots, a_{n}\right)$ is true. We designate this predicate by $\underset{y=0}{\exists} P\left(y, X^{(n)}\right)$. That is, $\underset{y=0}{\exists} P\left(y, X^{(n)}\right) \leftrightarrow P\left(0, X^{(n)}\right) \quad v$ $P\left(1, X^{(n)}\right) \vee \ldots \vee P\left(z, X^{(n)}\right)$.

Similarly we write

$$
\underset{y=0}{\underset{\forall}{\forall} P\left(y, X^{(n)}\right) \leftrightarrow P\left(0, X^{(n)}\right) \wedge P\left(1, X^{(n)}\right) \wedge \ldots \wedge P\left(z, X^{(n)}\right) . . . . . . .}
$$

The symbols " $Z_{y=0} "$ and " $\underset{y=0}{\forall}$ " are referred to as a bounded existential quantifier and a bounded universal quantifier, respectively.
$\mathbb{P}\left(y, X^{(n)}\right)$ may be regarded as an abbreviation of the Y "infinite expression" $P\left(0, X^{(n)}\right) \vee P\left(1, X^{(n)}\right) \vee \ldots$ This is of course not strictly speaking kosher since there is not really any such thing as an infinite expression. More accurately, $\underset{Y}{\exists} P\left(y, X^{(n)}\right)$ is an $n$-ary predicate which holds for a given n-tuple $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$, if and only if there is some number $Y_{0}$ such that $P\left(y_{0}, a_{1}, a_{2}, \ldots, a_{n}\right)$ is true. Similarly
 every number $y_{0}, P\left(y_{0}, a_{1}, a_{2}, \ldots, a_{n}\right)$ is true. We may informally think of $\forall P\left(h, X^{(n)}\right)$ as representing the "infinite expression" $P\left(0, X^{(n)}\right) \wedge P\left(1, X^{(n)}\right) \wedge \ldots . \quad " \exists "$ and " $\forall "$ are referred to as an existential quantifier and a universal quantifier, respectively.

Note that $\underset{Y}{\forall P}\left(y, x^{(n)}\right) \leftrightarrow \underset{y}{\sim} \sim P\left(y_{i} X^{(n)}\right)$.
DEFINITION 5.1. Let $S$ be a set of $n$-tuples. Then we say that $S$ is recursive or computable, accordingly, if its characteristic function is.

DEFINITION 5.2. The predicate $P\left(X^{(n)}\right)$ is called recursive if its extension, $\left\{X^{(n)} \mid P\left(X^{(n)}\right)\right\}$, is.

Definitions 5.1 and 5.2 immediately yield.
COROLLARY 5.1. A predicate, $P\left(X^{(n)}\right)$, is recursive if and only if characteristic function $C_{p}\left(X^{(n)}\right)$ is recursive.

We are now in a position to say more about the particular useful computable function mentioned earlier, i.e. the function that will be computed by a Turing machine with unsolvable halting problem.

Now, with each recursive predicate is associated a recursive function, its characteristic function, and so we can search for our particular recursive function by searching for an appropriate predicate. Suppose that $P(x, y)$ is a binary predicate. Then $\exists \mathrm{P}(\mathrm{x}, \mathrm{y})$ is a unary predicate. Y Suppose further that $P(x, y)$ is recursive but $\underset{Y}{\exists} P(X, Y)$ is not.

Now, since $P(x, y)$ is recursive, its characteristic function, $C_{p}(x, y)$ is a recursive function. According to the definition of recursive functions, then, the function $\min _{y}\left[c_{p}(x, y)=0\right]$ is a partial recursive function. Now, $C_{p}(x, y)=0$ if and only if $P(x, y)$ holds. So if $P(x, y)$ is a predicate, we write $" \min _{y} P(x, y)$ " for $\min y_{p}\left[c_{p}(x, y)=0\right]$ ", and we have the result that $\min _{y} P(x, y)$ is partial recursive if $P(x, y)$ is recursive.

Given a specific value for $x, \min _{y} P(x, y)$ is defined to be the least value of $y$ such that $P(x, y)$ holds, if such a value of $y$ exists, and $\min P(x, y)$ is undefined if no such value of $y$ exists. Since $\min _{y} P(x, y)$ is a partial recursive function it is partially computable and so there is a Turing machine $Z_{0}$ such that $\Psi_{Z_{0}}(x)=\min _{y} P(x, y)$. Thus there is a computation of $Z_{0}$ beginning with the instantaneous description $q_{1} \bar{x}=q_{1} 1^{x+1}$ if and only if $\min _{y} P(x, y)$ is defined, which happens if and only if there is a $y$ such that $P(x, y)$ holds, which in turn happens if and only if $\underset{y}{\exists} P(x, y)$ holds.

Now $\exists P(x, y)$ is not recursive and so its characteristic Y
function is not recursive. By Church's thesis, then, there is no "effective procedure" for determining, for an arbitrary value of $x$, what the value of the characteristic function at x will be. Thus there is no effective procedure for determining, for an arbitrary value of $x$, whether ot not $\exists P(x, y)$ holds; and hence there is no effective procedure for Y
determining, for an arbitrary value of $x$, whether or not there is a computation of $z_{0}$ beginning with the instantaneous description $q_{1} \bar{x}$, and the halting problem for $Z_{0}$ is unsolvable.

So all we need to do to find a Turing machine $Z_{0}$ with unsolvable halting problem is to find a predicate $P(x, y)$ such that $P(x, y)$ is recursive but $\exists P(x, y)$ is not recursive. $y$ The greater part of the remainder of this chapter, then, will be devoted to first defining a predicate which we think should work, and then proving that it, in fact, does work. As was the case with the weak halting problem result, the predicate we look for will "say something" about Turing machines. of course, the only "inputs" that predicates will take are numbers or n-tuples of numbers, and so before we can define a predicate which "says" anything about Turing machines we must find an "effective" method of numbering Turing machines. In this case, the numbering system that we used before is not very satisfactory, so we will develop a new system.

The symbols used in the discussion of Turing machines are

$$
\begin{aligned}
& \mathrm{R}, \mathrm{~L} \\
& \mathrm{~s}_{0}, \mathrm{~s}_{1}, \mathrm{~s}_{2}, \ldots \\
& \mathrm{q}_{1}, \mathrm{q}_{2}, \mathrm{q}_{3}, \ldots .
\end{aligned}
$$

With each of these symbols we associata an odd number $\geqq 3$ as follows:


Thus for each $i, s_{i}$ is associated with $4 i+7$ and $q_{i}$ with $4 i+5$.

Hence, with any expression M there is now associated a finite sequence of odd numbers $a_{1}, a_{2}, \ldots, a_{n}$. For example, the quadruple $q_{1} \operatorname{lRq}_{2}$ is associated with the sequence 9,11,3,13, (recall that 1 is $s_{1}$ and $B$ is $s_{0}$ ), and the instantaneous description $q_{1} 111$ is associated with $9,11,11,11$. We will now define a method of associating a single number with each such sequence and hence with each expression.

DEFINITION 5.3. Let $M$ be the expression consisting of the symbols $r_{1}, r_{2}, r_{3}, \ldots, r_{n}$. Let $a_{1}, a_{2}, \ldots, a_{n}$ be the corresponding numbers associated with these symbols. Then the "Godel number of $M$ " is the number

$$
r=\prod_{k=1}^{\eta} \operatorname{Pr}(k)^{a_{k}}
$$

where $\operatorname{Pr}(k)$ is defined to be the nth prime number, taking 0 to be the 0th prime. We write $g n(M)=r$. If $M$ is the empty expression, we let $l$ be its Godel number and we write $g n(M)=1$. If $g n(M)=r$ we also write $M=\exp (r)$.

Thus $g n\left(q_{1} l R q_{2}\right)=2^{9} \cdot 3^{11} \cdot 5^{3} \cdot 7^{13}$.
As an immediate consequence of this definition and of the fundamental theorem of Arithmetic we have

COROLLARY 5.2. If $N$ and $N$ are expressions such that $\operatorname{gn}(M)=\operatorname{gn}(N)$, then $M=N$.

DEFINITION 5.4. If $M_{1}, M_{2}, \ldots, M_{n}$ is a finite sequence of expressions, then the GOdel number of this sequence of expressions is defined to be the number

$$
\sqrt{k}=1_{n} \operatorname{Pr}(k)^{g n\left(H_{k}\right)} .
$$

Thus, the G8del number of the sequence $q_{1}{ }^{l B q_{1}}$, $q_{1}{B R q_{2}}^{\text {is }}$

$$
2^{2^{9} \cdot 3^{11} \cdot 5^{7} \cdot 7^{9} \cdot 3^{2^{9} \cdot 3^{7} \cdot 5^{3} \cdot 7^{13}} . . . . . .}
$$

COROLLARY 5.3. No number is the G8del number both of an expression and of a sequence of expressions. (Note that we make the convention that the empty expression, the expression with no symbols, is considered an expression, but the empty sequence of expressions, the sequence with no expressions, is not considered to be a sequence of expressions. If it was, the two things would have the same G8del number and ruin this corollary.)

PROOF: Let $r$ be a GOdel number. If $r=1$ then $r$ is the Godel number of the empty expression. 1 cannot be the GOdel number of a sequence of expressions because any such sequence contains at least one expression and the G8del number of this expression must be 1 , and so the Gddel number of the sequence will be $\geqq 2^{l}=2$.

Now suppose $r \geqq 2$. Then by the way Godel numbers are constructed, $r=2^{n} \cdot m$ where $m$ is odd, and $n>0$. Now if $2^{n} \cdot m$ is the Godel number of an expression, $n$ the number associated with a symbol and hence is odd and $\geqslant 3$. If $2^{n} \cdot m$ is the GODdel number of a sequence of expressions, $n$ itself is the GOdel number of an expression and so will be 1 or even.

Corresponding to Corollary 5.2, we have COROLLARY 5.4. Two sequences of expressions that have the same G8del number are identical.

Now, a computation of Turing machine is a finite sequence of expressions, all of them instantaneous descriptions, and thus has a Godel number. A Turing machine, however, is simply a finite set of expressions, all of them quadruples, in which order is irrelevant.

DEFINITION 5.5. Let $z$ be a Turing machine. Let $\mathrm{M}_{1}, \mathrm{H}_{2}, \ldots, \mathrm{H}_{\mathrm{n}}$ be any arrangement of the quadruples of z without repetitions. Then, the GBdel number of the sequence $\mathrm{M}_{1}, \mathrm{M}_{2}, \ldots, \mathrm{M}_{\mathrm{n}}$ is called a GOdel number of the Turing machine $z$ 。

Note that a Turing machine with $n$ quadruples has $n$ ! distinct G8del numbers, one for each permutation of its quadruples.

DEFINITION 5.6. For each $n>0, T_{n}\left(z, x_{1}, x_{2}, \ldots, x_{n}, y\right)$ is the predicate that holds, for given $z, x_{1}, \ldots, x_{n}, y$, exactly when $z$ is the GBdel number of a Turing machine $z$, and $y$ is the GBdel number of a computation of $z$ beginning
with the instantaneous description $q_{1}\left(\overline{x_{1} \ldots, x_{n}}\right) \cdot T_{1}(z, x, y)$ will be written simply as $T(z, x, y)$.

We will prove that for all $n$, the predicates $T_{n}\left(z, x_{1}, \ldots, x_{n}, y\right)$ are recursive. Then the predicate $T(z, x, y)$ will surely be recursive. We will then define the predicate $W(x, y)$ by $W(x, y) \leftrightarrow T(x, x, y)$.
$W(x, y)$ will be the predicate we want, for since $T$ is recursive $W$ will certainly be recursive, and we will be able to show that $\exists W(x, y)$ is not recursive.

We now proceed with the work of showing that for all $n, T_{n}\left(z, x_{1}, \ldots, x_{n}, y\right)$ is recursive. We begin by listing some more recursive, and hence computable functions which we will need to use. Each function is accompanied by a definition, if necessary, and a formula which shows how it is constructed by composition or minimalization from functions in Definition 3.4. and thus proves them to be recursive. (Minimalization, here, will only be applied to regular functions.)
(1) $N(x)=0 \quad N(x)=u_{1}^{1}(x) \div U_{1}^{l}(x)$.
(2) $\alpha(x)=1-x$; that is $\alpha(0)=1$

$$
\begin{aligned}
& \alpha(x)=0 \text { if } x>0 . \\
& \alpha(x)=S(N(x)) \div U_{1}^{1}(x) .
\end{aligned}
$$

(3) $x^{2}=U_{1}^{1}(x) \cdot U_{1}^{1}(x)$.
(4) $[\sqrt{x}]$, the largest integer $\leqq \sqrt{x}$.

$$
\begin{aligned}
{[\sqrt{x}] } & =\min _{y}\left[(y+1)^{2} \dot{x} \neq 0\right] \\
& =\min _{y}\left[\alpha\left(\left(S\left(U_{2}^{2}(x, y)\right)^{2} \dot{U}_{1}^{2}(x, y)\right)=0\right] .\right.
\end{aligned}
$$

(5) $|x-y|=(x \div y)+(y \div x)$
(6) $[x / y]$. If $y \neq 0,[x / y]$ is the largest integer less than or equal to the rational number $\frac{x}{y}$. If $y=0,[x / y]=0$. We have

$$
\begin{aligned}
{[x / y] } & =\min _{z}[y=0 y(z+1)>x] \\
& =\min _{z}[y=0 y(z+1)-x \neq 0] \\
& =\min _{z}[y \cdot \alpha(y(z+1)-x)=0]
\end{aligned}
$$

(7) $R(x, y)$. If $y \neq 0, R(x, y)$ is the remainder on dividing $x$ by $y$. That is $\frac{x}{y}=[x / y]+\frac{R(x, y)}{y}$, so $R(x, y)=x-y[x / y]$. We take $R(x, y)=x-y[x / y]$, so $R(x, 0)=x$.

Recall that we said that Church's thesis, i.e. the statement that every function which we intuitively feel should be calculable is recursive, could not be proved and that we would have to accept it on faith. The reader should find that, as we proceed on our course of searching for the particular useful recursive function mentioned before, this act of faith will seem to become more and more valid, as we will be showing the recursiveness of some quite complicated functions, which we might not have thought, at first glance, could be derived from the few simple functions in the definition.

We will find it convenient to have the recursiveness, and hence computability, of such functions as $x^{y}$ and $x$ !. These are certainly functions the values of which we know how to calculate, and so, if Church's thesis is to be believed, they must be recursive. When we calculate the value of $x^{y}$ for particular given numbers $x$ and $y$ we must first calculate $x^{z}$ for all numbers $z$ such that $0 \leqq z<y$. Similarly to calculate $x$ :, we first must calculate $z$ : for all $z$ such that $0 \leqq z<x$. The processes we use can be represented by the pairs of equations $x^{0}=1$
and

$$
\begin{aligned}
x^{Y+1} & =x^{y} \cdot x \\
0! & =1 \\
(x+1)! & =x!\cdot(x+1) \\
& \text { respectively. }
\end{aligned}
$$

In general, we know from the Recursion Theorem of elementary set and natural number theory that if $f\left(X^{(n)}\right.$ ) and $g\left(X^{(n+2)}\right.$ ) are total functions, then there is a unique total function $h\left(X^{(n+1)}\right.$, that satisfies the equations

$$
\begin{aligned}
& h\left(0, X^{(n)}\right)=f\left(X^{(n)}\right) \\
& \text { and } h\left(z+1, X^{(n)}\right)=g\left(z, h\left(z, X^{(n)}\right), X^{(n)}\right) .
\end{aligned}
$$

For example, in the case of the function $x^{y}, n=1, f(x)=0$, $g(y, z, x)=z \cdot x$ and $h(y, x)=x^{y}$. In the case of the function $x!, n=0, f=1, g(x, y)=y \cdot x$, and $h(x)=x!$.

DEFINITION 5.5. The operation of primative recursion associates with the given total functions $f\left(X^{(n)}\right), g\left(X^{(n+2)}\right)$ the function $h\left(X^{(n+1)}\right)$, where

$$
\begin{aligned}
& h\left(0, X^{(n)}\right)=f\left(X^{(n)}\right) \\
& h\left(z+1, X^{(n)}\right)=g\left(z, h\left(z, X^{(n)}, X^{(n)}\right)\right.
\end{aligned}
$$

It would be very convenient, indeed, if we could know that whenever we get a function by primative recursion from two functions which we know to be recursive, then the new function is also recursive. This is, in fact, the case. But before we can prove this result, we must prove some results about finite sequences of numbers.

It is a well known fact that there exists a one-to-one correspondence between the set of natural numbers and the set of ordered pairs of natural numbers and, indeed, that such a correspondence can be set up in an "effective" manner. By Church's thesis, then, we should certainly be able to set up this correspondence by recursive, and hence computable, functions, and we will show now how this can be done.

THEOREM 5.7. There exist recursive functions $J(x, y), K(z), L(z)$ such that

$$
\begin{aligned}
& J(K(z), L(z))=z \\
& K(J(x, y))=x \\
& L(J(x, y))=y
\end{aligned}
$$

and if $K(z)=K\left(z^{\prime}\right)$ and $L(z)=L\left(z^{\prime}\right)$, then $z=z^{\prime}$.
PROOF: Let $J(x, y)=\frac{1}{2}\left((x+y)^{2}+3 x+y\right)$. Now $(x+y)^{2}+3 x+y=(x+y)(x+y)+(x+y)+2 x=(x+y)(x+y+1)+2 x$, which is always even. Hence, $J(x, y)$ is always an integer, and so is a well defined function. $J(x, y)$ is recursive, since $J(x, y)=\frac{\left\{(x+y)^{2}+U_{1}^{2}(x, y)+U_{1}^{2}(x, y)+U_{1}^{2}(x, y)+U_{2}^{2}(x, y)\right\}}{S\left(S\left(N\left(U_{1}^{2}(x, y)\right)\right)\right)}$

Suppose that $z, x, y$ are numbers such that

$$
\begin{equation*}
2 z=(x+y)^{2}+3 x+y \tag{1}
\end{equation*}
$$

Then $8 z+1=4(2 z)+1=4\left((x+y)^{2}+3 x+y\right)+1=4(x+y)^{2}+12 x+4 y+1$

$$
=\left((2 x+2 y)^{2}+2(2 x+2 y)+1\right)+8 x=(2 x+2 y+1)^{2}+8 x .
$$

Therefore, $(2 x+2 y+1)^{2} \leqq 8 z+1=(2 x+2 y+1)^{2}+8 x<(2 x+2 y+1)^{2}+4(2 x+2 y+1)+4$

$$
=(2 x+2 y+3)^{2}
$$

And so $2 x+2 y+1 \leqq \sqrt{82+1}<2 x+2 y+3$.
Hence $[\sqrt{8} \overline{z+1}]$ is either $2 x+2 y+1$ or $2 x+2 y+2$.
$[\sqrt{8 z+1}]+1$ is either $2 x+2 y+2$ or $2 x+2 y+3$. Therefore,

$$
[([\sqrt{8 z+1}]+1) / 2=x+y+1
$$

And so $x+y=[([\sqrt{8 \mathrm{z}+1}]+1) / 2]-1$
Thus by (1), $3 x+y=2 z-([([\sqrt{8 z+1}+1]) / 2]-1)^{2}$
Since $\operatorname{det}\left|\begin{array}{ll}1 & 1 \\ 3 & 1\end{array}\right| \neq 0$, equations (2) and (3) show that for a given $z$, there can be at most one pair, ( $x, y$ ), satisfying (l). If such $x$ and $y$ exist, they can be calculated by recursive functions. If we write

$$
\begin{aligned}
& Q_{1}(z)=[([\sqrt{8 z+1}]+1) / 2] \div 1, \\
& Q_{2}(z)=2 z=\left(Q_{1}(z)\right)^{2},
\end{aligned}
$$

then, clearly, $Q_{1}(z)$ and $Q_{2}(z)$ are recursive functions, and
(2) and

$$
\text { (3) yield } \quad \begin{aligned}
x+y & =Q_{1}(z) \\
3 x+y & =Q_{2}(z)
\end{aligned}
$$

which can be solved to give $x=\left[\left(Q_{2}(z)-Q_{1}(z)\right) / 2\right]=K(z)$

$$
y=Q_{1}(z)-\left[\left(Q_{2}(z)-Q_{1}(z)\right) / 2\right]=L(z)
$$

where $K(z)$ and $L(z)$ are recursive functions. Thus if $x, y, z$ satisfy (1), then $x=K(z), y=L(z)$. Now if $x$ and $y$ are chosen arbitrarily, $z=J(x, y)$ satisfies (1). And so if we choose any pair ( $x, y$ ) there will be a $z$ which will satisfy our three desired relations; namely

$$
\begin{aligned}
& J(K(z), L(z))=z \\
& K(J(x, y)=x \\
& L(J(x, y))=Y
\end{aligned}
$$

It only remains to show that $K(z)$ and $L(z)$ are total functions, i.e. that for any natural number value of $z$, there exist $x$ and $y$ satisfying (1). Let $z$ be any number. Let $r$ be the largest number such that $1+2+\ldots+r \leqslant z$. Let $x=z-(1+2+\ldots+r)$. Then $x \leqslant r$, for if $x \geqq r+1$, then $1+2+\ldots+r+(r+1)>z$, contradicting our choice of $r$. Let $y=r-x . \quad$ Then, $z=(1+2+\ldots+(x+y))+x=1 / 2(x+y)(x+y+1)+x$. And so $2 z=(x+y)(x+y+1)+2 x=(x+y)^{2}+3 x+y$, and (1) is satisfied.

We have proved the existence of the three recursive functions in the theorem. Suppose $K(z)=K\left(z^{\prime}\right)$ and $L(z)=L\left(z^{\prime}\right)$. Then $z=J(k(z), L(z))=J\left(K\left(z^{\prime}\right), L\left(z^{\prime}\right)\right)=z^{\prime}$. Thus $z=z^{\prime}$ and the theorem is proved.

Next, we consider the problem of setting up a similar recursive correspondence between the natural numbers and the set of all the finite sequences, of whatever length, of integers.

THEOREM 5.8. Let $a_{0}, a_{1}, \ldots, a_{n}$ be any finite sequence of numbers. Then there are numbers $u$ and $v$ such that $R(u, l+v(i+1))=a_{i}$ for $i=0,1,2, \ldots, n$. (Recall that $R(x, y)$ is the remainder on dividing $x$ by $Y$, and is a recursive function).

We begin with a number theoretic lemma
LEMHA 5.1. Let $v$ be divisible by the numbers $1,2, \ldots, n$. Then the numbers $1+v(i+1), i=0,1,2, \ldots, n$, are relatively prime in pairs.

PROOF. Let $m_{i}=1+v(i+1)$. Since $v$ is divisible by $1,2, \ldots, n$, any divisor of $m_{i}$, other than 1 , must be greater than $n$. Now suppose that $d \mid m_{i}$ and $d \mid m_{j}$ and $i>j$. Then $d \mid(i+1) m_{j}-(j+1) m_{i}$. But $(i+1) m_{j}-(j+1) m_{i}=$

$$
\begin{aligned}
(i+1)(1+v(j+1))-(j+1)(1+v(i+1)= & ((i+1)+v(i+1)(j+1))- \\
& ((j+1)+v(i+1)(j+1))=i-j .
\end{aligned}
$$

Thus $d \mid i-j$. But $0<i-j \leqq n$. Hence $d=1$.
Proof of Theorem: Let $A$ be the largest of the numbers $a_{0}, a_{1}, \ldots, a_{n}$, and let $v=2 A \cdot n!$. Let $m_{i}=1+v(i+1)$.

Then by the lemma, the $\mathrm{m}_{\mathrm{i}}$ are relatively prime in pairs. Also $a_{i}<v<m_{i}$ for $i=0,1,2, \ldots, n$. Now, by the Chinese Remainder Theorem, there is a number $u$ such that

$$
u \equiv a_{i}\left(\bmod m_{i}\right) \quad i=0,1,2, \ldots, n
$$

That is, $R\left(u, m_{i}\right)=R\left(a_{i}, m_{i}\right), i=0,1,2, \ldots, n$. But $a_{i}<m_{i}$. Hence, $R\left(a_{i}, m_{i}\right)=a_{i}$. Thus

$$
r(u, 1+v(i+1))=R\left(u, m_{i}\right)=R\left(a_{i}, m_{i}\right)=a_{i} .
$$

THEOREM 5.9. There ar recursive functions $T_{i}(w)$ such that, if $a_{0}, a_{1}, \ldots, a_{n}$, are any numbers whatever, there exists a number $w_{0}$ such that $T_{i}\left(w_{0}\right)=a_{i}, i=0,1,2, \ldots, n$.

PROOF. Define $T_{i}(w)$ by the equation

$$
\mathrm{T}_{i}(w)=R(K(w), l+(L(w)(i+l)))
$$

Clearly $T_{i}(w)$ is recursive. Let us be given the integers $a_{0}, a_{1}, \ldots, a_{n}$. Then by Theorem 5.2 , there exist numbers $u$ and $v$ such that $R(u, 1+v(i+1))=a_{i}, i=0,1,2, \ldots, n$. Let $w_{0}=J(u, v)$. Then

$$
\begin{aligned}
T_{i}\left(w_{0}\right) & =R(K(J(u, v)), 1+L(J(u, v)) \cdot(i+1)) \\
& =R(u, 1+v(i+1)) \\
& =a_{i} \quad \text { for } i=0,1, \ldots, n
\end{aligned}
$$

We are finally ready to prove that functions constructed from recursive functions by primative recursion are themselves recursive.

THEOREM 5.10. Let $h\left(X^{(n+1)}\right)$ be obtained from $f\left(X^{(n)}\right), g\left(X^{(n+2)}\right)$ by primative recursion. If $f$ and $g$ are recursive, then so is $h$.

PROOF: By Theorem 5.9., for each choice of $X^{(n)}$ and $y$, there exist at least one number $w_{0}$ such that $T_{i}\left(w_{0}\right)=h\left(i, X^{(n)}\right), \quad i=0,1,2, \ldots, Y$. Hence,
$h\left(y, X^{(n)}\right)=T_{Y}\left(\min _{W}\left[\left(T_{0}(w)=f\left(X^{(n)}\right)\right) \wedge_{z=}^{y-1}\left(T_{z+1}(w)=\right.\right.\right.$ $\left.\left.\left.g\left(z, T_{z}(w), X^{(n)}\right)\right)\right]\right)$

Now, to say that a condition holds for all numbers $z$ less than $y$ is equivalent to saying that $y$ is the least number for which it could fail. That is

$$
\begin{aligned}
h\left(y, X^{(n)}\right)= & T_{y}\left(\operatorname { m i n } _ { W } \left[\left\{T_{0}(w)=f\left(X^{(n)}\right)\right\} \wedge\right.\right. \\
& \left.\left.\left\{y=\min _{z}\left[\left(T_{z+1}(w) \neq g\left(z, T_{z}(w), X^{(n)}\right)\right)(z=y)\right]\right\}\right]\right)
\end{aligned}
$$

Let $H\left(y, w, X^{(n)}\right)=\min _{z}\left[\left(T_{z+1}(w) \neq g\left(z, T_{z}(w), X^{(n)}\right)\right) \vee(z=y)\right]$. Then $H(y, w, X(n))=\min _{z}\left[|z-y| \cdot \alpha\left(\left|T_{z+1}(w)-g\left(z, T_{z}(w), X(n)\right)\right|\right)=0\right]$. So $H\left(y, w, X^{(n)}\right.$ ) is recursive. But

$$
\begin{aligned}
h\left(y, X^{(n)}\right. & \left.=T_{Y}\left(\min _{w}\left[\left(T_{0}(w)=f\left(X^{(n)}\right)\right) \wedge\left(y=H Y, w, X^{(n)}\right)\right)\right]\right) \\
& =T_{Y}\left(\min _{w}\left[\left|T_{0}(w)-f\left(X^{(n)}\right)\right|+\left|Y-H\left(Y, w, X^{(n)}\right)\right|=0\right]\right) .
\end{aligned}
$$

And so $h\left(y, X^{(n)}\right)$ is recursive.

COROLLARY 5.11. The functions $x^{y}$ and $x$ : are recursive.
PROOF. Let $f(x)=S(N(x))=1$ and $g(y, u, v)=u v$.
Then clearly $f$ and $g$ are recursive. By Theorem 5.10, so is $h(y, x)$ which satisfies

$$
\begin{aligned}
& h(0, x)=f(x)=1 \\
& h(y+1, x)=g(y, h(y, x), x)=x h(y, x) .
\end{aligned}
$$

But $h(y, x)=x^{Y}$ satisfies this pair of equations, and so $x^{y}$ is recursive.

Let $f(y)=1$ and $g(x, u, v)=(x+1) u$. Then clearly $f$ and $g$ are recursive and so $h(x, y)$ is recursive where $h(x, y)$ satisfies $h(0, Y)=f(y)=1$

$$
h(x+1, y)=g(x, h(x, y), v)=(x+1) h(x, y)
$$

But $h(x, y)=x$ ! satisfies the above equations and so $x$ : is recursive.

COROLLARY 5.12. If $f\left(k, X^{(p)}\right)$ is recursive, so are

$$
g\left(n, X^{(p)}\right)=\sum_{k=0}^{n} f\left(k, X^{(p)}\right)
$$

and

$$
h\left(n, X^{(p)}\right)=\prod_{k=0}^{n} f\left(k, X^{(p)}\right)
$$

PROOF. $g\left(0, X^{(p)}\right)=f\left(0, X^{(p)}\right)$

$$
g\left(n+1, X^{(p)}\right)=g\left(n, X^{(p)}\right)+f\left(n+1, X^{(p)}\right)
$$

$$
h\left(0, X^{(p)}\right)=f\left(0, X^{(p)}\right)
$$

$$
h\left(n+1, X^{(p)}\right)=h\left(n, X^{(p)}\right) \cdot f\left(n+1, X^{(p)}\right)
$$

THEORER 5.13. Let $R$ and $S$ be recursive sets of $n$-tuples.
Then so are RUS, $R \cap S$, and $\bar{R}$ (the complement of $R$ ).
PROOF; $C_{\text {RUS }}\left(X^{(n)}\right)=C_{R}\left(X^{(n)}\right) \cdot C_{S}\left(X^{(n)}\right)$

$$
\begin{aligned}
& C_{R \cap S}\left(X^{(n)}\right)=\alpha\left(\alpha\left(C_{R}\left(X^{(n)}\right)+C_{S}\left(X^{(n)}\right)\right)\right) \\
& C_{\bar{R}}\left(X^{(n)}\right)=\alpha\left(C_{R}\left(X^{(n)}\right)\right)
\end{aligned}
$$

THEOREM 5.14. Let $P$ and $Q$ be recursive $n$-ary predicates. Then so are $P \vee Q, P \wedge Q$, and $\sim P$.

PROOF. We note that
$\left\{X^{(n)} \mid P\left(X^{(n)}\right) \vee Q\left(X^{(n)}\right)\right\}=\left\{X^{(n)} \mid P\left(X^{(n)}\right)\right\} \cup\left\{X^{(n)} \mid Q\left(X^{(n)}\right)\right\}$, $\left\{X^{(n)} \mid P\left(X^{(n)}\right) \wedge Q\left(X^{(n)}\right)\right\}=\left\{X^{(n)} \mid P\left(X^{(n)}\right)\right\} \cap\left\{X^{(n)} \mid Q\left(X^{(n)}\right)\right\}$, and $\left\{X^{(n)} \mid \sim P\left(X^{(n)}\right)\right\}=\left\{X^{(n)} \mid P\left(X^{(n)}\right)\right\}, \quad l$
and then apply Theorem 5.13.

THEOREM 5.15. If $P\left(y, X^{(n)}\right)$ is an $(n+1)$-ary recursive predicate, then so are

$$
{\underset{y}{\exists}=0}_{z}^{P} P\left(y, X^{(n)}\right) \quad \text { and } \quad \underset{y=0}{Z} P\left(y, X^{(n)}\right)
$$

PROOF. Let $Q\left(z, X^{(n)}\right) \leftrightarrow \frac{Z}{\exists} P\left(y_{1} X^{(n)}\right)$. Then we note that $C_{Q}\left(z, X^{(n)}\right)=\prod_{Y=0}^{z} C_{p}\left(y, X^{\left(n Y^{Y}\right)}\right.$, and apply corollary 5.12 to get the first part.

To get the second part, we note that

$$
\underset{y=0}{\forall} P\left(y, X^{(n)}\right) \leftrightarrow \underset{y=0}{\underset{J}{Z}} \sim P\left(y, X^{(n)}\right)
$$

and apply Theorem 5.14 and the first part.
We should note that the boundedness of the quantifier is absolutely essential to this result. In fact, as we shall see later, there exists a recursive predicate $P(Y, x)$ such that $\exists_{Y} P(y, x)$ is not recursive. (The very thing we're looking
${ }^{1}$ If $S$ is a set of numbers or of n-tuples, then $\bar{S}$ denotes the complement of $S$.
for:)
DEFINITION 5.6. Let $P\left(y, X^{(n)}\right)$ be an $(n+1)$-ary predicate. Then, by $f\left(z, X^{(n)}\right)={\underset{y}{i}=0}_{z} P\left(y, X^{(n)}\right)$ we mean the $(n+1)$-ar total function that satisfies the equation

$$
f\left(z, X^{(n)}\right)=\min _{y}\left[y \leqq z \wedge P\left(y, x^{(n)}\right)\right]
$$

where this is defined, and $f\left(z, X^{(n)}\right)=0$ elsewhere.
THEOREM 5.16. If $P\left(y, X^{(n)}\right)$ is recursive, then so is


PROOF: Claim:

$$
\prod_{y=0}^{z} P\left(y, x^{(n)}\right)=\alpha\left(\prod_{y=0}^{z} C_{p}\left(y, x^{(n)}\right)\right) \cdot \sum_{t=0}^{z} \prod_{y=0}^{t} C_{p}\left(y, x^{(n)}\right) .
$$

If the claim is true then it is clear that $\underset{y=0}{Z} P\left(y, x^{(n)}\right)$ is recursive.

Consider the right hand side of the equation in the claim. Call it R. Assume we are given a specific ( $n+1$ )tuple, $\left(z, x^{(n)}\right)$. If there is no $y \leqq z$ such that $P\left(y, x^{(n)}\right)$ holds, then $C_{p}\left(y, X^{(n)}\right)=1$ for all $y \leqq z$, and so

$$
\begin{aligned}
& y^{z} \underline{\underline{I}}_{0} C_{p}\left(y, x^{(n)}\right)=1 \text {. Thus } a\left(\prod_{y=0}^{z} C_{p}\left(y, x^{(n)}\right)\right)=0 \text {, and so } \\
& R=0=\underset{y=0}{Z} P\left(y, X^{(n)}\right) \text {. }
\end{aligned}
$$

If there is a $y \leqq z$ such that $P\left(y, X^{(n)}\right.$ ) holds, then let $y_{0}$ be the least such $y$. Then $C_{p}\left(y_{0}, x^{(n)}\right)=0$, so $\prod_{y=0}^{z} C_{p}\left(y, x^{(n)}\right)=$ 0 , and so $\alpha\left(\prod_{y=0}^{z} c_{p}\left(y, X^{(n)}\right)\right)=1$.

Now, for all $y<y_{0}, P\left(y, X^{(n)}\right)$ does not hold, since $y_{0}$ is the least $y$ for which it does hold. So for all $y<y_{0}$, $C_{p}\left(y, x^{(n)}\right)=1$. Thus for all $t<y_{0}$, i.e. for $t=0,1, \ldots, y-1$, ${\underset{y=0}{t}}_{I_{p}} C_{p}\left(x^{(n)}\right)=1$. Note that there are $y_{0}$ such t's. $\underset{\text { However, }}{y=0} c_{p}\left(y_{0}, x^{(n)}\right)=0$, and so if $t \geqq y_{0}, \prod_{y=0}^{t} C_{p}\left(y, X^{(n)}\right)=0$. Thus if we consider $\sum_{t=0}^{z} \prod_{y=0}^{t} C_{p}\left(y, X^{(n)}\right)$ we note that each $t<y_{0}$ (and there are $y_{0}$ of them) will contribute 1 to the sum, and each $t \geqq y_{0}$ will contribute 0 . Thus
 proved.

THEOREM 5.17. The predicates $x=y, x \leq y, x<y, x y y$, and $x>y$ are all recursive.

PROOF. The characteristic function of $x=y$ is $\alpha(\alpha(y-x))$ and so it is recursive. The recursiveness of the other predicatesfollow from the following equivalences:

$$
\begin{aligned}
& x \leq y \leftrightarrow y \geq x, \\
& \\
& x>y \leftrightarrow \sim(x \leq y), \\
& \\
& x<y \leftrightarrow \sim(x \geq y), \\
& \text { and } \quad x=y \leftrightarrow x \leq y \wedge x \geqq y,
\end{aligned}
$$

We are now able to list some more recursive functions and predicates which we will use in our later work. Each function or predicate is followed by a definition, if
necessary, and a formula which proves it to be recursive.
(1) $y \mid x . \quad y$ is a divisor of $x$.

$$
y \left\lvert\, x \leftrightarrow \underset{z=0}{\frac{x}{\exists}}(x=y z)\right.
$$

(2) Prime ( $x$ ). $x$ is a prime number.

$$
\text { Prime }(x) \leftrightarrow(x>1) \wedge \underset{z=0}{\forall}((z=1) \vee(z=x) \vee \sim(z \mid x)) \text {. }
$$

(3) $\operatorname{Pr}(x) . \operatorname{Pr}(x)=$ the $n t h$ prime in order of magnitude where we arbitrarily take the 0 th prime equal to 0 .

$$
\begin{aligned}
& \operatorname{Pr}(0)=0 \\
& \operatorname{Pr}(n+1)=\operatorname{Pr}_{y=0}(n):+1 \\
& (\operatorname{Prime}(y) \wedge y>\operatorname{Pr}(n))
\end{aligned}
$$

We are finally ready to prove
THEOREM 5.18. The predicates $T_{n}\left(z, x_{1}, \ldots, x_{n}, y\right)$ are recursive, for all numbers $n$.

Proof. We have shown, up to this point, that certain predicates and functions are recursive, and we have also shown a number of methods of constructing recursive predicates and functions from predicates and functions which we already know to be recursive. In this proof, then, we will show how the predicates $T_{n}\left(z, x_{1}, \ldots, x_{n}, y\right)$ can be constructed with these methods from known recursive functions and predicates. The proof simply consists of a list of functions and predicates, culminating in the predicates $T_{n}\left(z, x_{1}, \ldots, x_{n}, y\right)$. Each function or predicate is accompanied by a definition and then a formula which proves the function
or predicate to be recursive.

Group I. Functions and Predicates Which Concern Gôdel Numbers of Expressions and Sequences of Expressions:
(1) n Gl x .
n Gl x is a binary function.
If $X=g n(M)$, where $M$ is an expression consisting
of the symbols $\delta_{1}, \delta_{2}, \ldots, \delta_{p}$, in that order, then if $0<n \leq p$, $n G 1 x$ is the number associated with the symbol $\delta_{n}$, whereas if $n=0$ or $n>p$, then $n G l x=0$.

If $x$ is the Goddel number of the sequence of expressions $M_{1}, M_{2}, \ldots, M_{p}$, then if $0<n \leq p, n G l x=g n\left(M_{n}\right)$, whereas if $n=0$ or $n^{>} p$, then $n$ Gl $x=0$.

If $x$ is not a Godel number, we don't care how it's defined, as long as it's recursive.
$n$ Gl $x={\underset{Y}{M}=0}_{\mathbb{X}}^{X}\left[\operatorname{Pr}(n)^{Y} \mid x \wedge \sim\left(\operatorname{Pr}(n)^{Y+1} \mid x\right)\right]$.
(2) £(x).

If $x=g n(M)$, then $£(x)$ is the number of symbols occurring in $M$. If $x$ is the GOdel number of a sequence of expressions, then (x) is the number of expressions in the sequence. If $x$ is not a Gठdel number we don't care.

$$
£(x)=\underset{Y=0}{\underset{M}{x}}\left[\left(\begin{array}{lll}
(y & G l & x>0) \wedge \underset{i=0}{\forall} \\
\underset{y}{x} \\
(y+i+l) \text { Gl } x=0)]
\end{array}\right.\right.
$$

(3) $\mathrm{GN}(\mathrm{x})$.
$G N(x)$ is a predicate which holds if and only if there exist positive integers $a_{k}, l \leq k \leq n$, such that

$$
x=\prod_{k=1}^{n} \operatorname{Pr}(k) \quad a_{k}
$$

Note that it is not necessarily true that $x$ is a Gסdel number if $G N(x)$ holds, but it is true that $x$ is not a G8del number if $G N(x)$ does not hold.

$$
\operatorname{GN}(x) \leftrightarrow \underset{y}{\sim} \underset{y=1}{\exists}[(y \text { Gl } x=0) \wedge((y+1) \text { Gl } x \neq 0)]
$$

(4) Term $(x, z)$
$\operatorname{Term}(x, z)$ holds if and only if $z=\prod_{k=1}^{n} \operatorname{Pr}(k)^{a_{k}}$ for
suitable $a_{k}>0$, and $x=a_{k}$ for some $k, l \leqq k \leq n$.
$\operatorname{Term}(x, z) \rightarrow G N(z) \wedge \underset{n=0}{\exists}[(x=n G l z) \wedge(n \neq 0)]$
(5) $\quad x^{*} y$

If $M$ and $N$ are expressions, then $g n(M N)=g n(i f) * g n(N)$.
If $x$ and $y$ are GOdel numbers of the sequences of expressions $\mathrm{H}_{1}, \ldots, M_{n}$, and $N_{1}, \ldots, N_{p}$, respectively, then $x * y$ is the Gddel number of the sequence $M_{1}, \ldots, M_{n}, N_{1}, \ldots, N_{p}$.

$$
x * y=x{\underset{J I}{i=0}}_{£(y)-1}^{\ln } \operatorname{Pr}(£(x)+i+1)^{(i+1) G l y}
$$

Group II. Functions and Predicates Which Concern the Basic Structure of Turing Machines:
(6) IC (x)

IC ( $x$ ) holds if and only if $x$ is a number assigned
to one of the $q_{i}$.

$$
I C(x) \leftrightarrow \underset{y=0}{x}(x=4 y+9)
$$

(7) A1 (x)

Al (x) holds if and only if $x$ is a number assigned to one of the $s_{i}$

$$
\mathrm{Al}(x) \leftrightarrow{\underset{y}{3}=0}_{x}^{x}(x=4 y+7)
$$

(8) $\operatorname{Re}(x)$

Re ( $x$ ) holds if and only if $x$ is the number assigned to a symbol which may appear as the third symbol in a quadruple, $i . e . x$ is the number assigned to $a n s_{i}$ or $R$ or $L$.

$$
\operatorname{Re}(x) \leftrightarrow \operatorname{Al}(x) \vee(x=2) \vee(x=5)
$$

(9) Quad (x)

Quad (x) holds if and only if $x$ is the Godel
number of a quadruple.

$$
\begin{gathered}
\text { Quad }(x) \leftrightarrow G N(x) \wedge(£(x)=4) \wedge I C(1 G 1 x) \wedge A 1(2 G 1 x) \\
\wedge \operatorname{Re}(3 G 1 \quad x) \wedge I C(4 G 1 x) .
\end{gathered}
$$

(10) Inc $(x, y)$

Inc $(x, y)$ holds if and only if $x$ and $y$ are GOdel numbers of two distinct quadruples beginning with the same two symbols.

$$
\operatorname{Inc}(x, y) \rightarrow \operatorname{Quad}(x) \wedge \operatorname{Quad}(y) \wedge(1 \text { Gl } x=1 \text { Gl } y)
$$

$$
\wedge(2 \mathrm{Gl} x=2 \mathrm{Gl} \mathrm{y}) \wedge(\mathrm{x} \neq \mathrm{y})
$$

(11) $T M(x)$
$T M(x)$ holds if and only if $x$ is the G8del number of a Turing machine.

$$
T M(x) \leftrightarrow G N(x) \wedge \underset{n=1}{\forall}[Q(x) \quad[\operatorname{ad}(n G l x) \wedge \underset{m=1}{\forall} \nmid(x) \text { Inc }(n G l x, m G l x))]
$$

(12) MR(n)

We want $\operatorname{MR}(n)$ to be $g n(\bar{n})=g n\left(l^{n+1}\right)=g n\left(s_{1}^{n+1}\right)$
$\operatorname{MR}(0)=2^{l l}$
$M R(n+1)=2^{11} \star M R(n)$
(13) ID (x)

ID ( x ) holds if and only if x is the G8del number of an instantaneous description

$$
\begin{aligned}
& I D(x) \leftrightarrow G N(x) \wedge \underset{n=1}{\stackrel{E}{2}(x) \oplus 1} \text { \{IC (nGlx) } \\
& \wedge \underset{m=1}{\forall \mathcal{Z}(x)}[(m=n) \vee A l(m G 1 x)]\} .
\end{aligned}
$$

(14) Init $_{n}\left(x_{1}, \ldots, x_{n}\right)$

This is a class of functions, one for each value of $n>0$. We want $\operatorname{Init}_{n}\left(x_{1}, \ldots, x_{n}\right)=g n\left(q_{1}\left(\overline{x_{1}, \ldots, x_{n}}\right)\right)$
$\operatorname{Init}_{n}\left(x_{1}, \ldots, x_{n}\right)=2^{9} \star \operatorname{MR}\left(x_{1}\right) \star 2^{7} \star \operatorname{MR}\left(x_{2}\right) * 2^{7} \star \ldots 2^{7} \star \operatorname{MR}\left(x_{n}\right)$.

Group III. Functions and Predicates which Concern the Relation " + " in Turing Machines.
(15) Yield $(x, y, z)$

$$
\text { Yield }(x, y, z) \text { holds if and only if } x \text { and } y \text { are }
$$

G8del numbers of instantaneous descriptions, $z$ is a Gydel number of a Turing macinine $Z$, and $\operatorname{Exp}(x) \rightarrow \operatorname{Exp}(y)$ in $Z$, under Case 1 of Definition 2.7.

$$
\text { Yield }_{1}(x, y, z) \leftrightarrow \operatorname{ID}(x) \wedge \operatorname{ID}(y) \wedge \operatorname{TM}(z)
$$



$$
\left.\wedge I C(r) \wedge I C(t) \wedge A I(s) \wedge A I(u) \wedge^{T e r m}\left(2^{r} \cdot \cdot 3^{s} \cdot 5^{u} \cdot 7^{t}, z\right)\right]
$$

(16) Yield $2(x, y, z)$

Yield $_{2}$ is like Yield ${ }_{1}$, but deals with case 2 of Definition 2.7.

$$
\text { Yield }_{2}(x, y, z) \leftrightarrow I D(x) \wedge I D(y) \wedge T M(z)
$$


$\wedge\left(y=F \star 2^{s} * 2^{u} \star 2^{t} * G\right) \wedge I C(r) \wedge I C(n) \wedge A I(s) \wedge A I(t)$ $\left.\wedge \operatorname{Term}\left(2^{r} \cdot 3^{s} \cdot 5^{3} \cdot 7^{u}, z\right)\right]$
(17) Yield $3(x, y, z)$

$$
\text { Yield }_{3} \text { is like Yield }{ }_{1} \text {, but deals with case } 3 \text { of }
$$

Definition 2.7.

$$
\text { Yield }_{3}(x, y, z) \leftrightarrow I D(x) \wedge \operatorname{ID}(y) \wedge T M(z)
$$

$\left.\wedge \operatorname{IC}(r) \wedge I C(t) \wedge A l(s) \wedge \operatorname{Term}\left(2^{r} \cdot 3^{s} \cdot 5^{3} \cdot 7^{t}, z\right)\right]$
(18) Yield $4(x, y, z)$

Yield $_{4}$ is like Yield ${ }_{1}$, but deals with case 4 of Definition 2.7.

$$
\text { Yield }_{4}(x, y, z) \leftrightarrow \operatorname{ID}(x) \wedge \operatorname{ID}(y) \wedge T m(z)
$$

$$
\begin{aligned}
& \begin{array}{llllll}
x & x & x & x & x & y \\
\hdashline & \exists & \exists & \exists & \exists & \exists \\
\hline
\end{array}\left(x=F * 2^{r} * 2^{s} * 2^{t} * G\right) \\
& F=0 \quad G=0 \quad r=0 \quad s=0 \quad t=0 \quad u=0 \\
& \wedge\left(y=F * 2^{u} * 2^{r} * 2^{t} * G\right)
\end{aligned}
$$

$\left.\wedge I C(s) \wedge I C(u) \wedge A 1(r) \wedge A 1(t) \wedge \operatorname{Term}\left(2^{s} \cdot 3^{t} \cdot 5^{5} \cdot 7^{u}, z\right)\right]$
(19) Yield $5(x, y, z)$

Yield $_{5}$ is like Yield ${ }_{1}$ but deals with case 5 of Definition 2.7.

$$
\text { Yield }_{5}(x, y, z) \leftrightarrow I D(x) \wedge I D(y) \wedge \operatorname{TM}(z)
$$

$$
\begin{aligned}
& \wedge \underset{G=0}{\underset{r}{\exists}} \underset{r=0}{\underset{\exists}{x}} \underset{s=0}{\exists} \underset{t=0}{\exists}\left[\left(x=2^{x} * 2^{s} * G\right) \wedge\left(y=2^{t} * 2^{7} * 2^{s} * G\right)\right. \\
& \left.\wedge I C(r) \wedge I C(t) \wedge A l(s) \wedge \operatorname{Term}\left(2^{r} \cdot 3^{s} \cdot 5^{5} \cdot 7^{t}, z\right)\right]
\end{aligned}
$$

(20) Yield (x,y,z)

Yield ( $x, y, z$ ) holds if and only if $x$ and $y$ are G8del numbers of instantaneous descriptions, $z$ is a Gठdel number of a Turing machine, $Z$, and $\operatorname{Exp}(x) \rightarrow \operatorname{Exp}(y)$ in $Z$.

$$
\begin{aligned}
\text { Yield }(x, y, z) \leftrightarrow & \text { Yield }_{1}(x, y, z) \vee Y i e l d_{2}(x, y, z) \\
& \text { Vield }_{3}(x, y, z) \vee \text { Yield }_{4}(x, y, z) \\
& \text { VYield }_{5}(x, y, z)
\end{aligned}
$$

(21) Fin $(x, z)$

Fin $(x, z)$ holds if and only if $z$ is a GOdel number of a Turing machine $Z$, and $x$ is the G8del number of an instantaneous description which is terminal with respect to $Z$.

$$
\begin{aligned}
& \operatorname{Fin}(x, z) \rightarrow \operatorname{ID}(x) \operatorname{TM}(z) \\
& \wedge_{F=0}^{\exists} \underset{G=0}{\exists} \underset{r=0}{\exists} \underset{s=0}{\exists}\left\{\left(x=F * 2^{r} * 2^{s} * G\right) \wedge I C(r) \wedge A 1(s)\right.
\end{aligned}
$$


(22) $\operatorname{Comp}(y, z)$

Comp $(y, z)$ holds if and only if $z$ is a Goldel number of a Turing machine $Z$, and $y$ is the Gठdel number of a computation of z .

$$
\operatorname{Comp}(y, z) \leftrightarrow T M(z) \wedge G N(y)
$$

$$
f(y)=1
$$

(23) Finally we have

$$
T_{n}\left(z, x_{1}, \ldots, x_{n}, y\right) \leftrightarrow \operatorname{Comp}(y, z) \wedge\left(1 \operatorname{Gly}_{y}=\operatorname{Init}_{n}\left(x_{1}, \ldots, x_{n}\right)\right) .
$$

Thus $T_{n}\left(z, x_{1}, \ldots, x_{n}, Y\right)$ is a recursive predicate.

As we outlined earlier, we now define $W(x, y)$ by $W(x, y) \leftrightarrow T(x, x, y)$. It follows immediately that $W(x, y)$ is recursive and hence computable. It remains only to prove that $\exists \mathrm{J}(\mathrm{x}, \mathrm{y})$ is not computable and hence not recursive and then we can formally define our machine $Z_{0}$ with unsolvable halting problem.

THEOREM 5.19. $\exists \mathrm{W}(\mathrm{x}, \mathrm{y})$ is a non-computable predicate. y
PROOF: Suppose $\exists \mathrm{W}(\mathrm{x}, \mathrm{y})$ is computable. Then so is its y
characteristic function. Then there exists a Turing machine, ${ }_{2}$, such that

$$
\begin{aligned}
\Psi_{z_{1}}(x) & =0 \text { if } 3 W(x, y) \text { holds. } \\
& =1 \text { if } 3 W(x, y) \text { doesn't hold. }
\end{aligned}
$$

By Lemma 1 of Chapter III, there is a Turing machine $Z_{1}^{1}$ which is l-regular and such that $\operatorname{Res}_{z_{1}}\left[q_{1}(\bar{m})\right]=q_{\theta\left(z_{1}^{\prime}\right)}{ }_{Z_{1}}^{(m)} .$.

Let $z_{2}$ be the Turing machine whose quadruples consist of all the quadruples of $z_{i}^{\prime}$ in addition to the quadruples:

$$
\begin{aligned}
& q_{\theta\left(z_{1}^{\prime}\right)^{1} R q_{\theta\left(z_{i}^{\prime}\right)+1}} \\
& q_{\theta\left(z_{i}^{\prime}\right)+1} \text { B }_{p^{\prime}} \theta_{\theta\left(z_{1}^{\prime}\right)+1}
\end{aligned}
$$

is not in the alphabet of zi . Now if $m$ is such that $\underset{Y}{\exists W}(m, y)$ doesn't hold, then $\Psi_{Z_{1}}(m)=1$ and so, with respect to $\mathrm{Z}_{2}$

$$
\begin{aligned}
q_{1}(\bar{m}) & \rightarrow \cdots \\
& \rightarrow q_{\theta\left(z_{1}\right) I} \\
& =q_{\theta\left(z_{1}^{\prime}\right) 11} \\
& \rightarrow q^{\theta}\left(z_{1}^{\prime}\right)+1
\end{aligned}
$$

which is terminal.
But if $m$ is such that $\exists W(m, y)$ holds, then $\Psi_{Z_{1}}(m)=0$ and so, with respect to $\mathrm{Z}_{2}$

$$
\begin{aligned}
q_{1}(\bar{m}) & \rightarrow \cdots \\
& \rightarrow q_{\theta\left(z_{i}\right)^{\overline{0}}} \\
& =q_{\theta\left(z_{i}^{\prime}\right)^{1}} \\
& \rightarrow l q_{\theta\left(z_{i}\right)+1^{B}} \\
& \rightarrow l q_{\theta\left(z_{i}\right)+1} S_{p} \\
& \rightarrow l q_{\theta\left(z_{i}\right)+1^{B}} \\
& \rightarrow \cdots \\
& \text { and a terminal }
\end{aligned}
$$

instantaneous description is never reached.
Thus, there is a computation of $z_{2}$ beginning with $x$ if and only if $\exists W(x, y)$ doesn't hold, i.e. if and only if $\sim \exists W(x, y)$
holds. Now let $z_{2}$ be à GÖdel number of $Z_{2}$. By definition of the predicate $T, T\left(z_{2}, z_{2}, Y\right)$ holds if and only if $Y$ is the G®del number of a computation of $z_{2}$ beginning with $q_{1}\left(\overline{z_{2}}\right)$. Thus $\exists \mathrm{T}\left(\mathrm{z}_{2}, \mathrm{z}_{2}, y\right)$ holds if and only if there is some computation of $z_{2}$ beginning with $q_{1}\left(\overline{z_{2}}\right)$. But we argued above that such a computation exists if and only if $\underset{Y}{ } \underset{Y}{ }\left(z_{2}, y\right)$ holds. Thus

$$
\underset{Y}{\exists T}\left(z_{2}, z_{2}, Y\right) \leftrightarrow \underset{Y}{\sim} W\left(z_{2}, Y\right) .
$$

But by definition of $W, W\left(z_{2}, Y\right) \leftrightarrow T\left(z_{2}, z_{2}, Y\right)$. And so $\underset{y}{\sim \exists W}\left(z_{2}, Y\right) \leftrightarrow \underset{y}{\sim} \underset{Y}{ }\left(z_{2}, z_{2}, Y\right)$.

Thus we have

$$
\underset{Y}{\exists} T\left(z_{2}, z_{2}, Y\right) \leftrightarrow \underset{Y}{\sim}\left(z_{2}, z_{2}, Y\right) ;
$$

clearly an impossible situation.
Thus $\exists \mathrm{Y}(\mathrm{X}, \mathrm{Y})$ cannot be computable.

We now have $W(x, y)$ computable and $\exists W(x, y)$ non-computable. Let $w(x, y)$ be the characteristic function of $w(x, y)$. Then $w(x, y)$ is computable, and so $g(x)=\min _{y}[w(x, y)=0]$ is a partially computable function. Thus, there is a Turing machine $Z_{0}$ such that $\Psi_{Z_{0}}(x)=g(x)$.

THEOREM 5.20. The halting problem for $Z_{0}$ is unsolvable.

PROOF: Define the predicate $\mathrm{P}_{\mathrm{Z}_{0}}(x)$ to hold if and only if there is a computation of $Z_{0}$ beginning with $q_{1}(\bar{x})$. Then, by Church's Thesis, the halting problem for $Z_{0}$ has a solution if and only if $P_{Z_{0}}(x)$ is recursive.

Now $P_{Z_{0}}(x)$ holds if and only if $\Psi_{Z_{0}}(x)$ is defined, which happens if and only if $g(x)$ is defined, which happens if and only if $\min _{y}[w(x, y)=0]$ is defined, which happens if and only if there exists a number $y$ such that $w(x, y)=0$, which happens if and only if there is a $Y$ such that $W(x, y)$ holds, which happens if and only if $\exists W(x, y)$ holds.

Thus, $P_{Z_{0}}(x) \leftrightarrow \exists \underset{Y}{ } \underset{Y}{ }(x, y)$. But $\exists \underset{Y}{Y}(x, y)$ is not computable and hence not recursive. Thus $P_{Z_{0}}(x)$ is not recursive and $Z_{0}$ has unsolvable halting problem.

THE WEAK AND STRONG WORD PROBLENIS

FOR SEMI-GROUPS.

In this chapter, we will present a single argument which will show that both the weak and the strong word problems for finitely presented semi-groups are unsolvable. The argument will in fact show that the unsolvability of the weak halting problem for Turing machines yields the unsolvability of the weak word problem for finitely presented semigroups, and the unsolvability of the strong halting problem yields the unsolvability of the strong word problem for semigroups.

More precisely, we show that there is a constructive correspondence between the set of all Turing machines and a set of finitely presented semigroups, i.e. we will give an effective procedure for constructing from each Turing machine, $Z$, a finitely presented semigroup, $H_{Z}$, such that any solution to the word problem for $\mathrm{H}_{\mathrm{z}}$ yields a solution to the halting problem for 2.

Suppose the weak word problem for finitely presented semigroups had a solution. Then given any Turing machine, $Z$, we use the effective procedure to construct the semigroup $H_{Z}$ and then use our solution to the weak word problem for semigroups to get a solution to the halting problem for z . Thus we would have a single procedure which could be applied to any Turing machine to solve the halting problem for that
machine, contradicting the unsolvability of the weak halting problem.

Now, suppose the strong word problem for finitely presented semigroups had a solution. The unsolvability of the strong halting problem produces a Turing machine, $Z_{0}$, with unsolvable halting problem. We can then construct the semigroup $\mathrm{H}_{\mathrm{Z}_{0}}$ and since any solution to the word problem for $\mathrm{H}_{\mathrm{Z}_{0}}$ would yield a solution to the halting problem for $\mathrm{Z}_{0}$, there can be no such solution. Thus we have a finitely presented semigroup with unsolvable word problem and so the strong word problem for semigroups is unsolvable.

We now go ahead with the construction of the semigroup $H_{Z}$ from the Turing machine $Z$. To facilitate the construction we introduce the concept of semi-Thue and Thue systems. A semi-Thue system, $T$, is a pair $(S, B)$ where $S$ is a finite set of symbols of generators and $\beta$ is a finite set of rules. A word in $T$ is a finite sequence of generators from $S$ (like a word in a semigroup; note that inverses don't exist as they do in groups.) Words are multipled by juxtaposition, as in free semigroups. A rule of $T, i . e$, an element of $B$, is of the form " $A \rightarrow B$ " where $A$ and $B$ are words in $T$. If $C$ and $D$ are words in $T$, then we write " $C+D$ in $T$ " if there are words $A, B, P, Q$ in $T$, possibly empty, such that $C$ is $P A Q, D$ is $P B Q$ and " $A+B$ " is a rule of $T$. We write $" E \Rightarrow F$ in $T$," where $E$ and $F$ are words in $T$, if there is a finite sequence $C_{1}, C_{2}, \ldots, C_{n}$
of words in $T$ such that $E$ is $C_{1}, F$ is $C_{n}$ and $C_{i} \rightarrow C_{i+1}$ in $T$ " for $i=1,2, \ldots, n-1$. Where no ambiguity can result, we simply write " $C \rightarrow D$ " or $" E=F "$.

If a semi-Thue system, $T$, has the additional property that " $B \rightarrow A$ " is a rule of $T$ whenever " $A \rightarrow B$ " is, then $T$ is a Thue system, and we combine the rules, simply writing " $A \leftrightarrow B$ ". The rule ${ }^{\prime} B \rightarrow A$ "is called the inverse of the rule " $A \rightarrow B$ ", and vice versa. The following theorems follow immediately from these definitions.

THEOREM 6.1. If $T$ is a semi-Thue system, then $C \rightarrow D$ in $T$ implies $C \Rightarrow D$ in $T$.

THEOREM .2. If $T$ is a Thut system, then $C \rightarrow D$ in $T$ if and only if $D \rightarrow C$ in $T$; and $E=F$ in $T$ if and only if $F \Rightarrow E$ in T. In these cases we write " $C \leftrightarrow D$ in $T$ " and " $E \leftrightarrow F$ in $T$ " respectively.

The reader may already have noticed that a Thus system is, for all intents and purposes, a semi-group. All we have to do is replace the symbols $\leftrightarrow$ and $\Leftrightarrow$ with the symbol $=$. We will, of course, make use of this fact in our construction.

An outline of our construction is as follows. For each Turing machine $Z$ we will construct a semi-Thue system $T_{Z}$ with the property that for each instantaneous description $\alpha$ of $Z$ there corresponds a word $A_{\alpha}$ in $T_{Z}$ such that if $B$ is another word in $T_{Z}$ where $A_{\alpha} \rightarrow B$ in $T_{Z}$, then $B$ is $A_{B}$ for some instantaneous description $\beta$ of $Z$ and $\alpha \rightarrow \beta$ in $Z$. Also
$A_{\alpha} \rightarrow A_{\beta}$ in $T_{Z}$ whenever $\alpha \rightarrow \beta$ in $Z$.
Thus, there is a certain class of words in $T_{2}$, corresponding to instantaneous descriptions of $z$, such that $T_{Z}$ acts on these words just as $Z$ acts on its instantaneous descriptions.

We then construct the semi-Th ue system $T_{Z}^{\prime}$ from $T_{Z}$ by adding one new generator, $q$, (without subscript) and a number of new rules to $T_{Z}$, so that for the word $A_{\alpha}$ corresponding to an instantaneous description $\alpha$ of 2 , we have $A_{\alpha}=q$ in $T_{Z}^{\prime}$ if and only if $A_{\alpha} A_{\delta}$ in $T_{Z}$ for some terminal instantaneous description $\delta$ of $Z$. Of course this latter occurrence will take place exactly when there is a computation of $Z$ beginning with $\alpha$. From $T_{2}^{\prime}$ we construct the semigroup $H_{Z}$ with the same generators such that $A_{\alpha}=q$ in $H_{Z}$ if and only if there is a computation of $Z$ beginning with $\alpha$.

We proceed formally as follows. Let $Z$ be any Turing machine. The set of generators of $T_{Z}$ will consist of all symbols appearing in the alphabet of $Z$, including the symbol $s_{0}$ if it does not already appear in the alphabet of $Z$, all symbols appearing as internal configurations of $Z$, and the symbol $s_{h}$, where $h$ is the smallest positive integer not already appearing as the subscript of some $s$ in the alphabet of $Z$.

If $\alpha$ is any instantaneous description of $z, i . e$. a finite sequence of $s_{j}{ }^{\prime} s$ with one $q_{i}$ not at the right end,
then we associate with $\alpha$ the word $s_{h} s_{h}$ in $T_{Z}$, which we call $A_{\alpha}$. A word constructed in this manner from an instantaneous description of $Z$ is called a d-word in $T_{Z}$.

The rules of $T_{z}$ are constructed in groups, each group to correspond to a quadruple of $Z$. If $q_{i} s_{j}{ }^{L q} q_{1}$ is a quadruple of $Z$, then the rules $s_{n} q_{i} s_{j} \rightarrow_{q_{1}} s_{n} s_{j}$, one for each generator of $T_{Z}$ of the form $s_{n}$, excluding $s_{h}$, (i.e. for each $s_{n}$ in the alphabet of $z$, including $s_{0}$, will all be rules of $T_{Z}$. In addition, the rule $s_{h} q_{i} s_{j} \rightarrow s_{h} q_{l} s_{o} s_{j}$ will be a rule of $T_{Z}$. We recall that the quadruple $q_{i} s_{j} q_{1}$ of $z$ acts on an instantaneous description $\alpha$ when $\alpha$ involves $q_{i}$ and $q_{i}$ appears immediately to the left of the symbol $s_{j}$, and has the effect of moving the $q_{i}$ one space to the left and changing it to $q_{1}$. Our semi-Thue system rules act on the corresponding d-words and have the same effect on them. We have the rule $s_{h} q_{i} s_{j} \rightarrow$ $s_{h} q_{l} s_{o} s_{j}$ instead of the rule $s_{h} q_{i} s_{j} \rightarrow q_{l} s_{h} s_{j}$ so that the $s_{h}$ will always remain at the left end of the word. We construct similar groups of rules from the quadruples of the forms $q_{i} s_{j} R q_{1}$ and $q_{i} s_{j} s_{k} q_{l}$. If $q_{i} s_{j} R q_{1}$ is a quadruple of $z$ then the rules $q_{i} s_{j} s_{n} \rightarrow s_{j} q_{1} s_{n}$, one for each generator of $T_{z}$ of the form $s_{n}$, excluding $s_{h}$, and the rule $q_{i} s_{j} s_{h} \rightarrow s_{j} q_{l} s_{o} s_{h}$ will all be rules of $T_{Z}$. Finally, if $q_{i} s_{j} s_{k} q_{l}$ is a quadruple of $Z$, it will act on an instantaneous description which has $q_{i}$ immediately to the left of $s_{j}$ and will have the effect of changing the $s_{j}$ to $s_{k}$ and the $q_{i}$ to $q_{l}$. So we include the single rule $q_{i} s_{j} \rightarrow q_{1} s_{k}$ among the rules of $T_{2}$. The rules
derived as above from the quadruples of $Z$ are all the rules of $T_{Z}$.

Now we easily observe that if we apply any of the rules of $T_{Z}$ to a d-word we get another d-word. By simple induction, then, we derive that if $E$ is a d-word in $T_{Z}$ and if $E=F$ in $T_{Z}$, then $F$ is a d-word in $T_{Z}$. We note even more than this, though. From the way we have constructed the rules of $T_{Z}$ we note that $A_{\alpha} \rightarrow A_{\beta}$ in $T_{Z}$ if and only if $\alpha \rightarrow \beta$ in $Z$. Thus we can define $A_{\alpha}$ to be a terminal d-word in $T_{2}$ if $\alpha$ is a terminal instantaneous description in $Z$, and we will have the result that $A$ is a terminal d-word in $Z$ if and only if $A$ is a $d$-word and there is no word $B$ such that $A \rightarrow B$ in $T_{Z}$.

So if we consider the semi-Thue system $T_{Z}$ restricted to d-words, it in a sense "does the same thing" as the Turing machine Z .

We now construct the semi-Thue system $T_{Z}^{\prime}$ from $T_{Z}$. The set of generators of $T_{Z}^{\prime}$ will include all the generators of $T_{Z}$ in addition to the symbol $q$ (no subscript). The set of rules of $T_{Z}^{\prime}$ will include all the rules of $T_{Z}$ in addition to the following groups of rules:
(a) $q_{i} s_{j} \rightarrow q_{j}$ for all $q_{i}$ and $s_{j}$, excluding $s_{h}$, that are generators of $T_{Z}$ such that neither $q_{i} s_{j}, s_{h} q_{i} s_{j}$, $q_{i} s_{j} s_{h}, s_{n} q_{i} s_{j}$ for some $n$, nor $q_{i} s_{j} s_{n}$ for some $n$, is the left hand word in a rule of $\mathrm{T}_{2}$;
(b) $s_{j} q s_{k} \rightarrow q \quad$ for all generators
(c) $s_{h} \mathrm{qs}_{k} \rightarrow \mathrm{~s}_{\mathrm{h}} \mathrm{q}$
(d) $s_{j} q s_{h} \rightarrow q s_{h}$ of $T_{Z}$ of the form $s_{j}$ and $s_{k}$ (excluding $s_{h}$ )
and the single rule

$$
\text { (e) } \quad s_{h} q s_{h} \rightarrow q
$$

We note that if $E$ is a d-word in $T_{Z}^{\prime}$ to which one of the rules of (a) may be applied then the effect of applying the rules of (a), (b), (c), (d), and (e) to $E$ wherever possible is to first change the $q_{i}$ of $E$ to $q$ and then to erase all the $s_{j}$ 's except $s_{h}$, giving the word $s_{h} q s_{h}$, and finally to erase the $s_{h}$ 's leaving the word $q$. Thus, if we can apply one of the rules of (a) to the d-word $E$ in $T T_{2}^{\prime}$, we get $E=q$ in $\mathrm{T}_{\mathrm{Z}}$.

Next, we note that the rules of (a) are constructed such that one of them is applicable to the d-word $E$ of $T_{Z}^{\prime}$ if and only if $E$ is a terminal d-word of $T_{Z}$. As we already observed, $E$ is a terminal d-word of $T_{Z}$ if and only if $E=A_{\alpha}$ where $\alpha$ is a terminal instantaneous description of the Turing machine 2.

Combining the above results with our previous observations we immediately have the following theorem.

THEOREM 6.3. There is a computation of the Turing machine $z$ beginning with the instantaneous description $\alpha$ if and only if $A_{\alpha}=q$ in $T{ }_{Z}^{\prime}$.

Now let $T_{Z}$ " be the semi-Thue system whose generators
are just those generators of $T_{Z}^{\prime}$ and whose set of rules consists of the inverses of all the rules of $T_{Z}^{\prime}$. We notice immediately that $E=F$ in $T_{Z}$ "if and only if $F \Rightarrow E$ in $T Z^{\prime}$, where $E$ and $F$ are any words in $\mathrm{T}_{\mathrm{Z}}{ }^{\prime \prime}$.

Next, let $T_{Z}$ * be the Thue system whose generators are just those generators of $T_{Z}^{\prime}$ and whose set of rules consists of the rules of $T_{Z}^{\prime}$ together with their inverses, i.e. whose set of rules is the union of the set of rules of $T_{Z}^{\prime}$ and the set of rules of $T_{Z}$ ".

THEOREM 6.4. If $E$ is any d-word in $T_{z}$ * then $E \Leftrightarrow q$ in $T_{Z}$ * if and only if $E=q$ in $T_{Z}^{\prime}$.

PROOF: Obviously $E=q$ in $T_{Z}$ *if $E=q$ in $T_{Z}^{\prime}$. By THEOREM 6.2, $q=E$ in $T_{Z} *$ if and only if $E=q$ in $T{ }_{Z}$. Thus $E$ is $q$ in $T_{Z}$ * if $E=q$ in $T_{Z}^{\prime}$.

On the other hand, $E=q$ in $T_{Z}^{\prime}$ if $q=E$ in $T_{Z}{ }^{\prime}$. Obviously $q=玉$ in $T_{Z}{ }^{*}$ if $E \Leftrightarrow q$ in $T_{Z}{ }^{*}$. So it suffices to prove that $q=E$ in $T_{Z}$ " if $q=\mp$ in $T_{Z}$.

First we observe that if $C$ is any d-word of $T_{Z}^{\prime \prime}$ or any word of $T_{Z}^{\prime}$ consisting of $s^{\prime} s$ with exactly one $q$ and an $s$ at either end, ${ }^{l}$ then at most one rule of $T_{Z}^{\prime}$ is applicable to $C$. This is because if $C$ is $d$-word then $C$ is $A_{\alpha}$ for some instantaneous description $\alpha$ of $Z$. If any rule of $T_{z}^{\prime}$ is applicable to $C$ then either that rule is one of rules of (a) in which case only one can be applicable or that rule is one of the rules of $T_{Z}$ in which case again only one can be applicable because the rules of $T_{Z}$ all come from the quadruples of $Z$ and at most one quadruple of $Z$ can be applied to $\alpha$.

[^0]Also, from the way the rules of (a) were chosen, none of them can be applicable to $C$ if a rule of $T_{Z}$ is. If $C$ is a word involving $q$ then the only possible rules of $T_{Z}^{\prime}$ that can be applicable to $C$ are those of (b), (c), (d) and (e), and it is easy to see that at most one of them can be applicable to C.

Now suppose $q=E$ in $T_{Z}{ }^{*}$. Then there is a finite sequence of words $C_{1}, C_{2}, \ldots, C_{n}$ such that $q$ is $C_{1}$ and $E$ is $C_{n}$ and $C_{i} \rightarrow C_{i+1}$ for $i=1,2, \ldots, n-1$, and such that $C_{i}$ is either a d-word or a word consisting of $s$ 's with exactly one $q$ and an $s_{h}$ at either end, for $i=2,3, \ldots, n$. (Note that $C_{2}$ must be the word $\left.s_{h} q_{h}.\right)$ Now let $V_{1}, V_{2}, \ldots, V_{n-1}$ be the sequence of rules of $T_{Z}$ * such that $V_{i}$ is the rule $A_{i} \rightarrow B_{i}$ of $T_{Z}$ * and $C_{i}$ is the word $P_{i} A_{i} Q_{i}$ for $P_{i}$ and $Q_{i}$ and $C_{i+1}$ is the word $P_{i} B_{i} Q_{i}$, i.e. $V_{i}$ is the rule used to get $C_{i} \rightarrow C_{i+1}$ in $T_{Z}$, , for $i=1,2, \ldots, n-1$. Then for each $i, V_{i}$ is a rule of either $T_{Z}^{\prime}$ or $T_{Z}$. It is easy to see that no rule of $T_{Z}^{\prime}$ can be applied to $q$, and so $V_{1}$ must be a rule of $T_{Z}$. (In fact $V_{1}$ will be the rule $q \rightarrow s_{h} q s_{h}$.) Let $m$ be the least number such that $V_{m}$ is not a rule of $T_{Z} "$. Then $V_{m}$ is a rule of $T_{Z}^{\prime}$. Now $V_{m}$ is the rule used to get $C_{m}+C_{m+1}$. And we saw that $V_{m}$ can be the only rule of $T_{Z}^{\prime}$ applicable to $C_{m}$, and obviously it can only be applied in one way. Thus if $C_{m} \rightarrow D$ in $T_{z}^{\prime}$, D must be $C_{m+1}$. Now $C_{m-1} \rightarrow C_{m}$ in $T_{z}$ * and the rule which gives this is in $T_{Z} "$, so $C_{m-1} \rightarrow C_{m}$ in $T_{Z}$ " and thus $C_{m} \rightarrow C_{m-1}$ in $T_{Z}^{\prime}$, and so $C_{m-1}$ is $C_{m+1}$. Thus the words $C_{m}$ and $C_{m+1}$ could be omitted
from the sequence $C_{1}, C_{2}, \ldots, C_{n}$. In this manner we can eliminate all the steps involving application of rules not from $T_{Z}$ and so $G=E$ in $T_{Z}$, and the theorem is proved.

We are now ready to construct our semi-group. Let $T$ be any Thue system, Let $H_{T}$ be the semi-group with presentation $(S ; U)$ where $S$, the set of generators of $H_{T}$, is just the set of generators of $T$ and where $U$, the set of defining relations of $H_{T}$ 。 is such that $A=B$ is in $U$ if and only if $A \leftrightarrow B$ is a rule in T. Since defining relations of a semi-group are applied to words of the semi-group in the same way that rules of a Thue system are applied to words of the system, we see immediately that $E=F$ in $H_{T}$ if and only if $E \Leftrightarrow F$ in $T$, where $E$ and $F$ are any two words in $H_{T}$.

Now we are ready to finish the proof of the unsolvability of the weak and strong word problems for finitely presented semi-groups.

THEOREM 6.5. Given a Turing machine $Z$, there exists a finitely presented semigroup $H_{Z}$, such that a solution to the word problem for $H_{Z}$ yields a solution to the halting problem for $Z$.

PROOF: Let $H_{Z}$ be the semigroup $H_{T_{Z}^{*}}$ constructed as described above from the Thue system $T_{Z}^{*}$ which is in turn constructed from $Z$. Let $\alpha$ be an arbitrary instantaneous description of $Z$. Then $A_{\alpha}$ is a word in $T_{Z}$, hence in $T V^{\prime}$, hence in $T_{Z}^{*}$, and hence in $H_{Z}$. By Theorem 6.3 there is a computation of $Z$ beginning with $\alpha$ if and only if $A_{\alpha}=q$ in $T{ }_{Z}^{\prime}$. By Theorem
6.4., $A_{\alpha}=q$ in $T_{Z}^{\prime}$ if and only if $A_{\alpha} \Leftrightarrow q$ in $T_{Z}$. We observed that $A_{\alpha} \oplus q$ in $T_{Z}{ }^{*}$ if and only if $A_{\alpha}=q$ in $H_{Z}$. Thus there is a computation of $z$ beginning with $\alpha$ if and only if $A_{\alpha}=q$ in $H_{Z}$. But we can apply our solution to the word problem for $H_{Z}$ to determine whether or not $A_{\alpha}=q$ in $H_{Z}$ holds. Thus we have an effective process for determining whether or not there is a computation of 2 beginning with $\alpha$, and so we have a solution to the halting problem for $Z$.

We have essentially accomplished what we set out to do. All that remains is to introduce Rotman's part of the proof of the word problem for groups. The first thing that we should note is that in a semigroup or group whose generators are all of the form $q_{i}$ or $s_{j}$ for some number $i$ or $j$, $a$ special word is a word $\sum$ of the form $A q_{i} B$ where $A$ and $B$ are words in the s's alone and, in the case of a group, where $\Sigma$ is a positive word, i.e. $\Sigma$ is a word in the generators with no occurrences of the inverses of the generators.

Post's Theorem, as Rotman calls it, is the theorem which gives the existence of a finitely presented semigroup with unsolvable word problem. This semigroup is called, by Rotman, Post's semigroup, and would be our semigroup $H_{Z_{0}}$, where $Z_{0}$ is a Turing machine with unsolvable word problem.

Rotman shows that there is a finitely presented group $G$, with unsolvable word problem, and constructs this group from Post's semigroup. Thus Rotman shows the unsolvability of the strong word problem starting with the unsolvability of
the strong word problem for finitely presented semigroups. The group that Rotman constructs is such that the solvability of its word problem would yield the solvability of the word problem for the semigroup from which it was constructed. As long as a semigroup has a finite number of generators of the form $s_{i}$ or $q_{j}$ for some number $i$ or $j$, and a finite number of defining relations of the form $\Sigma_{i}=\Gamma_{i}$, where $\Sigma_{i}$ and $\Gamma_{i}$ are all special words, one can use Rotman's construction to obtain a group such that the solvability of the word problem for that group yields a solution to the word problem for that semigroup. So if the weak word problem for finitely presented groups were solvable we would have an effective procedure for solving the weak word problem for semigroups of this form. Now all the semigroups that we constructed from Turing machines have this form and so have unsolvable weak word problem. Thus Rotman's proof actually shows that the unsolvability of the weak word problem for finitely presented groups is obtainable from the unsolvability of the weak word problem for this class of semigroups.
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## APPENDIX A

In this appendix we shall take a brief and by no means either complete or rigorous look at some special classes of groups for which the word problem has been solved. When we say that we are given a finitely presented group, $G$, we assume that we are in fact given a particular finite presentation for $G$, and we ask the question, "for what sorts of finite presentations does tnere exist an effective procedure for determining whether or not an arbitrary word in the generators is equal to the identity?" We have already seen that the answer is not "for all sorts".

We will first look at the simplest typo of group presentation: that with no defining relations, namely the free group presentation. Given a free group on a finite set (or, for that matter, an infinite set) of given generators we know that each word is equal to a unique reduced worá and we know that there is a very straightforward effective procedure for finding that unique reduced word for any given word. Since the empty word, which represents the identity, is reduced, the solution for the word problem is clear. Given an arbitrary word $W$, we simply reduce $W$ until we find the reduced word $W^{\prime}$ such that $W=W^{\prime}$. If $W^{\prime}$ is empty we know that $W=1 ;$ if not, $W \neq 1$. Thus all free groups have solvable word problem.

In 1912, Dehn showed that the word problem is solvable for the fundamental group of a closed two dimensional manifold of genus $g \geqq 2$. This is the group with presentation

$$
\left\{a_{1}, a_{2}, \ldots, a_{2 g} ;\left(a_{1}, a_{g+1}\right)\left(a_{2}, a_{g+2}\right) \ldots\left(a_{g}, a_{2 g}\right)\right\}
$$

where $\left(a_{i}, a_{j}\right)$ is tine commutator of $a_{i}$ and $a_{j}, a_{i}^{-1} a_{j}^{-1} a_{i} a_{j}$. Dehn's proof was a geometric one and has since been generalized considerably.

Next, suppose that $G_{1}$ and $G_{2}$ are disjoint finitely presented groups with solvaible word problems. We will show that the free product $G_{1} * G_{2}$ has solvable word problem.

We define the free product, $* G$, of a set, $r \in \Gamma$
$\left\{G_{\gamma}: \gamma \in \Gamma\right\}$, of pair wise disjoint groups (note that any set of groups can be "made" pairwise disjoint by "painting their elements different colors") such that $\left\{S_{\gamma} ; R_{\gamma}\right\}$ is the presentation of $G_{\gamma^{\prime}}$, for each $\gamma \in \Gamma$, to be the group with presentation $\left\{\underset{\gamma \in \Gamma}{\cup} S_{\gamma}{ }_{\gamma \in \Gamma}^{U} R_{\gamma}\right\}$.

Thus, an element of $G_{1} * G_{2}$ is a word in the symbols of $S_{1} U S_{2}$ and their inverses. Let $W$ be a word in $G_{1} * G_{2}$. Then the following effective procedure can be used to determine whether or not $W=1$ (the empty word) in $G_{1} * G_{2}$.

Step l. If $W$ is empty, write " $W=1 "$, and stop. If not go to step 2 .

Step 2. Apply parentheses to $W$ to write $W$ as a product of subwords of $W$ such that each subword is a word in either $G_{1}$ or $G_{2}$ and no two adjacent subwords are both in $G_{1}$ or both
in $G_{2}$.
Step 3. Apply the solutions of the word problems for $G_{1}$ and $G_{2}$ to the subwords obtained in Step 2 and if a subword is equal to 1 in either $G_{1}$ or $G_{2}$, delete it from W. After making all possible deletions, we get a new word which will be equal, in $G_{1} * G_{2}$, to $W$ and which we will also call W. Go back to Step 1 if at least one deletion was made. If no deletions were made, write "W申l", and stop. We can obviously perform step 1 in a finite number of steps.

Now, since $G_{1}$ and $G_{2}$ are both disjoint and have a finite number of generators we can surely perform step 2 in a finite number of steps. Since $W$ is only finite in length, we must always eventually come to a point, after a finite number of repeated applications of steps 2 and 3, where either $W$ is empty, or no more deletions can be made. So tine described procedure is certainly effective, and so the word problem for $G_{1} * G_{2}$ is solvable.

By induction, then, the word product for any finite free product of finitely presented groups is solvable, if the word problem is solvable for each of the groups whose free product is being taken.

It can be shown that if $G$ is the free product of $G_{1}$ and $G_{2}$ with isomorphic subgroups $H_{1} \mathrm{CG}_{1}$ and $\mathrm{H}_{2} \mathrm{CG}_{2}$ amalgamated, we can again solve the word problem in $G$ if the word problems for $G_{1}$ and $G_{2}$ are both solvable and if in $G_{1}$ and $G_{2}$
we can decide whether a given element belongs to $\mathrm{H}_{1}$ or $\mathrm{H}_{2}$ respectively, and if we can solve the word problems in $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$, and also if the isomorphism between $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$ is con structive, i.e. if given an arbitrary element of $\mathrm{H}_{1}$ we can effectively determine tize element of $\mathrm{H}_{2}$ onto which the element of $\mathrm{H}_{1}$ is mapped, and vice versa.

Using some of these results, it has been shown that the word problem is solvable for any group $G$ which is finitely generated and which has one defining relation. This is a generalization of Dehn's result, for Dehn's group has exactly one defining relation.

Suppose, now, that $G$ is a finitely presented group such that no two of the defining relators have any symbols in common; i.e. if $R_{1}$ and $R_{2}$ are any two defining relators such that $R_{1}$ is a reduced word involving the generators $a_{i_{1}}, \ldots, a_{i_{n}}$ of $G$ and $R_{2}$ is a reduced word involving the generators $a_{j_{1}}, \ldots, a_{j_{m}}$ of $G$, then the sets $\left\{a_{i_{1}}, \ldots, a_{i_{n}}\right\}$ and $\left\{a_{j_{1}}, \ldots, a_{j_{n}}\right\}$ are disjoint. Then $G$ is the finite free product of disjoint groups each with one defining relation and, perhaps, a free group, and as such has a solvable word proiblem. In this case $G$ is such that any two of its defining relators have no subwords in common.

In 1949, Tartakovskii [18] managed to extend this result somewhat by solving the word problem for groups in which any two defining relators have only very small, compared to their lengths, subwords in common. However,

Tartakovskii's solution depends on knowing beforehand the orders of all the generators of the group, and this may not be readily available knowledge from the presentation, and, in fact, may not be available at all. Tartakovskii's results are combinatorial in nature and are so elaborate that it would be impossible to describe them without lengthy preparation.

Finally, the word problem has been solved for groups, G, where for each pair, $a, b$, of generators, $a b=b a$ is among the defining relations or can be effectively derived from the defining relations; i.e. if a group can be shown to be abelian, it has solvable word problem. A proof of this result can be found in Section 3.3 of Magnus, Karrass, and Solitar, [1l].

Much more work than that described above has been done on the word problem. A slightly more detailed outline of this work is given in Section 6.1 of Vagnus, Karrass, and Solitar, and detailed proofs of some of the results can be found throughout the book. Other proofs can be found in some of the original papers listed in the bibliography of this thesis and in the bibliography of Magnus, Karrass, and Solitar.

## APPENDIX B

More on Computable and Recursive Functions and the Universal Turing Machine.

In Chapter III we showed that all recursive and partial recursive functions were computable or partially computable, respectively. It was not necessary in our proof of the existence of a Turing macnine, $Z_{0}$, witil unsolvable nalting problem, to show the converse, namely that every partially computable or computable function is partial recursive or recursive, respectively, and so this was not shown. However we came very close to showing this, and so, if only for aesthetic reasons, we include the proof in this appendix. We also show the existence of another Turing machine with unsolvaile halting problem.

In the proof of Theorem 5.19, we presented a list of recursive predicates and functions. We now extend that list with the following functions:

```
(1*) \(\quad C \cup(n, x)\)
    \(C U(n, x)=0\) if \(n G l x \neq 11\)
    \(C \cup(n, x)=1\) if nGl \(x=11\)
    \(C U(n, x)\) is the characteristic function of
```

the recursive predicate $n G L \mathbf{x} \neq 11$ and, as such, is recursive.
(2*) Corn (x)
If $x=g n(i f)$, then $\operatorname{Corn}(x)=\|M\|$ (the number
of $l^{\prime}$ 's or $s_{1}$ 's in 1 . If $x$ is not the Godel number of an
expression, then we don't care what $\operatorname{corn}(x)$ is.

$$
\operatorname{Corn}(x)=\sum_{n=1}^{£(x)} C U(n, x)
$$

(3*) U(y)
If $y$ is the GOdel number of the sequence of expressions $M_{1}, M_{2}, \ldots, M_{n}$, then $U(Y)=\left\|M_{n}\right\|$. Otherwise, we don't care what $U(y)$ is.

$$
U(y)=\operatorname{Corn}(£(y) G \ln )
$$

THEOREM Ap. 1. Every (Partially) computable function is (Partial) recursive.

PROOF: Suppose that $f\left(X^{(n)}\right)$ is partially computable. Then there is a Turing machine $Z_{0}$ sucin that $\Psi_{Z_{0}}^{(n)}(X)(n)=$ $f\left(X^{(n)}\right)$. Now let $z_{0}$ be a Godel number of $z_{0}$. Now the predicate $T_{n}\left(z_{0}, X^{(n)}, y\right)$ is recursive and so the function $\min _{Y} T_{n}\left(z_{0}, X^{(n)}, Y\right)=\min _{Y}\left[C_{T}\left(z_{0}, X^{(n)}, Y\right)=0\right]$ is partial recursive. Now, $\min _{y^{T_{n}}}\left(z_{0}, X^{(n)}, y\right)$ is the GBdel number of the computation of $Z_{0}$ beginning with $q_{1}\left(\overline{x_{1}, x_{2}, \ldots, x_{n}}\right)$, and is defined exactly when $\Psi_{Z_{0}}{ }^{n}\left(x_{1}, \ldots, x_{n}\right)$ is. Thus $U\left(\min _{Y} T_{n}\left(z_{0}, X^{(n)}, y\right)\right)$ is partial recursive and $U\left(\min _{Y} T_{n}\left(z_{0}, X^{(n)}, Y\right)\right)=\Psi_{Z_{0}}{ }^{n}\left(X^{(n)}\right)=f\left(X^{(n)}\right)$ and so $f$ is partial recursive.

Now suppose that $f$ is computable. Then $f$ is total and so for all n-tuples, $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ there is a computation of $Z_{0}$ beginning with $q_{1}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$. Thus for every $n$-tuple $\left(X^{(n)}\right)$, there is a $y_{0}$ such that $T_{n}\left(z_{0}, X^{(n)}, Y_{0}\right)$
holds. Thus $T_{n}\left(z_{0}, X^{(n)}, y\right)$ is a regular recursive predicate and so $\min _{y} T_{n}\left(z_{0}, X^{(n)}, y\right)$ and hence $U\left(\min _{y} T_{n}\left(z_{0}, X^{(n)}, y\right)\right)$ are recursive. Thus $f\left(X^{(n)}\right)$ is recursive.

Thus, the terms "computable" and "recursive" are interchangable, as are "partially computable" and "partial recursive", and so, by Church's thesis, a function is calculable if and only if it is computable (or partially computable, if it is not total).

Now, we obtain as a corollary to Theorem 1 , the promised converse to Corollary 3.1.

COROLLARY Ap. 2. Every function which is total and partial recursive, is recursive.

PROOF: Suppose $f$ is total and partial recursive. Since it is partial recursive, it is partially computable. Since it is partially computable and total, it is, by definition, computable. But then by Theorem l, it is recursive.

Now consider the partial recursive binary function $\varphi(z, x)=U\left(\min _{Y} T(z, x, y)\right)$. This function is partially computable, and so there is a Turing machine $U$ such that $\Psi_{U}{ }^{(2)}(z, x)=\varphi(z, x)$. We call $U$ the "universal Turing macinine" since it can be employed to compute any partially computable singulary function as follows.

Suppose $f(x)$ is partially computable. Let $Z_{0}$ be the Turing machine which computes $f$, i.e. such that $\Psi_{Z_{0}}(x)=f(x)$.

Then let $z_{0}$ be a Godel number of $z_{0}$. Then we have

$$
\Psi_{U}\left(z_{0}, x\right)=\varphi\left(z_{0}, x\right)=U\left(\min _{Y} T\left(z_{0}, x, y\right)\right)=\Psi_{Z_{0}}(x)=f(x) .
$$

The machine, $U$, can also be employed to compute $n$-ary
functions. Suppose $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is an $n$ partially computable function. With the n-tuple ( $x_{1}, x_{2}, \ldots, x_{n}$ ) we associate the single number

$$
\mathbf{x}=\prod_{k=1} \operatorname{Pr}(k)^{x_{k}} .
$$

In other words we define the computable n-ary function $g\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ by

$$
g\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\prod_{k=1}^{n} \operatorname{Pr}(k)^{x_{k}}
$$

Now define $h_{n}(x)$ by $h_{n}(x)=f(1 G l x, 2 G l x, \ldots, n G l x)$. Then for any $n, h_{n}(x)$ is partially computable and we have

$$
f\left(X^{(n)}\right)=h_{n}\left(g\left(X^{(n)}\right)\right)
$$

For each $n$, there is a Turing macinine $z_{n}$, with GOdel number $z_{n}$, such that $\Psi_{z_{n}}(x)=h_{n}(x)$. And thus we have

$$
f\left(X^{(n)}\right)=h_{n}\left(g\left(X^{(n)}\right)\right)=\Psi_{z_{n}}\left(g\left(X^{(n)}\right)\right)=\Psi_{U}^{(2)}\left(z_{n}, g\left(X^{(n)}\right)\right) .
$$

And since $g$ is recursive and hence calculable (in fact, $g$ can be calculated easily) the machine $U$ can be used to calculate $\mathrm{f}\left(\mathrm{X}^{(\mathrm{n})}\right)$.

THEOREM Ap.3. The universal Turing machine, $U$, has unsolvable halting problem.

PROOF: Near the end of the proof of Theorem 4.1 we found that "... there can be no effective procedure for determining for an arbitrary ruring machine $Z$ and an arbitrary number $x$ whether or not there is a computation of 2 beginning with $q_{1} \bar{x}$." Since the system of Gठdel numbering is certainly effective, i.e. given a Turing machine we can effectively determine its GXdel number and vice versa, and since $\Psi_{U}(2)(z, x)=\Psi_{Z}(x)$, where $z$ is the GBdel number of the machine 2 , if the nalting problem for $U$ had a solution, then we would simply find the G甘del number for the machine $Z$ and use the solution to the halting problem for $U$ to determine whether or not there was a computation of $U$ beginning with $q_{1}(\overline{z, x})$, which would tell us whether or not there was a computation of $z$ beginning with $q_{1} \bar{x}$. This, however, would contradict our previous result.
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[^0]:    $1_{\text {Remember }}$ that a word involving $q$ is not a d-word, because a d-word is of the form $s_{h} \alpha s_{h}$ where $\alpha$ is an instantaneous description of $\mathbf{Z}$.

