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ABSTRACT

The magnetic behaviour of [lll]-oriented iron whiskers is studied as a
function of magnetic field applied along the whisker length and as a function
of temperature. Based on ac susceptibility measurements and obsefved Bitter
patterns in low applied fields, a domain structure is proposed for this
orientation of whisker. This is compared with observations made on [100] and
the rare [l110]-oriented iron whiskers.

The technique of growing iron whiskers is described. Theories of
whisker growth are discussed. The role of carbon in iron whisker growth and
its detection in small concentrations 1s considered.

The approach to saturation in the [111] direction for an iron whisker
with its long axis in that direction is studied by ac susceptibility
measurements. The data at room temperature is analyzed to give the
magnetization, intrinsic susceptibility, and demagnetizing field at each of
15 cross~sections along the length for applied fields from 10 to ~ 1000 oe.
It is concluded that mean field anisotropy theory does not account for the
results. The approach to saturation in the [111] direction may reﬁresent the
behaviour of the 3-state Potts model.

The magnetic response of a flll]—oriented iron whisker is measured up to
and through the Curie temperature. The anisotropy constant is found from the
response in the range of fields between that necessary to bring the
_magnetization in the central cross section of the whisker to MS/JE‘and that
to reach MS. We extract an anisotropy field H, proportional to Kl/MS and
anaiyze its dependence on M; and on temperature. The results indicate that

KyMg ~ MSn with n = 3.11 £ 0.05 for the temperature range 0.0005 <
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(TC - T)/Tc < 0.002 with n increasing at lower temperatures. To our
knowledge this is the first observation of the power law behaviour of the
aniéotropy in a‘cubic ferromagnet just below the Curie temperature.

At lower temperatures the analysis is complicated by the field‘
dependence of‘the demagnetizing field. The anisotropy field Hk is.extracted
from the critical applied field which just saturates the centre of a [111]
whisker at each temperature. This is accomplished by calculating the
demagnetizing field using a method of modelling the sources of the
demagnetizing field on the surface of a cylinder. The sensitivity of the
method permits extraction of K, values over five orders of magnitude. The
results are compared with those of others from torque curve and FMR
measurements.

For the purposes of the above analysis, the temperature dependence of
the spontaneous magnetization M, is measured from room temperature to the
Curie temperature. This is derived from the departure field which just'
saturates the centre of a [100] iron whisker. Minor corrections for the
anisotropy are made. The results agree well with the measurements of others.
A fit function to the data is given which can be used as:the_calibfation

curve of an iron whisker magnetic thermometer.
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I. INTRODUCTION: THE ROLE OF MAGNETIC ANISOTROPY IN FERROMAGNETIC CRYSTALS

Many properties of a material, such as strength and elasticity, are
dependent on crystallographic direction in a lattice. The infernal energy of
a ferromagnef is dependent also on the orientation of the spontaneous
magnetization in a crystal. Magnetic anisotropy is well known from the
measurement of B-H curves with the field H applied in various directions with
respect to a crystal sample. Fig. (1) sHows the B-H curves for iron at room
temperature for three directions of the applied field. These curves show
that there are "easy" and "hard" directions for magnetization. For iron the
easy and hard directions are the [IOQ] and [111) respectively at all
temperatures.

Ferromagnets are strongly interacting systems of magnetic moments which,
like any system, want to achieve their lowest energy state. The strongest
interaction is called exchange which tries to align each moment with its
neighbours. This results in a spontaneous magnetization MS (magnetic
moments/unit volume), the property which is synonymous with ferromagnetism.
Exchange is a Coulomb interaction mediated by the Pauli exclusion principle,
which forbids electrons with the same spin from being in the same‘place at
the same time, but not electrons with different spins. Thus the
electrostatic energy of a system depends on the relative orientation of its
spins. The exchange energy of two atoms with spins Si’Sj is Uij = -ZJSi-Sj
where J is the exchange integral which is related to the overlap of charge
disFributions of the two atoms. This is called the Heisenberg model. From
mean fieid theory and the observed Curie temperature of 1043 K (the

temperature where a ferromagnet changes into a paramagnet), onme can calculate



a value of J = 11.9 meV. If exchange were the only interaction in a
fer;omagnet, then all of the moments would be aligned in a single domain.
Such single domain particles exist, but are fine particles of very small
sizes. Careful calculations of critical radii for single domain behaviour
are given by Brown (1969). He finds that spheres of irom and nickel are
stable as single domains below radii of 16.7.and 38.2 nm respectively.

However ferromagnets are not so simple, even if they are fine particles.
First of all there are magnetic dipole-~dipole interactions. Divergences in
the magnetization (charge) are avoided in the bulk, but magnetic charge on
the surface of a fine particle results. This charge is the source of a
demagnetizing field which opposes the magnetization. Since a particle is
usually not spherical, the magnetization will align in a particular
direction, and the charge will distribute on the surface of the particle in a
particular way, in order to minimize the total magnetic energy. This is a
simple example of magnetic anisotropy, called shape anisotropy, resultiﬁg
from dipole-dipole interactions.

A second kind of anisotropy is called magnetocrystalline anisotropy and
is the main subject matter of this thesis. It is the result of spin-orbit
interactions which are aware of the crystal symmetry. The spin angular
momentum vector of each magnetic moment interacts with the orbital angular
momentum of electrons which see the internal electric potential, which in
turn possesses the symmetry of the lattice. As a result the magnetic moments
prefer to align along certain crystallographic directions or axes.

The simplest type of magnetocrystalline anisotropy is uniaxial
aniSotropy as found in cobalt. Below 400°C, the most stable crystal

structure for cobalt is hexagonal. At low temperatures the magnetization



lies along the c-axis. With increased temperature the angle between the easy
direction and the c-axis varies almost linearly with temperature from zero at
2209C to /2 at 320°C at which temperature and above the easy direction

lies in the basal plane along the [1100] direction. Above 400°C and up to
the Curie point, cobalt is most stable in a fcc crystal structure.' Nickel
has a fcc structure and iron a becc structure from 0° K to their respective
Curie points. Thus these three 3-d transition ferromagnetic metals all have
cubic symmetry and consequently display cubic anisotropy. As will be
explained below, cubic anisotropy can result in [100] type directions as
being easy directions while [111] type directions are the hard directionms.
This is the case in iron. Vice versa is possible as well, which is the case
in cobalt. Finally, because magnetocrystalline anisotropy is strongly
temperature dependent, these directions can change with temperature. Below
approximately 200°C, nickel has [111] type easy directions while above this
temperature it has [100] easy directions. |

The subject of magnetocrystalline anisotropy in ferromagnets and related
experimental results have been extensively reviewed by Darby and Issac
(1974).

Ferromagnets with dimensions larger than the exchange length can
minimize their total energy by forming regions of aligned magnetic moments
called domains. In each domain, the magnetization is equal to the
spontaneous magnetization MS which would be found in the fine particle.

The magnetization in each domain tries to align as closely as possible to an
easy direction to minimize its anisotropy energy. In zero field, the
ferromagnet can be in a demagnetized state or at least a state of net

magnetization less than the value Mj. This depends on the arrangement of



domains within the ferromagnet.

Separating the domains are ﬁarrow regions called walls. 1In traversing a
wall, the direction of magnetization rotates smoothly from being in one easy
direction to being in another easy direction in an adjacent domain. When the
rotation takes place in the plane of the wall, it is called a Bloéh wall.
Discontinuity in the component of magnetization normal to a wall is avoided,
otherwise a charged wall would result at a cost of magnetostatic energy. The
formation of a wall requires a cost of both exchange energy Ee and
anisotropy energy Ey in a one to one ratio. The thickness of a wall is
(B, /B /2.

Domain walls are classified as 180 degree walls or 90 degree walls
depending on the relative angle of the magnetization in each of the adjacent
domains. In a thin layer of bubble material such as rare-earth iron garnets,
there are serpentine or stripe domains separated by 180 degree walls. A
strong uniaxial anisotropy exists aligning the moments either parallel 6r
antiparallel to the normal to the layer. A bias field when applied causes
the antiparallel domains to shrink down into cylindrically shaped domains
called bubbles. |

In iron, both 180 degree and 90 degree domain walls exist. The classic
domain structure for a bar of iron is called the Landau structure (see fig.
2). It is characterized by 4 domains, 2 major domains running the length of
the bar and separated by a 180 degree wall, and 2 minor domains at the ends.
ihe end domains or closure domains are separated from the long domains by 90
degree walls. Mote that all walls and surfaces are charge free, except
pos;ibly where the walls intersect the surfaces.

The walls we have described so far are Bloch walls. Another type of



wall can exist in which the magnetization rotates in a plane perpendicular to
the wall. This is called a Méel wall and if it occurred in the bulk of a
ferromagnet, would be very costly in terms of magnetostatic energy due to
charge on such a wall. However, returning again to the landau structure, if
the Rloch walls gradually became "n€el-like" at the side surfaces, a saving
of magnetostatic energy would be achieved. The net result of this is the
existence of two essential point singularities in the magnetization, one on
each of the side surfaces, which is dictated by the topology (Arrott et al.
1979).

In the case of nickel with [111] easy directions, the walls, even though
they are commonly called 90 degree walls, are not true 20 degree walls.
Actually they are approximately either 70.53 degree walls or 109.47 degree
walls; the angles are those of a tetrahedron.

It is interesting to note that a 180 degree wall can be thought of as a
pair of 90 degree walls. Therefore what makes a 180 degree wall a stabie
entity? Kittel (1949) answered this question by pointing out the effect of
magnetostriction. When a ferromagnet expands or contracts anisotropically
depending on the direction of the spontaneous magnetization-Ms, this is
called magnetostriction. Similarly, an applied ténsile or compreésional
stress can induce an effective magnetostrictive field which in turn results
in a torque on M;. This magnetoelaétic property further complicates the
story of the magnetostatics of ferromagnets. Two parallel domains separ;ted
_by a 180 degree wall expand identically (magnetostriction is axial, not
directional), stablizing the wall. PReturning once again to the Landau
str;cturé, the thicker the bar of iron is, the larger the closure domains

become. In iron, which has a positive magnetostriction, the total magnetic



energy in thicker bars can be réduced by having two or more parallel 180
degree walls. This allows more, but smaller closure domains. The cost in
additional wall energy is more than made up by the saving in strain energy.

Domain structures are easily observed on the side surfaces of bars by
means of the Bitter technique. A colloid suspension of ferrite pérticles is
applied to the bar. The particles congregate at the walls making them
visible with a light microscope. A discussion of the Bitter patterns
observed on our samples will be given below. An alternative is to exploit
the Kerr effect by which the plane of polarized light reflected from a
magnetic surface is rotated depending on the state of magnetization at the
surface. With the use of crossed polarizers, domains and walls become
clearly visible. On transmission, the analogous principle is called the
Faraday effect. This is commonly used to study bubble domains since thin
layers of bubble material such as orthoferrites and garnets transmit light in
the visible region.

Finally we can mention the case of ferromagnetic material with little or
no magnetocrystalline anisotropy. Such ferromagnets are called soft or
ideally soft, although these terms assume low defect densities as Qell. With
no such anisotropy the formation of domains of rigidly aligned moments
separated by narrow walls is not energetically necessary. PRather, more
favourable conditions are achieved by a "curling pattern', an arrangement in
which the moments locally remain as nearly aligned as possible, but, on the
_scale of the specimen, curls back on itself to achieve a demagnetized state.

Such a condition is observed in iron itself. As the temperature is
increased, narrow walls begin to broaden out as the magnetocrystalline

anisotropy rapidly decreases. Eventually wall thicknesses reach the same



size as sample thicknesses a few millidegrees below the Curie point. For a
study of the magnetization processes in ideally soft materials, see the paper
by Heinrich and Arrott (1975).

We have outlined the eXtensive role that magnetocrystalline anisotropy
plays in ferromagnetism. The rest of this thesis reports a study of this in
iron. The samples used are single crystals called whiskers. A study of
their domain structures and ac susceptibilities is reviewed. A detailed
measurement of the approach to saturation of an iron whisker as it is
magnetized in the [111] direction is examined as well. The results are
compared with mean field theory and the Potts model. Finally, measurements
of the spontaneous magnetization Ms and the anisotropy field H, as a
function of temperature from room temperature to the Curie point are reported
and discussed. In particular the temperature dependence and the
magnetization dependence of the anisotropy of a cubic ferromagnet just below

the Curie point is measured for the first time.



IT. THE SAMPLES: IROM WHISKERS

All of the magnetic measurements described in this work are conducted
on single crystals of iron called whiskers. The samples are grown, selected,
and charactefized for the measurements we wished to make. 1In this section we
describe our technique for the growth of iron whiskers as well as the
apparatus used. The theory of whisker growth is discussed. A report is made
of the various attempts to measure and control the purity of the whiskers
grown, particularly in terms of the magnetic disaccommodation or after-
effect. In the next section é comparison is made between the three different
orientations of whiskers in terms of domain structure, ac response,

magnetization curves and observed Bitter patterns.

1. The Crowth of Iron Whiskers

Iron whiskers are long thin fiber~like crystals. They are grown using a
technique in which ferrous chloride is reduced in a hydrogen gas flow at
approximately 710°C. Whiskers of many of the transition metals, as well as
of silicon, have been grown. The technique that we describe below is very
similar to the technique first used by Brenner (1956,1963). Many researchers
have adapted his technique to produce iron whiskers for their studies (see
for example, Isin and Coleman 1965, Heinrich and Arrott 1972, Bloomberg 1973,
Lonzarich 1973, lowrey 1976, Befger 1978, and Fanham et al. 1979). 1Iron
whi;kers have been used for the investigation of micromagnetic and

magnetostatic behaviour, domaln structure, critical phenomena,kexchange—



splitting, galvanomagnetic properties, and transport properties. Much of the
current interest in whiskers is concerned with the production of refractory
whiskers, e.g. aluminum oxide, boron carbide and silicon carbide. These
materials offer an exceptional combination of high strength, high‘stiffness
and low densify as reinforcements in advanced composite materials.’

A schematic drawing of our growth apparatus is shown in fig. (3). An
iron boat is centrally located in a 50 mm x approx. 2 m quartz furnace tube
in a Lihberg furnace which is approximately 1 m long. The furnace has 3 zone
control so that some variation of the temperature gradient along the furnace
tube can be made. At the ends of the furnace, asbestos ribbon is wrapped
around the furnace tube to insulate the furnace. The temperature of the
centre of the furnace is measured with a chromel-~alumel thermocouple and a
voltmeter. At the inlet end of the furnace tube, a regulated flow of dry
"hydrogen zero" gas (< 5 ppm hydrocarbons) is delivered from a cylinder
through a Matheson hydfogen-purifier filter and two liquid nitrogen cola
traps. The second cold trap can be by-passed through a water bubbler. This
array of bubbler, cold traps and valves is made of pyrex. The valves are
pyrex with teflon and viton parts and seals. No grease is used anywhere in
the system. This array is connected to the hydrogen cylinder and‘to the
furnace tube flange with tygon tubing. The furnace tube flange is a
stainless steel quick~lock coupling with a viton o-ring. The coupling is
heli-arc welded to a Kovar seal on the end of the furnace tube. The I.D. of
the coupling is large enough to take an iron boat. The exit end of the
furnace tube is closed except for a small 8 mm glass tube. This tube is
conéected‘with tygon tubing to a water bubbler which in turn is connected to

some system for venting the exhaust gas. The depth of water in the bubbler
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is kept close to 2 inches and determines the pressure in the furnace tube
relative to the ambient pressure. The exit end of the furnace tube is fitted
with a window so that the growth process can be watched with a telescope as
it takes place.

We now wish to describe the growth technique. We first descfibe what we
wish to achieve, that is, what we consider a good growth or run, and what we
do to achieve this.

For the purposes of the kinds of measurements described in this thesis,
a good run produces a boat with numerous whiskers with clean shiny surfaces.
Although it is possible to achieve a tangled jungle of whiskers, our runs
tend toward low yields, even to the extent of no whiskers at all. A coating
of only small iron cubes and clusters in the bottom of the boat can occur.
The whiskers we prefer are long thin crystals with regular crystal-plane
surfaces. Ideally they should be untapered or have untapered sections which
can be cut. Lengthé and thicknesses hopefully lie in the 5 to 15 mm an& .025
to .500 mm range respectively, although whiskers as long as 50-60 mm and with
thicknesses from .005 to 1.000 mm have been grown.

These boats ideally should have a clean, shiny aﬁd-glittery aﬁpearance.
After they are removed from the furnace tube, they are stored in a glass tube
with a rubber stopper containing calcium sulphate to absorb moisture,
reducing the oxidation of the crystal surfaces.

How we achieve a good run cannot be stated in precise terms. We can
‘only describe our technique and the kinds of things we are concerned about in
ocrder to produce a good run. There are no hard and fast rules that we know
of for gfowing whiskers of the various orientations. We simply grow lot; of

whiskers and let statistics do the rest. Of the whiskers which we consider
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useable, about 90% of them are [100] oriented i.e. they have a [100]

*

oriented axis with four (100)-type side surfaces and a square cross section.

The rest of the useable whiskers are [11l] oriented with six (110)~type side
surfaces and an hexagonal cross section. A very few rare whiskers are [110]
oriented. |

To maké a boat, a piece of sheet iron (8" x 2.5" x 0.01l", 09,997 Fe) is
cut and cleaned with water and a scotchbrite pad. The sheet is bent into the
shape of a shallow boat (about 0.5" deep) with pliers taking care not to put
finger grease on the boat. It is important to make the éides of the boat
just steep enough to contain the melted iron chloride, but no more than 45
degrees. Most of the whisker growth will occur on the sides of the boat
provided they are not too steep. The ends of the boat are usually bent
square to the bottom to enhance turbulent flow of the gas. A greater yield
in the bottom Sf the boat was once produced by bending the bottom in a
corrugated shape thus producing more side surfaces on which to grow.
Scratching the various surfaces does not increase the yield nor does it
provide preferred nucleation sites for whisker growth.

The empty boat is precleaned in the furnace tube with a rapid flow
(about 20 ml/sec) of wet hydrogen. The temperature is maintained at 730°C
for 2 hours. Wet hydrogen, produced by engaging the front water bubbler, is
commonly known to be more effective in removing carbon from iron. The front
bubbler does not contain sufficient water to buBble hydrogen through the
water, but merely to pass the gas over this surface. The boat can be seen to
be visibly cleaner after the process.

Intd the clean cold boat is placed 40-50 gm of anhydrous ferrous

chloride (supplier - ICN Pharmaceuticals Tnc.), a beige-brown powder which is
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photolytic. 1In a slow flow of dry hydrogen (about 2 ml/sec) the boat in the
furnace tube is heated to the melting point of FeC12 (about 680°C) over a
pefiod of approximately 30 minutes. As the temperature continues to increase
to the growth temperature, the front water bubbler is engaged for 30 minutes.
Af terwards it is isolated with the valves and dry hydrogen is used for the
remainder of the growth procedure. It is believed that the yield is
increased by this initial introduction of water, that perhaps the water
vapour aids in the nucleation of whiskers. In fact, in two runs where
meticulous care was taken to clean the boat and the system,‘and where only
dry hydrogen was used, boats with no whiskers were produced.

Whiskers have been successfully grown with the centre of the boat in the
temperature range 690-7309C. At lower temperatures, the reaction is
incomplete and whiskers too fine to be used (like a fine gauze pad) are
produced. At higher temperatures the yield drops off and whisker as well as
other iron growth occurs outside of the boat on the quartz furnace tube;

The distribution of whiskers in the boat and the yields are also
affected by the flow rate and the temperature gradient. Too fast a flow
reduces the yield. 1If the temperature»profile is too flat,_whiskef growth is
more likely outside of the boat.

Accompanying the growth of iron are two kinds of non-metallic
by-products which are pbssibly hydrogen perchlorates. One is a fine white
powder’which appears as a beautiful snow storm in the ends of the furnace
‘tube just outside of the furnace in the early stages of the growth process,
particularly at the downstream end. The other is a growth of thin film-like
winés which are beige-brown in colour and translucent. This appears in the

zone between the end of the boat and the end of the furnace ofnt each side of
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the boat. The greatest growth of this kind occurs just inside the furmnace at
the downstream end at a temperature of about 150°C. The wings, if left to
sténd in air, decompose and are fairly corrosive. If the flow rate and
temperature gradients are just right, a good separation of the three kinds of
growth is achieved, and a clean uncontaminated boat is produced. |

Whisker growth has been observed with the telescope mentioned above
although this was difficult due to the white snow storm. There is a great
deal of whisker formation in the first ten minutes after the growth
temperature is reached. Possibly no further whisker fo;mation takes place
after this period of time. However the growth conditions of flow and
temperature are maintained fpr another eight hours. This ensures that all of
the ferrous chloride has been reduced.

Finally as the furnace is cooled (to room temperature in two hours), the
hydrogen flow is increased and maintained at 20 ml/sec. Once cooled the boat
éan be examined and stored. Yields will vary from dozens of whiskers tb‘
none. Whiskers are picked from a boat with fine tweezers under a microscope.
Undesirable ends are cleaved with a razor blade on a glass plate. Whiskers
are easil§ handled with a magnetized needle and can be slid into abquartz
capillary tube to be hermetically sealed or simply to be protected from being

bent.

2. The Theory of Whisker Crowth

Despite the amount of research that has been conducted on whiskers, both

as a type of crystal growth to be understood as well as a source of materials
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for research of their physical properties, a complete theory of whisker
growth does not exist. In this section we briefly outline some of the
proposed mechanisms of growth for whiskers and point out where each may or
may not be applicable to the case of iron. More detailed descriptions of the
various mechénisms can be found in the monographs by Wagner (1970) and Evans
(1972).

Whiskers of a great number of elements and compounds have been found in
nature or have been synthetically grown. The list includes examples of
metals such as iron, zinc and tin, semiconductors such as silicon and
germanium, refractory materials such as aluminum oxide, boron carbide, and
silicon carbide, and naturally occurring fibers such as asbestos. The term
whisker applies to a filamentary single crystal which is highly perfect in
structure. It may not necessarily be chemically pure, a consequence of
contamination during the growth process or subsequently during handling in an
enviromment foreign to the growth environmment. In fact such contaminafion
may be a necessary requirement for the whisker growth to occur. Length to
diameter ratios are commonly 100 - 1000 or more (at least 5). Diameters
range from 0.02 to 1000 micrometres.

Rates of growth can vary over a range of seven orders of maghitude or
more. Spontaneous growth can be as slow as 0.l nm/sec while synthetic
chemical growth undgr ideal conditions can be as fast as a few mm/sec.

Most whiskers can be grown with a uniform cross section which can be
_square, rectangular, hexagonal, triangular, circular, or even star-shaped.
The axial growth direction and side faces usually have small Miller indices.
Some speéies of whiskers such as nickel may be hollow. Unusual but regular

shapes such as helices are also possible.
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A high degree of structural perfection in terms of dislocation density
and atomically smooth surfaces is possible in whiskers. A consequence of
this perfectioﬁ are properties of high mechanical strength, abnormally low
vapour pressures compared to the bulk, large overvoltages necessary for
electrodeposition or dissolution as well as properties which are sbecific to
certain materials. FExamples of this last category are the magnetic
properties of iron whiskers and the ferroelectric properties of barium
titanate whiskers.

All whisker growth involves four distinct steps:

i) initial nucleation on a substrate.

ii) a primary one-dimensional leader growth.
iii) a subsequent thickening of the primary growth.
iv) a final slowing-down of the rate of growth.

Step iii) may not occur. In our observations of the growth of iron
whiskers, it never took place. Steps 1) and 1i) are the crucial stagesvof
growth which need to be understood. How is nucleation in the initial stage
of whisker growth brought about? What are the conditions and mechanism by
which growth only occurs on the tip of the primary leader with no ﬁucleation

and growth on the side surfaces?
2.1 Nucleation of Whiskers and the Screw Dislocation
. The classical picture of nucleation considers an atomically smooth

crystal face in equilibrium with its vapour at a pressure Pe' Numerous

atoms and small groups of atoms (or molecules) condense on the surface. They
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are mobile and capable of diffusing long distances over the surface before
evaporating. With increasing vapour pressure P, the number and size of
condensed groups increase. Eventually a critical nucleation level

(P/Pe) for two dimensional nucleation is reached where the surface

crit
nuclei are stable. This is the first step to crystal growth since a stable
nucleus provides steps and ledges which are energetically favourable sites
for atom deposition. Growth can therefore continue at supersaturation ratios

well below (P/P) until an atomic layer is completed. Clearly the

crit
limiting factor in the growth of a perfect crystal is the nucleation problem,
that is, starting new layers.

This simple picture predicts supersaturation values (P/P in

e)crit
the range 5-10. However experimentally observed values are very close to
unity. This discrepancy was first explained by Frank when he suggested that
all real crystals contain screw dislocations which provide a source of steps
for sustained crystal growth. [For a review of this field see, Neugebaﬁer
(1959) and Friedel (1964).] 1If a screw dislocation is present it is never
necessary to nucleate a new layer. The crystal will grow in a spiral process

"edge'" of the dislocation. FEdge sizes h-are usually only one

at the exposed
or two atomic spaces since strain energy of a dislocation goes as h2. It
is likely that most crystal grown at low supersaturation will contain
dislocations, otherwise the crystals would not exist.

The logical consequence of Frank’s screw dislocation proposal is that
whiskers contain one or more screw dislocations parallel to their axes. This
offers a possible mechanism by which a whisker can grow below the critical

supersaturation level at energetically favoured sites on its tip while

maintaining smooth sides. Screw dislocations have been observed in whiskers
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of some materials such as magnesium oxide and silicon by transmission
electron microscopy, but not in all whiskers.

A study én the initial stage of the reduction growth of iron whiskers
has been conducted by the Japanese researchers Tino and Mukoyama (1969).
They used the Brenner technique of reducing FeC12 at 720°C with hydrogen
to grow iron micro-crystals. They allowed the growth to occur for only ten
minutes or less. The substrates on which they nucleated the micro-crystals
were optically flat fused quartz plates. These plates had been etched with
2.5% HF which produced a regular succession of etch pits on the plate
surfaces. The result was that almost all the micro-crystals of iron produced
grew along the rows of etch pits. These micro-crystals were not randomly
oriented on the quartz plates indicating the existence of some short range
order in the quartz surfaces. Most of the micro-crystals grown had a square
or rectangular (100) surface parallel to the surface of a plate, but some
micro-crystals of other orientations were grown. The shorter the reacfion
time used, the larger the number of small-size crystals. Edge lengths ranged
from 0,1 to 10°s of micrometres, while heights were from one half to one
times that of the edge length. The smallest micro=-crystals grown éppeared as
small rounded points.

Upon etching these micro-crystals with 0.4% Picral, they found generally
a few etch pits. These pits were located not only near the centre of a
micro-crystal, but often near an edge or corner. Sub micro-crystals and sub
whiskers were observed to grow near the cormer of a micro-crystal. This
seemed supportive of the view that the growth of an iron whisker can occur
aréund a screw dislocation in the initial stage.

We generally find in the highest quality [100] iron whiskers which we
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grow that three of the side surfaces are very smooth, while the fourth is
blemished, often with a long rift valley running the length of the whisker.
This imperfection is macroscopic on a Q.l mm thick whisker, much larger than
the edge pits observed on the micro-crystals in the early stages of growth by
Tino and Mukoyama. This side imperfection is not observed in [lllj oriented
whiskers which we grow.

Tino and Mukoyama also observed the coalescence of several small
micro-crystals into larger ones during re-growth experiments. Lattice
misfits occurring during these coalescences may ge eliminated by a thermally
activated rearrangement of atoms towards more stable configurations.
Comversely, such imperfections may provide favourable sites for crystal
growth of the next upper layer. They also speculated 'that the development
of a micro-crystal or whisker may be carried through a number of births and
deaths of active dislocations, but, nevertheless, the perfectness of the
resultant crystal is still maintained, provided that the regular atomic.
arrangement in the basal part is established, the two-dimensional area of
which is, however, limited to very small extent."

There are several reasons for not finding a screw dislocation‘in a
whisker. There may be more than one screw dislocation of opposite sign
present which could cancel the effect of a lattice twist. A screw
dislocation may be moved out of a whisker by diffusion or by a thermally
activated slip process during growth. Equally likely, another growth
mechanism is the operative one, the most likely candidate being VLS

(the vapour-liquid-solid mechanism).
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2.2 Nucleation and the Vapour-Liquid-~Solid (VLS) Mechanism

The VLS mechanism applies only to the growth of whiskers from the
vapour. It was first proposed by Vagner and Ellis (1965) as a means by which
whiskers can nucleate and grow at low temperatures without involving a screw
dislocation. We briefly describe the growth mechanism in this section. For
a review of the fundamental aspects of VLS growth of whiskers see the paper
by Givargizov (1975).

The presence of a minute liquid alloy droplet on a substrate, which can
act as a preferred site for whisker growth from the vapour, is the driving
§orce for this mechanism to work. Molecules from the vapour can deposit in
the 1iquid droplet at a much lower supersaturation ratios than (P/Pe)Crit
since the accommodation coefficient of a licuid is much higher than that of a
solid. Liquids are "ideally rough" giving them large "sticking factors" for
molecules striking their surfaces. In the presence of a vapour of whisker
growth material, the droplet becomes supersaturated with these vapour
molecules. Alternatively, a heterogeneous chemical reaction takes place
between the molecules of the vapour phase as they hit the droplet éurface
resulting in a new phase of whisker growth material which supersaturates the
droplet. Then at the liquid-solid substrate interface, precipitation occurs
raising the droplet off the substrate. As long as the vapour is maintained,
this process can continue. A whisker grows raising the alloy droplet at its
tip.

There are several distinct steps that occur at the whisker tip. We list

them in table (1) along with a suggested mechanism by which iron whiskers may

grow via VLS and hydrogen reduction of ferrous chloride. Any one of these
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steps can limit the growth rate.

The VLS mechanism, if it is to work, puts strong restrictions on the
growth conditions. According to Evans (1972), the main requirements which
must be simultaneously met for VLS growth are:

(1) The alloying agent or impurity must form a liquid solutién with the

whisker material at the growth temperature.

(2) The distribution coefficient for the impurity must be such that the
impurity concentration is higher in the liquid than in the
crystalline solid. If no further impurity is supplied through the
vapour the value of the distribution coefficient determines the
whisker length.

(3) The vapour pressure of the alloying agent must be low at the growth
temperature, Loss of agent from solution does not necessarily
change the alloy composition, but it does change the droplet volume
and hence the whisker diameter.

(4) The alloy must not be susceptible to chemical side reactions or
react with the substrate if that differs chemically from the
whisker. |

(5) The various V=S, V-L and L-S interfacial energies are crﬁcial, since
it is important to achieve the correct wetting angle for whisker
formation.

(6) The temperature of the system must remain constant. Small
fluctuations may cause large diameter variations.

The sensitivity of the diameter of a whisker to temperature may explain

why many iron whiskers are grown with a uniform taper. If the whisker is

formed by a VLS process as the temperature drifts, the size of the droplet,
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the contact angle between the droplet and the whisker, and the
supersaturation level can change.

The classic illustration of the VLS mechanism at work was accomplished
when a researcher spelled out the letters "VLS" in tiny gold droplets on a
silicon substfate. Subsequently under controlled growth conditions, a single
silicon whisker was grown at each gold droplet location (see Wagner .(1970)

p.80) .

3. The Role of Impurities in Whisker Formation

It is well known from extensive research into whisker growth that the
presence of an impurity may be necessary for the formation of whiskers. In a
study where silicon doped with arsenic was the growth material, it was found
that the addition of small amounts of nickel iodide was essential for wﬁisker
growth (Greiner et al. 1961). In a process described by Wagner (1970) to
grow silicon whiskers from high-purity silicon and iodine, only nodules and
films were produced. Powever with the introduction of a trace amoﬁnt of
gold, a lush growth of whiskers was created. The ratio of filameht to nodule
deposit increased with the amount of gold added. Successful whisker growth
was also achieved with ¥i, Pd, Cu, Gd, Mg, and Os as impurities, while only
nodules were produced with Zn, C, Mn, Sn, or Ce.

As mentioned above in the section on the growth of iron whiskers, no
whiskers are produced when great care is taken to clean our growth system and
to ;void the introduction of impurities such as water. We find that the

introduction of water in the initial stages of growth increases the yield of
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iron whiskers.
As is well known, iron has a high affinity for the interstitial and
substitutional incorporation of carbon. In fact one of the best known phase

diagrams for a binary alloy system is that of carbon in iron (Hansen 1958).

4. Carbon in Iron

In this work we are concerned with og~iron with very low concentrations of
interstititial carbon. This phase is bcc and exists up to approximately
910°C. Therefore our growth of iron whiskers and our magnetic measurements
from room temperature up to the Curie point (770°C) can be done all in the
a-phase. At 910°C there is a first order phase change into the fcc ¥ -phase.
Whenever we have heated a whisker through this transition temperature and
then cooled through the Curie point, it has resulted in irreversible daﬁage
to the initially near-perfect crystal structure.

Several tests have been carried out either by us, or for us, to
determine the carbon content of the iron whiskers which we are studying. The
most conclusive of these was conducted by D.E. Fanham, Chief Chemist,
International Mickel Company of Canada Ltd. in Port Colborne, Ontario. The
analysis was performed on six samples, each consisting of one gram of iron
whiskers. These whiskers were taken from a boat supplied to us by C.G.
‘Lonzarich, Physics Department, UBC, Vancouver, BC. We consider these
whiskers to be typical of our whiskers since a very similar technique was
usea to grow them. The only difference is Lonzarich’s much greater yield of

whisker growth which we attribute to the larger boat, larger furnace tube and
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much larger amount of FeC12 used. ' It was his goal to produce great amounts
of large size whiskers which he admirably achieved. We used Lonzarich’s
whiskers for this test because of the large sample size required.

The carbon concentration was determined by measuring the infrared
absorption of the CO, produced in a complete combustion of a one gram sample
of whiskers. The measurement was made using a device called the IR12, made
by Leco.

The results of the six measurements in % carbon by weight are:

0.0022
0.0043
0.0020
0.0049
0.0230
0.0032

We reject the fifth measurement since we believe the sample was
contaminated by a plece of tissue paper packed with the sample. Averaging
the other five measurements produces a figure 0.0033(13) % carbon by weight =
150 ppm atomic ratio C/Fe. This establishes an upper limit for thebtotal
carbon content of our whiskers since greater care is taken to eliminate
sources of carbon in our growth procedure.

The obvious questions at this point are what 1s the source of carbon,
and, at what point is carbon taken into a whisker. As yet both of these
questions remain unanswered. There is still sufficient doubt about the
actual mechanism of iron whisker growth that the possible necessity for
carb;n in a VLS process cannot be ruled out. On the other hand, carbon may

not be a catalyst for whisker production, being only an incidental impurity
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in the growth enviromment. We cannot be absolutely sure that there is no
source of carbon within our growth procedure.

The other and very reasonable poséibility is that carbon is incorporated
in iron whiskers subsequent to their growth when they are removed from the
furnace tube. Kishi and Roberts (1975) show, using x~ray and vacﬁum
ultraviolet [He(II)] photoelectron spectroscopy, that carbon monoxide readily
dissociates on clean iron films at room temperature. At lower temperatures
only molecular CO is adsorbed. However at 295 K both adsorbed molecular and
dissociated CO is observed, and at 350 K only dissociated carbon and oxygen
can be detected. When a film is pre-adsorbed with sulphur by exposure to
F,5, the dissociation of CO is suppressed and consequently adsorption
entirely in the molecular state occurs. Finally they also find, when an iron
film with adsorbed CO is exposed to H,S, that the chemisorbed oxygen is
removed and desorbed as H,0 by hydrogen generated from the H,S dissociation.
This leaves carbidic carbon on the surface.

A study of the equilibrium surface segregation of carbon on iron (100)
faces has been reported by Grabke and coworkers (1975). They dissolved 0-120
wt. ppm C in iron single crystals with specially prepared (100) suffaces by
carborizing them in a flow of CH,-H, mixtures at 800°C. They then
studied the composition aﬁd structure of carbqn chemisorbed on the (100)
surfaces using Auger electron spectroscopy (AES) and low energy electron
diffraction (LEFD) in a vacuum system at a pressure of less than 1079 torr.
This study was possible because the rate of desorption of carbon from a
surface was sufficiently slow and the solubilities were sufficiently high
tha; an equilibrium between carbon atoms adsorbed on the surface and carbon

atoms dissolved in the bulk could be established quickly without depleting
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the adsorbate. The driving force for this surface segregation is the release
of elastic energy minus the decreased binding energy accompanying the
relocation of a carbon atom from the bulk to the surface.

Using LEED they detected the deposit of graphite on the surface which
dissolved oncé a sample was heated above the graphite solubility curve. This
dissolving process was monitored by AES as well which showed the formation of
fine structure associated with carbon atoms, and the disappearance of fine
structure attributed to graphite. The adsorption of carbon was measured as
the ratio of peak heights for carbon and for iron versus temperature. At low
temperature this ratio approached the value 0.6, which probably corresponds
to the formation of a surface structure in a saturated limit. With
calibration against known alloys this limiting value was determined to be
C/Fe = 0.2 on the surface, vastly different from the ppm levels of the bulk
samples. This ratio corresponds to a surface structure p(2x2). However the
LEED pattern indicated a c(2x2) structure.

AES analyses have also been conducted on some of our iron whiskers by
Physical Electronics Inc. of Minneapolis, Minnesota. The bulk interstitial
carbon content had been determined by us, using a magnetic technique
described below, to be approximately 10 ppm. Physical Electronicé found the
carbon content of the surface to be C/Fe = 0.2 in agreement with the AFS work
of Grabke and co-workers.

Another possible method of determining the carbon content of a whisker
;s to measure its electrical resisti§ity. Swartz and Cuddy (1971) have made
resistivity measurements on high purity iron wires (resistivity ratio = 180)
frog 4 to 1300 K. These wires had been charged with known amounts of carbon

and nitrogen using several different gas mixture treatments. They reported
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(f%e +C -f}b)T values as a function of carbon concentration and
temperature. As well they determined a value for the depression of the Curie
temperature dT,/dX = -1.5 % 0.7°/atm% at 155 + 10 ppm carbon. Measurements
of the resistivity of our whiskers indicated carbon concentrations on the
10-100 ppm leﬁel which were consistent with a measurement by a magnetic
technique. However accurate measurements of the resistivity of a whisker
were not possible because of the small size of a whisker. Such a measurement
also does not discriminate between increased resistivity due to carbon and
that due to nitrogen.

However high resistivity ratios have been measured in the 900-4000 range
for several of our whiskers. R.V. Coleman claims the highest resistivity
ratio measured on an iron whisker in his laboratory is 10,000.

Finally we turn to a magnetic technique which we use for detecting
mobile interstitial carbon in an iron whisker near room temperature. This

technique exploits a phenomenon called the magnetic after-effect.

5. The Magnetic After-Effect

It has been known for a long time that a small amount of interstitial
carbon or nitrogen in s=iron gives rise to the magnetic after-effect or
disaccommodation effect. The mechanism of this effect has been theoretically
_explained by Néel (1952, 1959) and has been experimentally studied by many
researchers (see Fejnal (1977) and references therein). The interstitial
ato;s redistribute themselves among interstitial sites giving rise to a

directional order. Through a magnetocrystalline coupling, this results in a
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stabilization of domain walls. To describe this phenomenon, Néel adds to the
usual terms of magnetic anisbtropy, an energy called the stabilization
energy, which éan attain values of the order of 100 erg/cm3. Néel derives

a general expression for the pressure of a 90 or 180 deéree wall at a given
time, which causes the diffusion of the foreign atoms, knowing thé earlier
position of the wall which has been moved.

Ve mention the magnetic after-effect here as another possible method of
detecting interstitial carbon in iron. This can be done by observing the
drop in measured ac susceptibility for a [100] iron whisker. This can be
thought of as a wall of interstitial carbon gas collecting at the position of
a Landau wall. When the wall is rapidly moved to a new position, the
effective ac susceptibility increases to the level which would be if there
were no interstitial carbon. Then with a time constant of approximately one
second at room temperature, the measured ac susceptibility decreases. The
size of the drop depends on the dimensions of the sample, the amplitude.and
frequency of ac drive, and on the amount of interstitial carbon.

The time constant of diffusion is strongly dependent on temperature
according to Arrhenius diffusion theory. This is useful for_distiﬁguishing
between interstitial carbon and interstitial nitrogen since their time
constants are quite different at room temperature (about 0.1 sec for M),

This effect can be used as a convenient non-destructive measure of the
amount of mobile interstitial carbon and nitrogen in an iron whisker. This
can be studied as a function of temperature and as a function of various.
treatments of the whisker, either to decrease or increase the amount of

interstitial gas.
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ITI. THE THREE TYPES OF WHISKERS

There are three species of iron whiskers, each with its own oriehtation,
namely the [100], [111], and [110]. 1In this section we compare these
whiskers in terms of their domain struc;ures. The information about the
domain structures is obtained from, or inferred from, Bitter patterns and ac
susceptibility measurements. We first describe these two techniques, and

then follow with a comparison of the three whiskers.

1. The Ritter Technique

This technique is a method of making direct observation of domain wall
patterns on the side surfaces of a magnetic crystal. A colloidal suspension
of fine ferrite particles is placed on a smooth crystal face. The particles
tend to congregate wherever a domain wall intersects the crystal surface.
This makes the pattern of walls clearly visible with an optical microscope.
By applying a dc magnetic field to the crystal, domains can ‘be observed to
grow at the expense of others by means of wall motions. PRoth translational
motion of long straight walls‘and wall bowing can be seen. With a careful
study of these wall motions and of the relative angles of the walls on the
crystalline surfaces, a correct picture of the internal domain boundaries can
‘be deduced. Most interesting is the irreversible behaviour of the walls at
thevpoint of saturation of the centre of a bar, such as an iron whisker. An
applied dc field'Ho parallel to the bar which just saturates its centre,

and therefore splits the previous walls, is called the departﬁre field Hy.
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A smaller field which just allows the reformation of some domain structure at

the centre is called the nucleation field Hn'

2. AC Susceptibility Measurements

An ac susceptibility measurement of an iron whisker can be made by
simply using the whisker as the core of é transformer. The primary coil can
be a tightly wound single layer solenoid which is much longer than the
whisker. Another possibility is to use a matched pair of Helmholtz coils
properly spaced to produce as homogeneous a driving field as possible. A
typical driving field is 10 mOe at a frequency from 0.25 to 25 kHz. The
secondary coil is tightly wound and can be a long coil which averages the ac
flux over the length of the whisker. Alternatively it can consist of as
little as one turn and can be placed at any position z along the whiskef's
length.

The ac signal from this pick-up coil is input to a PAR 124 lock-in
amplifier which can be used to separate two orthogonal components of this
signal, an in-phase component &’ and an out-phase component &". With no
whisker in the coil system, we can set the phase of the lock=-in amplifier for
a maximun detected signal. We call this the in-phase signal from the pick=-up
coil alone (for reasons which hopefully will be made clear below) despite the
fact that this signal is 90° out of phase with the driving signal. (Actually
it is 90° ahead of the driving signal for concentric coils wound in the same
sense.) There is no out-phase signal orthogonal to it. Alternatively,

rather than removing the whisker from the coil system, something which is
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often inconvenient to do, a very strong dc field Ho can be applied parallel
to the whisker axis. With a strong bias field the whisker is unable to
respond magnetically to the ac driving‘field, and so in a similar manner, the
phase of the lock-in amplifier can be adjusted for a zero out-phase signal.
This phase setting may be slightly frequency dependent as will be éeen below.

When the bias field H, is made smaller than H,, some domain structure
is nucleated resulting in a strong pick-up signal €. At sufficiently low
frequency, the &  sipgnal is a measure of the magnetic stiffness, the ease
with which magnetic domain walls oscillate in response to the ac driving
field. A high intrinsic susceptibility X4 corresponds to freely mobile
domain walls which produce a large in-phase signal. Domain walls are very
mobile if they involve little or no net rotation of moments away from easy
directions. We shall see this is the case in the [100] and [111) whiskers for
small dc fields. If locked or immobile walls are forced to bow, and spins
are forced to rotate in response to the driving signal, a much smaller Xi,
and a comparatively smaller €°, will be detected. This is the case for
whiskers in higher fields.

The out-phase signal &" is a direct measure of the losses in tﬁe
transformer system. Since an iron whisker is a highly conductive core, the
major source of loss, at the frequencies we use, is eddy currents. Provided
that the flux penetration is complete, the power-loss/unit volume due to eddy
currents is proportional to chMSZAeff where 0 is the conductivity, w is the
ﬁrequency, MS is the saturation magnetization, and A ¢y is an effective .
cross—-sectional area for the whisker dependent on the domaim structure
nucieated; (For a study of eddy currents generated by wall motions in

iron-37 silicon picture frames, see the classic paper by Willfams et al.
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(1950) .

There are several other sources of loss. At low frequencies, the most
important mechanism is hysteresis. The origin of this is damping phenomena
such as eddy currents resulting from ifreversible wall motions or jumps, as
well as irreversible spin rotation. In the Rayleigh region, the ioss depends
on the amplitude of the applied field Ho’ Also at low frequencies, the
magnetic after-effect due to the diffusion of interstitial gas atoms such as
carbon or nitrogen is a source of power loss. .

Intrinsic losses are also present in the form of some sort of friction
which affects the free precession of spins in an internal field. These have
been described by the equations of motion of Gilbert, and of Landau and
Lifshitz, each postulating a damping phenomenon. This is currently an area
of active research, particularly towards understanding the spin dynamics and
fluctuations of a ferromagnet near its critical point.

Finally, at higher frequencies losses in‘the form of resonances become
important. There are dimensional resonances due to the driving of
electromagnetic standing waves in a specimen and the resonant absorption of
microwaves at ferromagnetic resonance (FMR).

Mow for the moment let us assume that the frequency is sufficiently
small that g" << €. Consider a single turn pick-up coil at position z as
shown in fig. (4). There are three contributions to the flux through this

coil which induce the voltage £7:

N . t ‘u
$aty = Fmre” = H A & L
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Here H, is the applied field, xe(z) is the average effective
susceptibility at position z, HD(z) is the average demagnetizing field,
A, is the cross sectional area of the coil, and A, is the cross sectional
area of the whisker. We can remove the elvt time-dependence and just look
at the amplitﬁdes. The first term is the signal from the driving field
itself, that is, the in-phase signal for a whisker in a very strong dc bias
field. The second and last terms are due to the sample. The second term
represents the ac flux from the net magnetization M averaged over the cross
section of the whisker. The effective susceptibility Xe = M/Ho is what we
normally would like to determine. The last term represents the opposing flux
through the coil due to the demagnetizing field. The sources for this field
are magnetic charges distributed over the side and end surfaces of the
whisker.

From Faraday’s law of induction, the signal detected by a single turn at

position z is

e = - % _‘:\[_i_‘fﬁ = %‘-’ ¢ () (2)

! n N [4 . "
- - =t
E-E—E——C(E—Lﬁ) (3)
The in-phase signal is given by

£y = % §'a) =
(4)

|
£

[ Ho A, + &1 X'(2) Ho Aw - H,fca) AC]

ol

where X° = X_ cos§ and H'D = Hp cosd, while the out-phase sigﬁal is

e
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£ = '-é-g-[‘{ﬂk"(i\ Ho A, - H: Ac] (5)

where X" = Xa sind and H"j = Hy sind. If we call the in-phase signal from

the whisker in a high bias field
= =W ‘
El'r? ¢ Ho Ac. (6)

then we can simply write the phase angle § for the low frequency case as

]
§ ~ £ (7)

The phase angle § is essentially proportional to ®w. In the analysis we
describe below, we assume that & can be taken to be zero since the
frequencieg we use for our measurements are 500 Hz or less. (& < 0.05)

As well, if the diameter to length ratio d/1 is sufficiently small, the
contribution of the last term in eq. (1) is much smaller than that of the
second and proportional to it, and therefore can be incorporated in‘it. The

demagnetizing field is given by

H,= wTDM (8)

where M is the net magnetization and D is the demagnetizing factor, a
geometrical factor mainly dependent on the dimensions of the whisker. D is
roughly proportional to (d/l)2 although there is a logarithmic term as

well. (For an in-depth discussion and calculation of D factors for whiskers,
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as well as of the distribution of magnetic charge on an iron rod, see the
thesis by Bloomberg (1973) or the paper by Bloomberg and Arrott (1975).)

Consequently for long thin whiskers,

7 '
S~ —57 (9)

and the two signals are direct measures of the in-phase and out-phase

susceptibilities of the whisker.

If we return once again to fig. (4) it is interesting to consider the
effect of choosing different surfaces for determining the flux penetration of
the coil at position z. 1In the figure there is shown a surface A which is
simply the flat surface of the plane of the coil. Also shown is the
cylindrical surface B of depth z with its bottom of area AC at the centre
of the whisker. The net flux ¢ through each of these surfaces must be
equal. The portion of the flux due to the applied field is the same thfough
both surfaces, and therefore the total flux from the sample penetrating each
surface, given by the second and last terms of eq. (1), are equal as well.
However from Gauss’s law, the flux through surface A due to the deﬁagnetizing
field differs by 4mQ from the flux through surface B, where Q is the magnetic

charge enclosed by the two surfaces.

§Hb(suv‘€acc A\) - §Hb(5ur‘eacg 3> = qnq (10)

From eq. (1), this leads also to

X(0) = X (B) = HQA . Can



The distribution of magnetic charge along the length of the whisker
controls the distribution of the effective susceptibility and of the
demagnetizing field along the length. lActually, inside the whisker, the
demagnetizing field remains as uniform as possible to cancel the uniform
applied field. Thus when we speak of the distribution of the demagnetizing
field Hp(z) along the length of the whisker, we are referring really to the
change in strength of the external demagnetizing field outside of
the whisker. As a whisker is magnetized, the magnetic charge which is
created, expels itself from the centre, and resides in greatest concentration
on the end surfaces. This results in a demagnetizing field which is weakest
at the central cross section while strongest near the ends surfaces. As
well, the effective susceptibility xe(z), and therefore the magnetization
M(z), is strongest at the centre and smallest near the ends.

As the bias field Hj is increased, the demagnetizing field increases
to cancel it. This is accomplished by increasing the amount of charge én
each half of the whisker. Accompanying this is an increase in the

magnetization M(z). Rewriting eq. (11), we can see that

M(o) = (12)
A
that is, the magnetization at the central cross section is simply the total
magnetic charge on one half of the whisker divided by the cross sectional
area. With further increases in -the applied field, the centre of the whisker
saturates at a value of M(0) = M, when H, = Hy.
vFor B, > Hy, the central volume of the whisker which is saturated

grows. The charge on one half of the whisker remains fixed at’
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Q'/ = MS Aw (13)

a

but is excluded from the side surfaces of the central saturated region. This
results in ankincreasing charge density on the ends. In the infinite HO
limit, the charge density on the ends is MS.

There is a possibility that at the two interfaces between the central
saturated region and the unsaturated ends, a certain amount of magnetic
charge may be located. This would cause a discontinuity in M(z) at the
interfaces to occur. We have made attempts to observe these discontinuities
with no success. If they exist, they must be small.

For HO < Hys the demagnetizing field Hp increases with Hj as the
magnetic charge increases. However for Hy > Hy, the amount of charge
remains fixed as it is driven away from the centre. This results in a
decrease in Hy with increasing H . In the infinite H, limit, Hy

reaches a minimum value of

H, (0, H> o) —» HTTMS[[ - ?TT'FY’*]‘ | (14)

where p is the diameter to length ratio d/1 of a cylindrical whisker. Near
an end, HD = 2uMg; from Gauss’s law.

In fig. (5), we show the continuously measured ac signal detected with a
very short tightly-wound 2-turn pick-up coil as it is slid along a whisker.
Curve A is for HO < Hy» while curves B, C, and D are for successively
laréer fields which are greater than the departure field. For each curve,

the coil has been moved from position 1 to position 3 as shown in the
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diagram. As the central region of the whisker is saturated, the ac flux at
the centre quickly drops. For further increases in the field, the only
contributions to the flux are the driving field and the demagnetizing field.
The former is simply an uniform background, independent of field, of voltage
level equal td the level for the coil positioned outside the end of the
whisker (i.e. position 3). The latter decreases at the centre as charge is
expelled towards the ends. Note that in curve D, the signal at the centre
(position 2) has decreased to the level that would be measured with no

sample (position 3). From eq. (l), the ac flux in this case is

42 _ dh
Ty | I A, (15)

which approaches Ac with increasing applied field. In curves B and C, this
high field limit has not been reached. Therefore a positive contribution to
the signal from the demagnetizing field can still be seen. The rate ofv
change of the demagnetizing field with applied field gradually decreases to
zero as the magnetic surface charge is expelled to the end surfaces of the
whisker and as more of its central region saturates.

The difference between the applied field and the demagnetizing field is

called the internal field,

o= H, = H, | 1o

Tt is identical to the Lorenz local field except for a term which is
parallel to the local magnetization and therefore exerts no torque. The

effective susceptibility is then given by
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3 g ()

where equation (8) has been used and Xq = dM/dHi is the intrinsic
susceptibility. For X; > =, Hy = 0 and X = 1/47D is determined by the
geometry of the sample alone. The sﬁaller the d/1 ratio, the larger the
effective chi. A smaller Xy has the effect of decreasing X, below the
value corresponding to infinite Xie Powever, in some cases where an
instability exists, X; actually goes negative (through infinity) resulting
in an increased Xe*

It is also important to note that the distribution of M(z) = Xe(o)/Ho
is dependent on the intrinsic susceptibility X;. This has been extensively
studied by Bloomberg and Arrott (1975). For infinite Xis the applied field
H, must be cancelled by the demagnetiziﬁg field Hp. This can be approximated
by a linear distribution of charge on the side of a cylinder with a uniform
distribution of charge on the ends. A quadratic M(z) along the length of the
cylinder results.

For a finite X;, there is a net H; field accomplished by having less
charge at the centre. Both the surface charge distribution &(z) and M(z) are
represented by higher order polynomials which have profiles that are flatter
at the centre and steeper towards the ends.

Ideally, one would like to measure the differential susceptibility
Xqi1ff of a whisker. This is the signal one would get with a single sweep of
the applied field taking the whisker from saturation in one direction to

saturation in the opposite direction. When an ac technique as described
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above 1s used, one measures the reversible portion X of the differential

rev
susceptibility. For each vaiue of the dc bias field Ho, the whisker is
swept on a small minor loop determined by the amplitude of the modulation
field. As an illustration of this point, the trapping of the domain
structure of é whisker by interstitially absorbed carbon gas results in such
an amplitude dependence. When a very small 5 moe driving field is used to
excite the whisker, a trapping can Be observed in the form of a decreased Xe
compared to the expected 1/47D value. However, if the driving amplitude is
increased to say 50 moe, the trapping effect can be eliminated. As well
there are often irreversible jumps observable in the Xdiff which would not
show up in a X rey Measurement. There is information to be had from both
types of measurements, and it is important to compare them.

In this section we have outlined the behaviour of a whisker in a dc bias
field with a small amplitude ac modulation. We have discussed what you would

expect to see with a pick-up coil. We now turn to the task of describing the

magnetic domain structure and behaviour of each of the three whiskers.

3. The [100] Whisker

This whisker, the most commonly grown of the three orientations, has
four (100)-type side faces and a square or nearly square cross section. The
endfsurfaces are usually cleaved square by us from a longer whisker. Typical
length and thickness are 10 mm and 0.1 mm respectively. A slight taper along

the length of the whisker is not uncommon.



40

The domain structure and magnetic behaviour of the [100]-oriented
whisker have been studied for some time. The classic domain arrangement for
this whisker is the Landau structure, which has been described in the
introduction above. A diagram of this structure is shown in fig.‘(2).

The Landau structure and variations of it have been observed on the side -
surfaces of [100] iron whiskers using the Bitter technique. These have been
extensively reported by Coleman and Scétt (1957), and R.W. PeBlois and C.D.
Graham (1958). TFig. (6) shows diagrams of some of the possible structures
which we have observed such as diamonds and multiple structures in thicker
whiskers. With a dc applied field, a bowing of the long Landau wall and
displacement of the tie points near the ends can be observed with the Bitter
technique.

A structure other than the Landau structure usually occurs at
nucleation. This has been dubbed the 'Coleman" structure by us since it was
first described by R.V. Coleman. One or possibly two long 180 deg wallé Tun
the length of the whisker. Each wall nucleates in the corner where two side
surfaces meet. As the applied field is decreased, the lines where a Coleman
wall intersects two adjoining surfaces can be observed to move away from the
edge with the Bitter technique. Thus the area of the Coleman wall increases
with decreasing field in contrast to the Landau wall which has a relatively
fixed area (ignoring the effect of bowing). The arrangement of closure
domains at the ends of the whisker is still not known. The Coleman structure
1s metastable and eventually will jump into the Landau structure. This will
be described below.

The in-phase and out-phase signals in an ac susceptibility measurement

of a [100] whisker are shown in fig. (7). These would be typfcal traces at 1
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kHz with a long pick-up coil. The changes in signal are more dramatic in the
out-phase component and we now describe the steps by which this trace is made
following the numbering in the diagram. Initially there is no out-phase
signal at position I corresponding to a large applied field along the length
of the whiskef. The central region of the whisker is saturated. As the
field is decreased, a slight increase in signal can be detected. The volume
of the whisker at the ends which is not saturated increases resulting in
increased eddy current loss. This increase is not seen with a very short
tightly wound pick-up coil at the centre of the whisker. Finally when the
nucleation field Hn is reached, there is a large discontinuous increase in
the out-phase signal as the Coleman structure is nucleated.

Shown in the diagram is the case for nucleating two Coleman walls,
probably in opposite corners. With further decrease in field in region II,
the out-phase signal decreases roughly linearly with field. The two walls
move inward toward each other increasing their respective areas and |
decreasing their amplitudes of oscillation. The net result is a decrease in
eddy current loss. The 2-wall Coleman structure can persist through the M=0
state and is stable to increases and decreases in the applied field. However
once a sufficiently large field is applied in the opposite direction (perhaps

N

B, - Hd/Z)’ the structure will jump into the landau structure denoted as
region III. If a single Coleman wall had been nucleated, the jump into
Landau structure would occur before the M = 0 state is reached. Otherwise
the general behaviour is the same. Whether one or twq Coleman walls are:
nucleated depends on the whisker and its magnetic history.

Once the jump to Landau structure has occurred, it can be stable over

the full range of applied fields between departure in both directions. More
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common behaviour is a jump back to Coleman just before departure is reached.
The size of the hysteresis in field (Hd-Hn) is whisker dependent.

The Landau structure is characterized in the out-phase signal byvhaving
a maximum at H, = 0. This is due to the fact that the greatest eddy current
loss occurs when the Landau wall occupies the central plane of the whisker
leaving large volumes of conducting metal on either side in which to induce
eddy currents. At departure a very large spike in out-phase is generated due
to the process of saturating the centre of the bar, which is sometimes
discontinuous. The long domain wall breaks into two pieces, each of which
retreats along the whisker towards an end as the applied field is further
increased. If departure from the Landau structure occurs, saturation first
takes place at the centre of a whisker face and then widens out cutting the
Landau wall in haif. The Coleman wall breaks right in the edge at the point
of first contact.

The in-phase component of the signal is also shown in fig. (7). As can
be seen this signal, which measures the magnetic stiffness of the structure,
is independent of field. It is also independent of the structure qucleated,
although we have observed a small spike occurs in a dc pulse measurement as
the structure jumps from Landau to Coleman. TFor a tightly wound pick-up
coil, the full height of the signal above zero voltage (not above the high
field background) is a measure of Xeff = 1/41D for the sample. This
assuées that 47DX; >> l. Once again large spikes occurring at nucleation
and departure can be observed in the in-phase signal. High field tails can
be qbserved in the in-phase signal for both long and short pick-up coils,
altbough the size of the jump at departure is larger for the short coil.

These tails relative to the high field background are a measure of Xeff =
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dHp/dH . Note that this is a positive contribution to the effective
susceptibility above departure. An increase in applied field expels charge
from the centre of the whisker resulting in a decrease in the demagnetizing
field, which is a change in flux in the direction of the applied field.

All of the above discussion about in-phase and out-phase signals applies
only to the case of low frequency i.e. where 8 >> 1. As the frecuency is
increased, the loss angle 8 is no longer small resulting in a mixing of the
losses into the in-phase signal and the stiffness into the out-phase signal.
For a complete discussion of these processes from dc to 200 kHz, see the
paper of Heinrich and Arrott (1972).

The departure field of a [100] whisker is given by
Hy = 4mDMg (18)

This can be seen from eq. (8) above since we know the intermnal field Hi.=

B, - Hp = 0 and the demagnetizing field at saturation of the centre is

AWDMS. This has been verified by Heinrich and Arrott (1972) by measuring the
dc hysteresis loop with an integrating photo-electric galvanometer. Thus it
can be seen that a [100] whisker can be used to determine the saturation
magnetization M, by measuring the departure field and its effective
susceptibility. This is precisely the technique which has been used by us to
measure the temperature dependence of the saturation magnetization of irom,
Fhe results of which will be described below. However minor corrections for

the anisotropy must be made.
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4. The [111] Whisker

Most of the research reported in tbis thesis was conducted on
[111]~oriented iron whiskers. These whiskers are relatively rare and many
attempts were made to grow them before success was achieved. They‘tend to be
longer and thicker than the [100] whiskers grown under the same conditions in
the same boat. Lengths and thicknesses are typically 12 mm and 0.4 mm
respectively. They can be slighfly tapered as well.

The side surfaces are six (110)-type surfaces forming a right hexagonal
prism with a [111]-axis. Thiskhexagonal whisker can be thought of as a
packed bundle of six whiskers, each with a equilateral triangular cross
section. Once again the faces of these triangular prisms are (110) surfaces,
one face of each of the triangles being one face of the hexagon. Viewing the
hexagon in this way makes it easier to understand its domain structure. We
will describe the domain structure of the triangular prism and then construct
the same for the hexagonal prism from it.

The growth tip of a [100] whisker, if it is not tapered down to a point,
is usually irregular. 1In contrast, a [111] whisker is usually terminated in
a beautifully regular growth tip of three mutually orthogonal (100) surfaces.
A diagram of a [ll1l]-oriented whisker showing this growth tip appears in fig.
(8).

We now turn to describing the domain structure. A simple domain pattern
for a triangular prism consisting of 3 domains is shown in fig. (9). Each
domain is magnetized in a [100]-type easy direction as represented by the
orientation of a small beer can with an arrow. This pattern produces no

free~poles on the outer surfaces or on any of the three domain walls. The
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walls are 90 degree walls which are (112)-type surfaces. This pattern
applies to the central crosslsection of the prism where there is no charge on
the outer surface by symmetry. (Away from the centre there is a variation of
the basal plane components that puts magnetic charge density on the surfaces
as required by sz/dz. The contribution to the magnetic flux from this
pattern is ASAWMS/JS. Dur ing approach to saturation in the axial

direction, the magnetization vectoré continue to lie parallel to the extermnal
surfaces of each domain as they rotate. The domain walls are no longer 90
degree walls, but they still remainvcharge free.

The result of combining 6 of these triangular patterns is shown in fig.
(10). This produces 12 domains, 6 of the original triangular domains and 6
diamond shaped domains where triangles join internally. The magnetic flux is
still given by ASAWMS/J3, and the approach to saturation is the same as
for the individuval triangular prisms. The 6 triangular prisms now share a
mutual demagnetizing field.

The start of the reversal process is indicated in fig. (10). Reversal
below the knee of the magnetization curve can proceed by nucleation of 180
degree walls in triangular trios. There are six sites where these
nucleations can take place, namely the centre of the six triangular prisms.
All six nucleations are required for the reversal to be complete.

Fig. (10) shows only the simplest pattern constructed by placing the
triangles of fig. (9) in the hexagonal cross section. They can be made much
smaller at the cost of wall energy. As saturation is approached, the wall
energy gets less and less. In this limit one can gain a lot of entropy by
creating fluctuating magnetization configurations based on these

divergentless patterns. Fach point in a cross section could find itself
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sampling deviations from the [111] direction by rotating toward any of the
three [100], [010] and [00l1] directions. The dipole-dipole constraints do
not appear to violate the principle feature of the three state Potts model in
that the vector has three choices. We will discuss this model below.

It is clear also that the number of reversal processes and demégnetizing
states are limitless. This shows up drématically in measuring the
differential ac susceptibility for M < MS/J§ as shown in fig. (11). 1In
cycling the applied field over this restricted range (typically lHol < 15 oe),
one detects a relatively large signal characteristic of a high effective
susceptibility associated with wall motion. Fowever in cycling the field one
finds numerous sudden rises and falls in the signal as domain walls are
nucleated, annihilated or become locked. What is reproducible, however, is
that in making a monotonic sweep of the applied field, there are six peaks in
the wall motion region. We identify each of these peaks with the nucleation
of a trio of mobile 180 degree walls as they come in one at a time. In the
figure, we show the signal for only one simple sweep of the field.

In this low applied field region, the response is mainly by reversible
wall motion, but the mobility of these walls is not sufficient to pfoduce the
ac magnetization that completely cancels the applied ac field. Consequently,
at all but the highest temperatures, the susceptibility in this region is
less than expected for freely moving walls where the response would be
determined by the demagnetizing field alone. This is in contrast to the dc
loop measurement which shows a slope of 1/4mD for M plotted against applied
field.

The knee of the magnetization curve at M = MS/J3 corresponds to a

steep drop of the measured ac response. With further increase'in applied
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field, the magnetization process involves rotation away from easy directions
towards the [111] hard direction. Eventually a critical field F. is

reached where the susceptibility rises in a spike (at low temperatureé) and
then drops as the central cross section saturates; Fig. (12) shows a typical
curve at room‘temperature. A typical value for B, is 420 oe or more,
depending on the thickness to length ratio of the whisker. This field, B,
is related to the anisotropy field,‘Hk, and the demagnetizing field through

the relation
H, = Hp + 4wDM_ (19)

It is this rotational part of the susceptibility curve which is
carefully studied in the next section. The temperature dependence is
reported in the section after that.

Another factor to be considered while speculating on domain structures
is the energy density of a wall. Roth 90 and 180 degree walls can be
oriented at any angle, but this angular orientation affects the energy
density. The equilibrium condition is that the exchange energy density be
equal to the anisotropy energy density everywhere in the wall. (This is a
simplifying assumption which is true only if there is no pinning of the spins
at the sides of the wall. Possible dipole-dipole energy is ignored as well.)
However the anisotropy energy density, and therefore the total energy
density, is dependent on the orientation of the plane of the domain wall. It
is simple to calculate this angular dependence as shown in Chapter 9 of
Chikazumi’s book (1964). TFor the case of cubic anisotropy in iron, assuming

Ky > 0 to be the only important anisotropy constant, one finds the energy
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density both of a 90 degree wall and of a 180 degree wall increases
monotonically as the wall is rotated from lying in a (100) plane to lying in
a (110) plane. The energy density of the (110) wall is 297 higher then that
of a (100) wall in the case of 90 degree walls,‘while it is 387 higher in the
case of 180 degree walls. |

With this information one can wonder Qhat is the orientation of a 180
degree Coleman wall described above. If it is nucledted in the cormer of a
[100] whisker at 45 degrees, it is a (110) plane which possesses the highest
possible energy density. However if one rotates the wall to reduce the
energy density, the area of the wall will increase. If one varies the angle
of the wall while holding the magnetization of the whisker fixed, one finds
the total energy of the wall is a minimum for the (110) orientation. This
helps to account for the stability of Coleman walls over a range of applied
fields.

These same considerations can be applied to the 90 degree walls of a
Landau structure in a [l100)-oriented iron whisker. DeBlois and Graham (1958)
made observations of such walls and found them to be ipclined away from the
(110) orientation so as to minimize their total wall energy.

The energy density of a 90 degree wall is approximately one half of that
of a 180 degree wall of the same orientation. This is exactly true for (100)
walls. This is easy to understand since one can visualize a 180 degree being
composed of two 90 degree walls. (The midpoint of the wall is an easy
direction). As mentioned above, Kittel has pointed out that a 180 degree
Qall is not free to separate into two 90 degree walls. To do so would create
a néw domain with magnetization perpendicular to the domains on either side.

Iron is no longer cubic when magnetic, but expands in the direction of
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magnetization by 21 parts per million. This domain perpendicular to those on
either side sets up a strain field which suppresses the separation of the
wall into two parts.

Thus the walls with the lowest energy density in iron are (lQO)—oriented
90 degree walls. The (112)-oriented 90 degree walls of the triangular and
hexagonal [lll]-oriented whiskers have energy densities which are only 2%
greater. This strengthens our view that the fundamental domain structure of
the [111] whisker is constructed of these types of 90 degree walls.

All of this discussion about wall energy densities forces us to question
the nucleation of trios of (110)-oriented 180 degree walls for the purpose of
demagnetizing the [111) whisker. 1Is it not possible to find a demagnetized
state using 180 degree walls of lower energy density, preferably (100) walls?
First of all we can imagine a demagnetized state for the hexagonal whisker
using no 180 degree walls at all. This is illustrated in fig. (13). BHowever
this state has two serious drawbacks. It is not easily magnetized and it is
composed entirely of (110)-oriented 90 degree walls. We are better off by
maintaining the structures of lower energy (ll2)-oriented 90 degree walls and
searching for ways to introduce low energy 180 degree walls.«

The introduction of (100)-type 180 degree walls would result in these
walls intersecting the (110) faces of the whisker at an angle 6 = 54.74
degrees (cosf§ = 1/3) with respect to the ([l1l1] axis. Note that these are
the first walls that we have mentioned which intersect the side surfaces of
the whisker and therefore could be observed by the Bitter technique. 'In zero
field, we have observed these walls on some of the (110) faces and at certain
regions élong the length of the whisker. From photographs we made, the walls

appear to be at the expected angle with respect to the axis. ‘In the region
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on a face where these walls could be seen, they appeared in a regular pattern
of equal spacing as illustrated in fig. (l14). The ratio of the spacing
between the walls, s, measured in the axial direction to the width of a face,
w, appeared to be 1/242. This ratio has the following interesting
consequence: assuming that these walls exist on the three faces of a
triangular whisker in a candy cane pattern, a single stripe would make one
revolution in an axial direction of six wall spacings (6s). Thus every face
of the triangular whisker is identical (a rotation by 120 degrees is a
similarity transformation). 'The domains alternate in their polarization in a
regular way on the faces, but the "sense” of the wall continues from face to
face.

The application of a small field causes the walls to pair up, collapse
together and vanish. Removal of the field allows the wall to return. It
appears that these walls remain only in the demagnetized state. A stable
arrangement of these walls with an applied field stronger than that of fhe
earth can not be maintained.

For each candy stripe line observed with the Bitter technique on the
central face, there are two possible orientations for walls internally. For
example, consider a (01T) face which has candy stripe lines running upward to
the left in a [100C] direction. Internally one of these lines could be the
edge of either a (010) or a (001) 180 degree wall. A self consistent
arrangement of these internal 180 degree walls which is charge free has not
ylelded to our attempts to determine it. It can be based on the whole
hexagonal prism or on individual triangular prisms; more likely the latter

since thebcandy stripe is observed only on some of the faces of a whisker.
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5. The [110] Whisker

Without a doubt, the [110]-oriented iron whisker is the rarest of the
three observed orientations. Indeed, in three years of growth and study of
iron whiskerskby us, only two which have [110] axis have been found. However
this is partly due to us not knowing what geometry of side faces to expect
for this type of whisker.

One of these whiskers we have examined carefully both by the Bitter
technique and by ac response. This whisker has six faces, two much broader
than the other four, producing a cross sectional shape as shown in fig. (15).
The width and thickness are roughly 1.0 and 0.3 mm repectively while the
length is about 10 mm.

By the Bitter technique we observed long regularly spaced parallel walls
perpendicular to the sample axis on the broad faces. These walls which we
have illustrated in fig. (16) extend almost across the full width of a face.
Conceivably they could either be 90 degree walls on a (100) face or 180
degree walls on a (110) face. With closer examination, we can also observe
patterns such as the one shown in fig. (17) which can only exist on a (100)
surface. These patterns consist of 90 degree walls perpendicularvto the
(110)-axis and 180 degree walls at 45 degrees to this axis. Thus the
magnetic structure clearly indicates that the two broad side faces are (100)
surfaces.

The angle which the small faces makes with the broad ones was measured
and was found to be 54 to 55 degrees in all cases. This was done by first
refiecting a laser beam with a broad face onto a far screen. The sample was

then rotated on a goniometer about its (110) axis until the beam was
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reflected by an adjacent small face to the same point on the screen. The
measured angles indicate that the four small faces are (l1l1) surfaces.

The in-phase ac response of this sample as a function of field applied
along its length is shown in fig. (18). There is a wall motion region of
high susceptibility at low applied fields. There is little of the hysteresis
displayed by the [111] whisker. The signal has a maximum at zero field,
drops slowly initially, and then muéh more rapidly as the central cross
section reaches a magnetization df MS/Ji. The field at this point, Hl =
ANDMS/[i ~ 70 oe is determined b§ the geometry of the sample. With further
increase in field, the signal remains at a low, but field independent, value
as the magnetic domains are rotated from easy directions into the
[110]-direction. Finally, without a spike, the signal drops to background
level at an applied field H, = Hp + 4mDMg ~ 660 oe. This indicates an
anisotropy field Hk = 550 oe which is consistent with the anisotropy figld
determined for the [111] whisker according to mean field theory. In the next

section we will describe this theory and our measurements on [111] whiskers.
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IV. THE APPROACH TO SATIRATION OF A [111]—0RIENTED IRON WHISKER
l. Introduction

Over 50 years ago Honda and Kaya (1926) produced magnetization curves
for single crystal ellipsoids of iron. Their results are often reproduced in
reviews, accompanied by curves showing the prediction of anisotropy theory in
the mean field approximation. According-to this theory there should be a
first order jump in the magnetization for the approach to saturation in the
[111) direction. The absence of a jump is discussed by Stewart in his
monograph on Ferromagnetic Domains (1954). PFe recalls the argument of Cans
and Czerlinski (1932). The magnetization in the [100] direction does not
saturate in zero internal field. There must be some additional field, which
may be due to internal stress, that has to be overcome to reach saturation.
If this is true in the [100] direction it should also apply in the [111]
direction. This explanation is satisfying, yet not intrinsically very
interesting. Perhaps this is why most authors choose not to mention the
difficulty.

Recently, the theorists Mukamel, Fisher and Domany (1976) have directed
attention to the approach to saturation in the [111] direction of Fe. They
feel that this, as well as several other magnetic and non-magnetic systems,
are physical realizations of a statistical mechanical model of some interest
called the 3-dimensional 3-state Potts model. They and many other
resgarchers’have studied this model both theoretically and experimentally
with particular interest in determining the nature of the phase transition.

We review the work that has been done on this model below, and compare the
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findings with what we see in iron.

In this ssction we report our study of the approach to saturation of a
[111]-oriented iron whisker at room temperature. For such a whisker there is
no reason to expect internal stress or any other defects to influepce the
approach to saturation. If, from the same boat, we take [100]-oriented
whiskers, we find that the magnetization in the central cross section
saturates in slightly lsss than zero internal field (Heinrich and Arrott,
1972). The whisker we selected for study has a large length to diameter
ratio to assure that the demagnetizing field was much smaller than the
anisotropy field, and has little taper along its length.

The experiment we carry out is a simple measurement of ac susceptibility
as a function of applied field for a number of positions of a short pick-up
coil along the length of the sample. The extraction of the dependence of the
magnetization vector on the local internal field is not simple. A series of
questions needs to be answered in detail before we can develop full |
confidence in our principle result. Like Honda and Kaya and everyone who has
published results, we do not observe a first order transition for iron.

Among the questions we discuss are the role of sample perfection,
alignment of the [111] axis with the applied field, the effects of
demagnetizing fields on the variation along the whisker length of the net
magnetic flux in each cross section, the domain structure in the approach to
saturation, and the role of dipole~-dipole interactions in the magnetic
fluctuations. Our technique of measurement is designed to help answer some

of these questions.
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2. The Phenomenological Theory of Cubic Magnetocrystalline Anisotropy

Internal energy in almost all ferromagnets is sensitive to the
orientation of the spontaneous magnetization MS in a crystal. An energy of
magnetié anisotropy, one term in the magnetic part of the free energy, can be
expressed as Ep = f(al, %oy 035 where 0; are the direction cosines
of MS. For cubic symmetry such as found in Fe and Ni, the anisotropy

energy can be written in a polynomial expansion of the direction cosines,

Ex = K(TWs + K (MKW p +

(20)
2
Ka(‘rJ H) s +
2 2
where  § T did, + didi + oy (21)
2 .2 2
and P = o, Aydy (22)

The direction cosines are measured with respect to the [100] cube edges.
Therefore in the case of iron (Kl > 0), the six easy directions are [al,

Og, a3] = [+1,0,0], [0,+1,0] and [0,0,41] while the eight hard directions

are 3oy, oy, o4l = [1,1,1], [-1,1,1], [1,-1,1], [1,1,-1], [-1,-1,-11,
f1,-1,-11, [-1,1,-11, and [~1,-1,1]. The anisotropy constants Ki are
measured or are calculated from theory, and in general are dependent on
temperature and applied field. The form of each term in the expansion is the
result of requiring it to be an invariant under all the symmetry operations
for a cube. The leading term ulz +o(22 +<=(32 does not appear in the
expansion since it is equal to unity as required for the unit vector field

Ms‘ This fact is useful for simplifying higher order terms into products
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of the lower order terms. All terms which satisfy the cubic symmetry'
requirements but appear to be missing from the expansion can be expressed in
terms of s,p,s2 and constants.

An expression for the internal field Hi as a function of the direction
of M, can be obtained by minimizing the magnetic free energy. In our case,
we are interested in the simple rotation of the magnetization, for example,
in the (110) plane from the [001] easy direction into the [111] hard
direction. Letting n be the direction cosine of M; with respect to the

[111] direction in this plane, the internal field is then given by

- | Q‘EK KM-ZK;S ds Ka AP
. —_— = + - (23)
l MS Jn Ms dh "5 Ah

taking terms of the energy expression to eighth order in the direction

cosines. Fxpressed in terms of n,

2 3/a
S=J5qu+-,'r(l-7lz> _f_;z_ ('—'hz) (24)

5 o L rrne e (a-2) ()

(25)
c\? - | 2 4
T = Tl - )

(@-2%)2(1- 90"+ 1o “H))

The ekpression for the anisotropy energy as a function of the direction

cosines of M is a Landau expansion of the free energy in the order
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" parameter. (Landau proposed that such expansions of thermodynamic potentials
could be made about the critical point for the purpose of determining the
critical behaviour of a system.) Fa. (ZQ) is also called a mean field theory
because as in all mean field theories no knowledge of the details of the
microscopic interactions between the individual moments is used. Eaéh moment
or cluster of moments feels an average torque due to all of the fields of the
system. In a mean field theory each moment interacts equally with every
other moment of the system. As can be seen in this calculation none of the
details involving domain structure or the size and shape of the sample are

used.

3. Measurements

A [111) Fe whisker with dimensions 0.3 x 0.3 x 12.7 mm is our princiﬁal
subject for these measurements. It is placed in a glass capillary of 0.5 mm
0.D. on which is wound 5 turns of closely spaced #50 wire. The coil acts as
a secondary whose primary is a pair of Helmholtz coils carrying a 500 Hz
current which produces an ac field of 10 milliocersted. Care is taken to see
that there is negligible coupling to the lead wires. There is a dc bias
field supplied by an electromagnet with a 7 cm gap. The electromagnet is
sufficiently hysteretic and sufficiently conducting that it does not respond
to the field of the Felmholtz coils. The dc field is measured with a
calibrated Hall probe.

The ac voltage from the secondary is measured with a phase sensitive

lock-in amplifier as a function of dc bias field. The out-phasé component is
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negligible. Auxilliary experiments were carried out to give assurance that
the differential ac susceptibility agrees with the slope of the magnetization
curvé measured on continuously increasing field. It does for fields
sufficient to remove the 180 degree domain walls. These are present only
below the knee of the magnetization curve, that is for M < NS/JE. |

The differential ac susceptibility is measured for increasing and
decreasing dc bias field from 10 to approximately 1000 oersteds. The field
is swept at 1 oersted/min. Readings are taken every 30 seconds using a time
constant of 10 seconds on the output of the phase sensitive detector. The
sweeps up and down in field are made for 15 positions of the secondary coil
along the full length of the whisker. We thus map out the field dependence
of the flux for the entire sample. This data can then be analyzed to extract

only that contribution to the ac flux due to the magnetization of ‘the sample.

4. Analysis

The measured voltage is equal to the rate of change of flux in the
secondary. From equation (1), it can be seen that there are three

contributions to the flux per turn
- R > = -
i(z,H,\-SHTT (2,H) ds +A¢H,—JH,(E,H,\-JS (27)

>

where A. is the coil area, Hp is the demagnetizing field, the element of
. ) ->

area ds is along the applied field F,, and M is the magnetization vector.

The component of M along the [111] direction is the same throughout any
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particular cross section if our model of the domain structure is correct.
The driving frequency is sufficiently small that we can take the loss angle
§ to be zero. If we assume that the z component of Hp does not vary across

the coil, we can write
$ (2) = 4MM DA  + H A = Hy® A (28)

where AS is the cross sectional area of the sample. This is only a good
assumption for a tightly wound pick-up coil. One of our coworkers, T.L.
Templeton, with a computer calcﬁlation, determined the z and radial
components of the internal and external demagnetizing field for a cylindrical
bar of given susceptibility. From his results we determine an effective
value for A, in eq. (28).

We use all of our data to determine MZ(z) and Hp(z) self-consistently

for each applied field. We need

Hh(z) = £(H,,2) (29)
in order to calculate the internal field

Hi(z) = Hy - Hp(z) . | (30)

Further we need dHp(z)/dF_ to calculate the intrinsic susceptibility from

d@/dHO which we measure. We use the result

(31)

_odAMy 1 | dE/dH, ]
R Y W TR
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Note that one corrects the entire flux for the effect of the demagnetizing
field and then subtracts the high field contribution from the driving coill
WVhat we measure, of course, is the voltage induced in our pick-up coil

of n turmns,

vV - ={whhe 4@

< dH,

The factor wnho/c can be determined by measuring the induced voltage with a
standard [100] iron whisker in the pick~up coil with the same driving
conditions and in zero applied field. A thick and long [100] whisker of
cross sectional area A  is used to minimize the area A -Aj outside the

coil. This whisker is of sufficiently high susceptibility that we can assume

that the induced standard voltage is

- wDM
Lwhh, 4 3 Ao (33)

Vo = a3 Hy

where Hy is the departure field of the standard whisker and M; is the
room temperature value of the saturation magnetization of iron. .
Therefore we can rewrite equation (31) in terms of the measured voltage

v(z,H,), the standard voltage v, and the high applied field voltage vyf =

(e}

-iwnh A./c,

X. = A Ms v -V, (34)

€7 AH % | | -dHy/dH, W

We obtain the function in eq. (29) from the experiment and the
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" following computation. If we know @(z) at a given H,, then eq. (28) gives
one relation between M(z) and FD(z).‘ A second relation is obtained by
assuming one knows M(z) in order to calculate the sources of Bp(z), and
therefore Bn(z) itself. One does this iteratively to find self-consistent
values of HD(z) and M(z). To obtain @(z,HO) at each FO we first calculate
d(z,0) for the completely saturated whisker. Then we numerically integrate

our measured d@/dHo down from saturation to get

Biz)h) = B(z,00 — fﬁ 2

°

dH, =
(35)

$ (2,00 —.‘i'_l_“.?i -vigﬂ v(z, H)dH, .

Here we subtract the high field background first before carrying out the
integfation to obtain the portion of the flux due to the sample. This
integration is performed for each of the 15 positions of the coil.

For the purposes of the computation we treat the sample as if it were a
right-circular cylinder with the same cross sectional area as the [111]
sample being studied. The magnetic charges which are the sources of the
demagnetizing field are all on the surfaces because div M = 0 as long as Xi
depends only on F; and not on position. The charge density on its sides is

given by
y (A o dMs (@)
- s z
cs(2) = — 3 (n) dz (36)

There is also charge density on the end surfaces equal to M, evaluated

at the ends. We calculate the z-component of the demagnetizing‘field Hy(2)
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on the axis of the cylinder. The cylinder is given the taper of the measured

whisker if it is significant. From magnetostatics,

+
(U AEY@ED A
Hy () = S—l [(E'— N _”,\z]zn. +

RO e iz d
ol _roeah(i-2)dr
So [(l-z‘)z +r"]3’?‘
R(-1)
2T roe () (1+2) dv

A [“(H_z,_)z_'_ v_:.JBI:.

rere M@ = — 4= (M A(2)
(2= Myt

A(2) = TIR*(1+te)

"

R(2)

‘3’3 (1+tz)

where @ is the radius of the cylinder at the centre,

(37)

%2 is the length and

the taper. Initially in the calculation it is assumed that the flux

Q(Z,Ho) in eq. (35) represents M(z)A_(z). This is fitted to a twelfth

order polynomial in z, which is used to calculate HD(z) according to eq.

(37). Then using eq. (28), a corrected value for M(z) is calculated and

process is repeated.

The function of eq. (29) which is the result of this calculation is

the
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shown in fig. (19). Also shown is the fit that we use to determine the
derivative dHp/dH, . It should be noted that Hy is not a monotonic fumnction
of Hy. It increases as the magnetic charge on the surfaces increases until
a maximum vaiue is reached near the saturation of the central cross section.
Then with further increase in H_, the charge on each half of the sample
remains the same, but moves towards the ends, resulting in a decrease in
HD.\ Note that greatest correction to the data both in field and in signal
occurs at the critical point.

The results of the analysis are shown in figs. (20) and (21) which give

X; and M as a function of His respectively. Ideally Xy should remain slowly

i
varying right down to Hi = 0. The apparent increase in X; for low fields
will probably go away when we carry out the demagnetizing field corrections
for the end of the field range. The function we used in eq. (29) is obtained

from data taken above 100 oe. This low field discrepancy does not hinder our

efforts to study the critical behaviour at higher fields.

5. Pesults

Mean field theory predicts the dashed curves shown in figs. (20) and (21).

The values used for K;, K, and K4 are the torque curve values of Cengnagel

3 3

and Bofmann (1968) who give Ky = 472 x 107 erg/em’, K, = =7.5 x 10° erg/cn
and K3 = 19.0 x 103 erg/cm3. They extrapolate to high fields to overcome the
effects of sample imperfections. The curve of fig. (21) is a plot of

equation (23) where N = MZ/NO. As can be seen from the details of the

inset, the phase transition is first order. There is a critical field He,
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= 410 oe for increasing internal field and a critical field Hey = 367 oe
for decreasing internal field. These are analogous to supercooling and
superheating. If nucleation and growth occur to achieve a thermal
equilibrium of two phases in a first order transition they should occur at

He = 403 oe where the two phases can coexist. The derivative of the

.0
theoretical curve of fig. (21) is the dashed curve of fig. (20).

The results of our measurementé and analysis are the solid curves of
fig. (20) and (21). 1In fig. (20), the data has been corrected for the
demagnetizing field contribution to the magnetic flux changes, except at low
fields. This curve of data is integrated from high field down to obtain the
solid curve of fig. (21). No discontinuous jump in this curve near
saturation can be seen.

In a material as near perfect as our whisker we might reasonably expect
to observe He,y and Hey and a pronounced hysteresis. If Hc; could be
reached without a nucleation of saturation, then l/xi should go linearly to
zero with n = .9799, for the chosen values of K;, K, and K5. Fig.

(22) compares l/xi as a function of n from experiment with the prediction

of theory. There is an indication in the experimental curve that something

happens at He, even though the maximum in X; is at a higher field.
1 i g

6. Discussion

_ Our results fail to show the first order jump predicted by mean field

theory. Adding terms to the free energy which are proportional to N or any

power of n cannot completely suppress the first order change because the
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anisotropy has a term in (l—nz)l/2 which is linear in the angular

deviation from the [111], whereas the terms in n are quadratic in the angle.
An internal stress field not parallel to the [111] direction can suppress the
jump, just as can an applied field sufficiently misaligned with respect to
the [111] axis; Though we doubt that either internal stress or misalignment
are playing a role here, we have yet to demonstrate this. We can only point
out the perfection of our samples and state that care was taken in aliéning
them. As well any small component of the applied field perpendicular to the
axis of the whisker is cancelled by the large demagnetizing field ZWMX.

The gradient of the magnetization along the length of the whisker
contributes to both the exchange energy and the demagnetizing energy. The
latter yields a field in the [111] direction and therefore should not
gsuppress the transition. The exchange will produce a torque away from
complete alignment, but its magnitude is entirely negligible with respect to
the anisotropy terms.

It is our conclusion that the first order transition is not there
because the mean field theory is not applicable. This is in contrast to the
conclusions of BRarbara, Rossignol and Bak (1978) who study highly anisotropic
DyAl, in bigh fields at low temperatures. They find excellent agreement
with the theory. The jumps occur even at higher temperatures where much of
the magnetization comes from the applied field aligning moments against
thermal agitation. DyA12 has single ion anisotropy; Fe does not. The
predicted jump for iron is from N = 0.964. 1In DyA12 the measured jump is:
fromvﬂ = 0.73. ¥, must be important in DyAls. There is very little
hysteresis in DyA12 and one never gets close to Fc; or Hey, so the

fluctuations do not get a chance to play a significant role.
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7. The (q = 3)-State Potts Model

It has been suggested that cubic ferromagnets with three easy axes of
magnetization, such as Fe and the (rare-earth)—Al2 compounds, in a diagonal
{I111]-oriented field are possibly accurate manifestations of what is called
the (q = 3)-state Potts model (Mukamel et al. 1976,1977). In this section we
discuss this proposition as well as the aquestion what is required of a
physical system to qualify it to be labelled a realization of a particular
model .

The more familiar Ising model is a d-dimensional lattice, each site of
which can be in one of two states. An example of its application is to model
a binary alloy where each site can be occupied by an atom belonging to one of
two elements. In 1952, R.B. Potts generalized this model so that each site
can be in one of ¢ distinct states (Potts 1952). Using a matrix approach, he
discovered a duality transformation which successfully locates the transition
temperature T  for the case of the square lattice (i.e. d = 2) and for
general q. As in the case of the Ising model (which happens to be the
(q = 2)=-state Potts model), only nearest neighbours interact, either with an
energy Eo if they are in the same state or with an energy F; if they are
not. External fields CI’CZ""’Cq can influence a site to be in one of
the q possible states. There can be as many fields as sublattices. For
q = 2 there need be only one field.

Recently there has been much theoretical interest in the (q = 3)-state
Potts model. As discussed by Rlote and Swendsen (1979, 1979b, 1979c), it is
apparently relevant for the description of several kinds of physical problems

which are currently being studied. The investigation of noble gases adsorbed
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on graphite (Bretz 1976), certain stress~induced crystallographic transitions
(Aharony et al. 1977), and ferromagnets with-cubic anisotropy in a magnetic
field (Barbara et al. 1978, Hanham et al. 1979) are some examples.

The degree of success in solving the 3-state Potts model depepds on the
spatial dimenéionality of the model. For (d = l)-dimension, the model is
solvable, but has no phase transition except at zero temperature. In
(d = 2)-dimensions, the Potts model‘undergoes a continuous (second or higher
order) phase transition in zero field for q4 4. This is shown by high
temperature series studies (Straley and Fisher, 1973) and by an exact
calculation of the latent heat (Raxter, 1973). 1In contrast, however, Potts
(1952) has shown that the transition is first order when a phenomenological
approach is taken. A term in the free energy is third degree in the order
parameter, thus necessarily predicting a discontinuous transition by Landau
theory.

For the (d = 3)-dimensional model, the order of the transition is as yet
undetermined. It can be either first order as suggested by mean field theory
(which does not take the dimensionality d into account, but which is
supposedly correct for d » 4) or second order (as for d = 2). Extensive
theoretical work has been carried out on the (d = 3, q = 3)=Potts model to
resolve this question (see Blote and Swendsen, 1979a; as well as references 4
to 20 found therein).

The conclusion of Blote and Swendsen (1979b) from their Monte Carlo
renormalization group calculations is that the transition in 3~dimensions is
"nequy second order". Tt is apparently first order. However, a second
order fixed point located in the metastable region causes substantial

fluctuations and thus dominates the flow of the renormalization procedure
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near the transition.

A sufficient condition for a first order transition is a discontinuity
fixed point. No discontinuity fixed point is found. Rather the only grounds
for designating the transition as first order are the same as in Landau
theory. The free energy of both phases is the same at the transition
temperature, so that they can coexist as in a nucleation and growth process.
The transition is driven by the critical fluctuations revealed by the Monte

-As /K where AS is

Carlo calculation. The chance of such a fluctuation is e
the devia;ion of the entropy from the equilibrium value. If AS is not too
large, spontaneous nucleation of a new phase can occur. Mean field theory,
or Landau theory, which leads to a first order transition does not take these
fluctuations into account. On carrying out the same calculation for the
(d = 4)-dimension model, Blote and Swendsen find the fluctuations are
substantially reduced, and the transition is clearly first-order. A summary
of the nature of the transition is shown in table 2.

Returning now to ferromagnetism, we raise the obvious question: what
does the Potts model have to do with our problem? Mukamel et al. (1976,
1977) claim that a cubic ferromagnet with three easy axes provides akrather
accurate realization of a g=3 Potts model. Since the exact nature of the
transition in 3 dimensions has not yet yielded to theoretical research, they
feel the problem may be solved by experimental study of such ferromagnets.
They show that the form of the anisotropy term in a Landau-Ginzburg-Wilson
Familtonian for the cubic ferromagnet is the same as the cubic term in the
corresponding LCW Familtonian of the Potts model. As well, they show the
topoiogy of critical points, edges and surfaces of the phase diagram, both

‘for mean field theory results and for results obtained for the °
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(d=2)-dimensional model. However, the discovery of which of these diagrams
is correct is left up to the experimentalist.

Experimental work, which is claimed to be evidence for the physical
realization of the (q = 3)-state Potts model, lies in three areas. Two of
tﬁese we only mention. The third, the subject of this thesis, is discussed
in more detail.

Bretz (1976) measures the heat capacity of the ordering transition of
helium films on highly uniform graphite surfaces. The critical exponent o
which they obtained is substantially different from that calculated for the
(g = 3)~state Potts model in two dimensions. A second order transition
is indicated in agreement with the theory.

Aharony et al. (1977) study the structural phase transitions in
SrTiO4 as a function of temperature and stress applied along the [111]
diagonal direction. At constant stress p(>0) with decreasing temperature,

"pseudocubic" to trigonal phases

they observe a second order transition from
followed at a lower temperature by a first order transition to a "pseudo-
tetragonal" phase. As the stress p is reduced to zero, the temperatures of
these two transitions approach each other finally meeting at a bicritical
point at p = 0. The claim that they make is that the second order transition
is Ising~like (see page 496 of Bruce and Aharony, 1975) while the first

order transition is descfibed by the continuous version of the three-state
Potts model. The rotational order-~parameter 3 alters from being along the
[111] direction in the trigonal phase to having components in the (111) plane
as the stress is reduced. This plane has three-fold symmetry because of

preferencé for ordering along cubic [100) axes. Using the variables of

temperature and stress, the experimenters are able to examine the transition
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at different values of the order parameter Mo« <§[111]> and at different
values of the cubic anisotropy coefficient v. They obtain a value of the
critical exponent ¢ which agrees well with theory (Golmer, 1973; Rudnick,
1975) . The theory shows for small values of w (the symmetry-breaking term in
the reduced Hamiltonian) which is proportional to v, the transition is no
longer described by mean field theory. Critical fluctuations cause the
transition to become nearly second order.

The third case 1is the study of cubic ferromagnets with three easy axes
of magnetization. These are studied as a function of field H parallel to the
[111) direction and as a function of temperature below the Curie point.
Rarbara et al. (1978) report magnetization measurements on DyAl, in
extremely high magnetic fields at several temperatures below T, (Tc~50K).
They find that the transition is first order in agreement with mean field
theory. However, the hysteresis they measure is much smaller than would be
expected from mean field theory alone. As well, the size of the jump in
magnetization is more than 25% compared to 3.66% predicted by mean field
theory if only the fourth order anisotropy term is assumed.

There are many difficulties and some errors in this work by Barbara et
al. The reason that the discontinuity in magnetization at the transition is
so large %s that the second anisotropy constant K2 is of the same order of
size as the first anisotropy constant ¥;. This is in contrast to the case
of iron where Ko can be ignored in comparison with K; at all temperatures
from zero to T.. This huge jump is clearly not supported by the work of
thé theorists on the (q = 3)~Potts model. Blote and Swendsen conclude that the
transifion is nearly second order for the (d = 3)-dimensional model. Their

results imply that thermodynamic quantities are analytically continuable into
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the metastable region. Thus no huge jump in the magnetization is expected
for this model.
. s

In explaining their data, Rarbara et al. show the results of classical
calculations in which they use the.values of the phenomenological anisotropy
constants, K, = -1 and Ky = 0.5. They feel that these calculation§
represent a behaviour as shown by their data i.e. a similar size of jump as
the field is applied in various directions. We can only point out that the
signs and magnitudes of the anisotropy constants which they use are identical
to the constants measured in nickel at room temperature. As is well known,
nickel has four easy directions of magnetization, namely the [11l1], [Tll],
[ITI] and [111] directions. Nickel is not a physical realization of the
(q = 3)-Potts model. If the values of the constants used by Barbara et al.
are even moderately accurate, then DyA12 is not a Potts model either.

The anisotropy field HK of DyAl, is approximately 58 Koe at 4.2° €
while the saturation magnetization MS is IOUB/Dy(”IO3 magnetic moment
em™3. This compares with Hp = 403 oe and Mg = 1714nﬁagnetic moments
em™3 for Fe at room temperature. Iron at 4° K has Hy = 446 oe and Mg = 1760

3. The anisotropy field of DyAl, is .over two orders

magnetic moments cm™
of magnitude larger than that of iron while their saturation magnetizations
are comparable. Caution should therefore be exercised in considering DyAl2
as a Potts model. The analysis and mean field theory phase diagram outlined
by Mukamel et al. are for small anisotropy. Barbara et al. add sixth order
terms to the theory, as they should, but they assume the equivalence of

DyAl, and the Potts model is justified based on symmetry considerations

only. The correctness of this is not clear and may be difficult to justify.

The analogy that Mukamel et al. make between the continuous (q = 3)-Potts
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model and a cubic ferromagnet considers only the fourth order anisotropy
terms. This makes iron a muéh better candidate for being a Potts model.

This leaves us with the question: what can we say about the Potts model
from our data? The anisotropy of iron, not singleQion anisotropy as in the
case of DyAlz,kseems to fit the Potts model picture. However there seems
to be a definite difference; in high fields, the spins in iron align in the
[111] direction whereas in the Potts‘model, the average values of the spin
components perpendicular to the [l11) direction go to zero at the Potts
transition temperature. There may be the same coupling in the two cases, but
the constraints on the spin directions are different.

In our experiment we do not see a first order jump in the magnetization
at room temperature or at higher temperatures. Nevertheless we cannot
conclude that the transition is higher order. The transition could be
"nearly second order". It could be the limit of stability of a phase
superheated beyond a first-order transition. Like Barbara and coworkers, we
do not measure the order parameter, that is, the spin components in the (111)
plane. We measure the average value of the z~component of the magnetization.
In particular we measure the magnetization in the central cross section of
the sample plus the contribution to the internal field from all the sources
of the demagnetizing field. We can analyze for each of these contributions
using all of our data measured along the length of the sample. As well, even
though our three turn pick-up coil is short (0.2 x sample diameter), we
measure an average over a certain length of the sample.

(Finally this brings us to the general question of comparing real systems
with modelé. A model is an approximation of a real system. The simpler the

model, the more likely we will know its behaviour, but the less likely it
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“will represent the real system which we are trying to understand. To say
that a real system is a physical realization of a particular model demands
that we outline the limitations of the comparison that we are attempting to
make.

In making fhese kinds of comparisons there seem to be two fundaﬁental
criteria, symmetries and critical behaviour. With the discovery of
renormalization group theory, we now know that critical behaviour is a result
of further symmetries which had not been previously fully appreciated. If a
model and a real system display the same symmetries and critical behaviour,
then it could be argued that one is a physical realization of the other.

Fur ther theoretical and experimental research could be pursued to discover
the similarities and differences.

However to say that a real system is a manifestation of a model based on
symmetry arguments alone is questionable. It is further questionable to
conclude that a model has a particular critical behaviour based on
measurements of the real system it is supposed to represent. The critical
behaviour of the 3-dimensional 3-state Potts model hopefully will be
determined by the theorists. The experimentalists will then seek reai
systems with the proper symmetries and critical behaviour revealed for that

model .
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V. THE TEMPERATURE DEPENDENCE AND MAGNETIZATION DEPENDENCE OF THE

MAGNETIC ANISOTROPY OF IRON
. 1. Introduction

Iron whiskers which are grown with their axes parallel to the [111]
di rection have magnetic properties which are more dependent upon magnetic
anisotropy than those grown with the [100] orientation. In the previous
sections we reported our findings concerning the domain structure and the
approach to saturation of [111] whiskers as they are magnetized in the hard
{111] direction. 1In this section we describe our measurements of the
anisotropy as a function of temperature from room temperature up to the Curie
point. As well we use the results of our measurement of the temperature
dependence of the spontaneous magnetization MS to arrive at the Mg
dependence of the anisotropy over the same temperature range. In the
critical region just below Tc (0 < Tc - T < 12° X), our method of analysis
gives the anisotropy as a function of Ms directly.

The most complete data on the anisotropy constants, Kis Ko, ande3
of iron are the torque measurements taken in the (100) and (1ll1l) plénes of
single crystal spheres by Gengnagel and Hofmann (1968). They give the
temperature dependence of the anisotropy constant Kl’ obtained by linear
extrapolation to H = and to H = 0 in plots of K vs 1/H, for temperatures
from 20° K up to T, - T = 92° K. They conclude that "the crystal energy
consEants K, and K5 can be neglected in relation to K; of iron within
the whole femperature range in magnetocrystalline energy expressions".

Here we present results on the magnetocrystalline anisotropy for the
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previously unexamined critical region of a cubic ferromagnet. Our data yield
K; up to within 0.5 degrees of T.. These data are analyzed to obtain the
dependence of Kl on temperature and a power law relation between K; and
the spontaneous magnetization MS in the critical region. From Landau
theory one expects Kl to be proportional to MS4 in the limit of small
anisotropy. The analysis is in terms of the anisotropy field Hk ~ Kl/MS
which is deduced in two separate experiments by two different methods of
analysis. The results are in good agreement. The more precise set of data
indicates that H; is proportional to MSn with n = 3.11 + 0.05 using as a

level of confidence a 10 per cent increase in the mean square deviation of

the fit. In terms of temperature dependence we find
3.18
He ~ (T.-T) (38)

where B is the critical exponent for the temperature dependence of the
spontaneous magnetization.

The analysis of our data from room temperature up to the critical region
is complicated by the field dependence and temperature dependence of the
demagnetizing field. In the section on the approach to saturation above, we
have shown how to handle this problem in analyzing our room temperature
results. Using the room temperature results and a similar method of
analysis, we have extracted the temperature dependence of Hy up to
approximately 12 degrees below Tc‘ The uncertainty in the data, however,
due .to the rapid decrease of H; compared to Hp makes extension of the
analysis to even higher temperatures inaccurate. The technique which we use

in the critical region gives by far the more accurate results.’
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2. The Experiment and Measurements

The sample investigated is a [111]‘iron whisker, hexagonal cross section
with 0.118 mm edges and 12.6 mm length, hermetically sealed in vacuo in a
quartz capillary. This is placed in a long single-layer driving céil of
ceramic insulated platinum wire. Concentric pick-up coils of different
lengths are used in the two experiments reported here. This assembly is
mounted in a boron nitride chamber in an evacuated furnace with radiation
shields. The temperature of the water jacket is controlled to xl mK
(Heinrich et al., 1978). The heating coil is energized by a dc power supply
stabilized to +2 ppm. A type S thermocouple measures the temperature of the
sample relative to the controlled water jacket temperature. With this
system, temperature control relies on the fact that the drifts in water
control point and room temperature, as well as in the power supply, are
sufficiently long in time and small in size that they can be ignored.
Stability to better than 0.01° K over 2 hours can be achieved with mK
stability over shorter periods. The furnace sits in the 20 cm gap of an
electromagnet which applies a dc field parallel to the sample axis.‘ A Hall
probe outside the furnace monitors th;s field.

Two different experiments have been carried out. In the first, a
multilayer 150 turn pick-up coil is used while the driving coil is exciting
the sample with a 10 milliocersted field typically at 2 kHz. The in-phase and
qut—phase ac response are measured with two lock-in amplifiers as a function
of dc field and temperature. Frequency is swept as well to obtain
info;mation on loss mechanisms, but this work is not discussed here.

In the second experiment, small three turn coills at several places along
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the whisker are used. Typical experimental results are shown in fig. (23)
for a series of temperatures with a small coil about the central cross
section of the whisker. These results for the intermediate temperature range
630 to 760° C have been normalized at each temperature to the criti;al

field Hc at which the centre of the sample saturates. The temperature
dependence of H, over the full temperature range from room temperature to

T. is shown in fig. (24). This field is related to the anisotropy field

Hy and the demagnetizing field through the relation given by eq. (19).

The difficulty is that the demagnetizing factor D itself is dependent on
the anisotropy, although this can be neglected in the limit of very low
anisotropy in the temperature interval 12 K below Tc' Using the temperature
dependence of H, shown in fig. (24) one can deduce Hy once 4nDMg is
determined, either independently or self-consistently from the measurements
of the field dependence with the several small coils. The first part of the
analysis reported here will be for the 12 K temperature range 1mmediate1§
below T., for in that region D is constant up to saturation, and
furthermore, the shape of the curves of in-phase responses vs applied field
can be interpreted more readily. The second part of the analysis treats the
rest of the data down to room temperature, extracting Hy from H,.

In the second run, three short pick-up coils, each 3 turns of platinum
wire, are used, one at the central cross section position of the sample and
the others 3 mm and 4“mm respectively along the sample away from the first.
The sample is driven by a 68 milliocersted field at 2 kHz. At higher
temperatures, where the fall-off field of the spike at H, becomes
comparable‘with the driving amplitude and the eddy current losses become more

significant, the sample is then excited by a 10 milliocersted field at 0.5
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kHz. At low temperatures the sample is driven by a 0.75 oe field at 30 Hz in
addition to the 2 kHz measufing field. This extra drive prevents the
decreaée of the susceptibility due to the interaction of domain walls with
interstitial gas atoms of carbon. This is the phenomenon called the magnetic
after-effect, descibed above. As the temperature is increased, the hépping
frequency of the gas increases, and this drive becomes unnecessary above

200° c.

Digital data is collected for the 3 coils as measured by 3 lock-in
amplifiers. The dc field is monitored and stepped in 0.5 oe increments over
a sufficient range to saturate the central portion of the whiskers in both
directions. As can be seen in fige (24), HC is a strong function of
temperature. To compensate for this, the field step size is changed to 0.2
oe and then again to 0.08 oe.

The large drop in signal at HC results in a sharply peaked second
harmonic signal detected by the lock-in amplifier (Heinrich and Arrott, 1975;
Heinrich et al., 1978). This is the best means for determining HC,
especially near TC where the spike in the fundamental signal is not
present. Using second harmonic detection with the large coil, we measﬁre
Hc during.a sweep in temperature which is linear in time. The rate of
change of temperature is determined by the thermocouple voltages averaged
over the run, and time is used to give the temperature change on the scale of
fractions of a mK. The results of such an experiment are shown in fig.

(25). In constant temperature runs we use the value of H, as a magnetic

thermometer with fig. (25) serving as a calibration curve.
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3. Analysis: High Temperatures

The analysis described in this section is applied to our data in the
temperature interval 0 < T, - T < 12 K. The anisotropy field can be deduced
from the integral of the measured ac susceptibilty. One takes the measured
signal v minus the signal at higher fields v, . where the sample no longer
contributes, and normalizes it to Vé-Vhf where V, is the signal in the
region where the magnetic response is completely determined by the cancelling
of the applied field by the demagnetizing field. The relation for Hk from

equation (19) gives

an g:c(l—-—:{,o:'_%i)AH ‘ | (39)

For this analysis to be correct it is necessary that the demagnetizing
field scale with the magnetization i.e. the third term must scale with fhe
first term in eq. (1). This is true as long as VO-V is small compared to
Vo' It is also necessary that the differential susceptibility measured
corresponds to the differential susceptibility of the dc¢magnetization curve.
The lowest temperature points considered in our analysis of the high
temperature behaviour of H, are the two highest curves in fig. (23). The
higher temperatures have Vo~V approaching closer and closer to zero. The
closer the signal in low fields is to the value it would have for the
demagnetizing effect alone, the more we can be confident in the use of eq.
(39).

By cérrying out the analysis using eq. (39) we obtain Hk at a series

of fixed temperatures. H, is determined directly from the field at which
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the saturation takes place. AHDMS is then calculated from eq. (19). Fig.
(26) is a plot of Hk as a function of (lmDMS)3 for 12 data points in

the interval 0.5 K < T.-T<2K. A power law fit (solid line) to these
points yields an exponent n = 3.11 + 0.05. The dashed straight line is for a
fit to the 8 higher temperature points using n = 3.00. It is knowﬁ that the
power law exponent at lower temperatures is much greater than this. (This is
discussed below; see fig. (28). Indeed already in the range down to 11° K
below T, there is evidence that Hy increases faster than for this more
limited range. Perhaps the power n = 3.00 applies asymptotically as we

approach T_, but it is difficult to conclude this from our data.

C’
Using the value of H, for each constant temperature run we can convert

the data to plots of 47mDM; and Hy vs temperature. These are shown in

fig. (27) where the solid curves are for B = 0.371 and n = 3.11 in the

expressions
B = a(T, - T)"F - (40)
and
4mDM_ = b(T, - T)B (41)
s c

By taking n = 3.11 from the data of fig. (26) and varying the remaining 4
parameters, a, b, Tc and B, one can produce the best fit lines of fig.
(27). The increase in n with decreasing temperature can be seen.

j One can perform this analysis on H, without using the integral method

to obtain Hy. By assuming that the form of H; and 4mDMg is as’ given in
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eq. (40) and (41) and using eq. (19) one can vary all five parameters. The
pregision of this method is much less, but it has the merit that it is
independent of the integral method. In this analysis it is necessary to take
B as known. Whether we use the value B = 0.368, which has been assumed in
this laboratory over many years in previous analysis of data for [iOO]
whiskers, or B = 0.371 from the above analysis makes little difference in
what we obtain for n. This is because the error in n is large from the
statistics of extracting the small anisotropy contributi in e presence of
the larger 4nDM_ contribution to H,. Nevertheless one obtains in this
manner n = 3.3 + 0.6.

The lower curve in fig. (25) shows the extracted values of H, if one
assumes n = 3.11 and B = 0.371 in fitting the data using eq. (19), (40) and

(41). This shows that despite the accuracy of the data for H it is

c’
difficult to be precise in the fit to H, because it is such a small part of

H.. This is why it is necessary to use the integral method for precision.

4. Analysis: Low Temperature

The data in the large temperature interval between room temperature and
12° K below T, cannot be analyzed by the integral method. The demagnetizing
field does not scale with the magnetization and a cancellation of the applied
field by the demagnetizing field does not occur. The analysis requires a
correction for the dHD/dH contribﬁtions to the signal.

Our épproach is to model the demagnetizing field sources with a self

consistent distribution of magnetic charge on the surface of a cylinder. The
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validity of this can be checked by using the measured signals of the 3 coils.
The method relies on our knowledge of the temperature dependence of MS of
iron over the full temperature range. This we have measured and repoft in
the next section.

As at high temperatures, the problem is to extract H, from the
measured value of H, at each temperature according to eq. (19). 1In other
words, the problem is to determine the demagnetizing field Hj = 4TDMg at
each temperature. The temperature dependence of M, has been measured in a
separate experiment. As well the demagnetizing factor D, through its
dependence on on X4, is dependent on temperature. As the temperature of an
iron whisker is increased, the anisotropy quickly decreases causing an
increase in x . This causes the distribution of magnetization along the
length of a whisker, just saturated at its centre, to become more quadratic,
bringing a greater fraction of the charge frém the ends to the centre. This
results in an increased D and Hj at the centre. Thus, as temperature is
increased from room temperature to the Curie point, the strength of HD which
is opposing the applied field first increases in strength due to an increased
D, and then subsequently decreases as M, more rapidly approaches zero near
Tc’ Our calculation below shows that Hp at the centre reaches a ﬁaximum
value at T/Tc = 0.92 (T = 690° C).

We model the whisker as an untapered long cylinder of diameter/length
ratio p and uniform intrinsic susceﬁtibility Xy An effective diameter for
the cylinder is calculated so that the cross sectional area of the cylinder
is equal to that of the sample. A uniform field H, is applied so that
the'cylinder is just saturated at its central cross section. This results in

a distribution of magnetic charge/unit area 6 along the cylindér which is
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assumed to reside only on the side surfaces and the ends. These charges act
as the sources of a demagnetizing field Hy which opposes the applied field.
The sum of the two is called the internal field given by eq. (16)..

We assume that X; is independent of H;. From our previous work at
room temperature, we find that this is roughly true, except near the critical
point where H; = H,. Here Xy rises in a sharp spike (see fig. (20)) «
Therefore in our model this assumpfion is correct except at the region of the
central cross section where H; = Hy. As temperature is increased, the
validity of this assumption only improves, as can be seen in fig. (23),
until the critical region just below TC is reached.

For the [111] whisker, the knee of the magnetization curve occurs for M,
= MS/Jg. The cosine of the angle between the [11l] z-axis and say the

[100] direction is 1/V3. Using the above assumption, we can say

M
Mg = XL-(HO-r HDGQ) + 5 (42)

M(z) takes a maximum value at the central cross section of the cylinder

(z = 0) and drops off monotonically toward the ends. Near the ends of the
whisker, Mz < MS/Jg, and H; approaches zero as X3 approaches

infinity. However, we assume a constant Xy for the cylinder and allow Hy

to go negative. This results, as will be seen below, in an inaccuracy of the
value of H; over a distance of 4% of the length of the whisker at room
temperature. Once again the error resulting from this assumption is small
and decreases with increasing temperature. Assuming that the x; is smaller
at fhe ends than it actually is, has the effect of excluding charge away from

the centre. This means that the value we calculate for HD(O) is too small,
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and therefore we overestimate He. However as temperature is increased, the
xi at the middle of the whisker approaches the Xy at the ends, and this
error goes away.

It is possible in our calculation to introduce an interface at the
position where M(zIF) = Ms/j‘_ For z > Zyp, We can allow Hi = 0. and Xi to
go to infinity. We would have to postulate how to handle this interface in
terms of its shape and the distribution of charge on the interface and on the
sides. This would be highly artificial since we have no evidence that such
interfaces exist in a particular form. The small improvement in the accuracy
of the calculation does not warrant this approach.

The computer calculation we describe here is analogous to the one used
by Bloomberg (1973)_(also Bloomberg and Arrott (1975» for [100] oriented
cylinders. However several differences are necessary to accommodate the
[111] orientation and the above assumptions.

Rewriting eq. (42) we have
—H = _L - _”_s]
Ho = Hy(® T E"(i\ 5 (43)

where we have set the applied field to the critical field Hc; that just
/
saturates the centre of the whisker, which we have measured. We let the

charge density on the sides be 0(z) and we assume a uniform charge density on

the ends equal to Cand* These act as the sources of the demagnetizing field

which can be expressed as

i
Hy @) = mf’f o () K(z,2)de — 210, J@ o)
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where the geometric factors are

¢ /
(2.3 = 2-2 - =32 (45)
K(=,2) [E=)r pr 1o [z p*]¥2

and
J@) = 2~ -2 112 (46)

[a-z)z:P_z]I/z - [(H‘EY' + F:.J 2%

in terms of dimensionless variables. From Gauss’ law, we also have

|
2 [} [
p —
M, = o + 5 c(z'ydz 4Ty
z
Since the centre of the cylinder is just at saturation we can use eq.
(47) to express M, in terms of the charge densities, namely, M, =

M,(0). Thus we have

¢
- - f ’ ' bR r
H. = goc'(a)[znp K(z,z)+———mpx£ 10‘1. .
2

{
2 (o) de' = |andey, LUD g

:x en
z ¢ .
For the purposes of the computer calculation, the cylinder is divided
into 200 disks. The calculation is done on 1/2 of the cylinder since it is
symme tric about its central cross section. Thus there are 101 linear

equations in 101 unknowns, the 100 side charge densities O(z) and the end

charge density Conde The FORTRAN-called subroutine LEQTIF whith resides in
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the IMSL (International Mathematical and Statistical Library) is used to
solve the equations. The routine performs Gaussian elimination with
eqﬁilibration and partial pivoting. Once the equations are solved, we
calculate Hp, H; and M, along the length of the cylinder. The required
inputs to the program are the diameter/length ratio,:, the intrinéic Xis
and the critical field H,. 1If H, is given in oersteds, then so are Hp

3 and ¢ 1s in emu

and H; while M, is in terms of emu magnet moments/cm
charge/cmz. All three of these units are the same.

The value of P which we use is obtained by measuring the length and
width of our hexagonal whisker using an optical microscope. The widths are
measured with 1% accuracy at best. The value of Xy which we use is varied
to obtain the value MZ(O) = Mg which we have measured at each temperature.
This analysis has been carried out for three different [lll]-oriented
whiskers at room temperature. The results are shown in table (3). Samples 1
and 3 have Hy values which agree within 0.6% while samples 1 and 2 agreé
within 2.3%. Sample 1 is the whisker used in the approach to saturation
measurements. Sample 2 is the whisker used for the temperature dependence
measurements reported in this section.

We can point out that this approach can be applied to [100] whiskers to
magnetically determine p. Since X; is very large, one can vary p to obtain
the proper value of M, at the centre. Thus the measurement of the length
of a [100] whisker and its departure field can be used to compute an
effective "diameter" for the whisker.

‘ In our case we first analyze the highest temperature data where we have
pre&iously determined Hy and Xy by the integral technique described in

the section above. Thus we can vary @ to obtain the appropriate value of
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M,(0) for the particular temperature data being examined. The value of
which we obtain in this way is 1.68 x 10~2 which is in good agreement with
the measured value reported in table (3). We can use this value to analyze

all of the data down to room temperature since it is temperature independent.

5. Discussion of Measurements

The final results of our measurements and analysis are given in tables
(4) and (5). The first table contains the results of the low temperature
measurements up to 18° K below Tc’ and the second table the results at
higher temperatures up to 0.5° below Tc‘ In this section we describe
the origin and uncertainty of each of these quantities. The fundamentally
measured quantities in these tables are the temperature ratio T/TC and the
critical field H,. The measurement of M, is described in the next
section. The anisotropy field Hk and demagnetizing field Hp are obtained
by two methods of analysis, one for the high temperature data and one for the

low temperature data. These methods have been described in the last section.
T/T

After sufficient time is allowed for the furnace system to stabilize,
phe drift of temperature in time becomes negligibly small. This is
particularly true for the time it takes to measure the critical departure
fieid of the whisker in both directions which is less than one minute. Two

measurements of temperature are made simultaneously. A quartz thermometer
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monitors the reference junction of the thermocouple which is in thermal
equilibrium with the water jacket of the furnace. The quartz thermoneter
measures in absolute degree Celsius to better than one millidegree. It is
periodically checked against distilled water at its ice point. The water
jacket is typically at 20° C. |

The second measurement of temperature 1s the thermocouple voltage. A
type S thermocouple (Pt-Pt10ZRh) is used which when calibrated is still an
international standard of thermometry in the temperature interval 600 to
900° C. Unfortunately this material "ages"-’ The sensitivity of the
thermocouple slowly decreases with time as the rhodium forms an oxide on the
surface of the thermocouple wire. This process is very atmosphere dependent.
A type S thermocouple which has been calibrated in air, which is the usual
case, should be used in air for a measurement. Obviously this creates
difficulties in experiments such as ours which are done in vacuum.

Type S thermocouples are calibrated by the Heat and Thermometry DiQision
of the National Science and Engineering Research Council of Caﬁada (NSERC) .
This is done in a furmace which 1s regularly checked against primary
standards such as the melting point of silver. If care is taken nof to
stress the thermocouple and to employ the same experimental environment, a
measurement of 770° C can be made with an uncertainty of 0.5°. This is
done with a fit curve of a particular functional form which is provided by
NRC with each calibration. This fit remains reliable only over a few high
Femperature runs and over a few months. It is dependent on run duration,
temperature cycling and experimental atmosphere. Clearly this leaves room
forjblenty of improvement in thermometry in this temperature region. NSERC

is presently studying the reliability and accuracy of high temperature
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platinum resistance thermometers for use as a standard above 600° C.

At this point we can mention the lack of a primary standard temperature
point in the vicinity of the Curie point of iron (770° C). This invites
the suggestion of Arrott and Heinrich to establish the Curie point of high
purity iron as sech a primary point. There has been some interest from
standards agencies alongvthese lines. The problem is not the lack of sample
material. Heinrich and Arrott have been studying [100] oriented iron
whiskers near the Curie point over many years. They have studied whiskers
grown in at 1east-three different laboratories. In an experiment they can
take three whiskers of different diameter to length ratios and simultaneously
monitor the temperature dependence of the three departure fields.

Temperature is allowed to drift at a constant rate in time upward and through
the Curie point. The temperatures at which the the departure field of each
of these whiskers goes to zero agree to within 3 millidegrees at 1043° K.
(This same measurement has been conducted with one [l111] oriented iron
whisker and two [100] oriented whiskers. The Tc of the [111] whisker was

70 mdeg lower than the Tc's of the [100] whiskers which agree within 10

mdeg with each other.) The establishment of the Curie point of iron as a
primary temperature point awaits only the careful and repeated measurement of
such departure fields against a reliable thermometer.

In eur measurements we use the thermocouple in vacuum. The thermocouple
voltagewis measured with a 6 digit voltmeter in both senses to check the zero
offset’ef the voltmeter. The measurement is made to an accuracy of 1
microvelt which corresponds to 0.1° near T.. Along with the reading of
the quartz thermometer this measurement is converted to temperature in °C

using a standard thermocouple table.
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As well, the apparent T, is measured by allowing the temperature to
drift linearly in time up and through Tc' The critical field H,
thermocouple voltage, reference temperature and time are recorded in regular
intervals. The sweep in temperature is made over approximately 3° C in a
period of time of about 4 hours. Initially the interval between méasurements
is 3 minutes. However this is gradually decreased. When H, is changing’
most rapidly just below Tc’ a measurement is taken every 10 seconds.

Ideally the sweep in temperature is linear in time and so time itself becomes
the measure of temperature. As well, the reference junction temperature has
not changed by more than a few hundredths of a degree. By making a plot of
(Hc)l/s, where the critical exponent B = 0.368, versus time, the time when

T reaches T., and therefore T, is determined.

For the data reported in tables (4) and (5), the apparent TC which
resulted is 763.7° C. This is clearly different from the traditionally
accepted value of 770° C. The sensitivity of the thermocouple is decreésed
due to the rhodium oxidation on the surface of the thermocouple mentioned
above. To handle this difficulty, we carried out the following calibration
procedure. We fit the following function to a standard -type S thefmocouple

table:
V(T) [mV] = aT + bTZ = T(T = T;)(T - Tp)(c = dT) (49)
‘With our fit parameters,

a = 0.68666 x 102

b = 0.29225 x 10~
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= 0.55205 x 10~8

c =
d = 0.56042 x 10”11
T, = 300° C
T, = 770° C

we can generate the standard table to within 5 microvolts over the full range
from 0 to 770° C. The standard typé S thermocouple table which we use is
table 53 on pages 204-5 of the '"Manual on the Use of Thermocouples in
Temperature Measurement, 1974". The table is in 1° C intervals from ~50 to
1760° C with the reference junction at 0° C. The emf values are given in
absolute microvolts to an accuracy of one microvolt and temperatures are in
degrees C (IPTS 1968).

We can make the above fit using just the first two terms of eq. (49) to
the Pt-Pt137Rh thermocouple in the same manual. We find that a is
insensitive to the the difference in the rhodium content. Therefore we can
do a one parameter fit of eq. (49) adjusting only b to obtain the emf at
770° C in this table. This fit agrees with the Pt-Pt13%Rh thermocouple
table to within 1° C over the full range.

In light of this success we simply calculate a value b so thét our emf
at Tc corresponds to 770° C and generate our own thermocouple table.

This table is used to determine the T/TC values of table (4). The value of

b used is
b = 0.26610 x 10~

The maximum uncertainty in T/Tc values is estimated to be 0.1% for the
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values of table (4).

The uncertainty in the T/Tc values at higher temperatures shown in
table (5) is much smaller. Here the values of TC-T are determined very
accurately from the measured Hc values and the power law fit of Hc vs
TC-T for the linear temperature sweep. The uncertainty values in T/Tc

are estimated assuming an uncertainty in Tc of one degree.

The measurement of the critical departure fields is made with a Bell
model 620 Hall probe with a 1X probe. The instrument is used on the 1000,
300, 100, 30, or 10 oe range according to the size of field to be measured.
Full scale deflection corresponds to one volt output which 1s measured to one
millivolt with a Fluke 4.5 digit multimeter. The linearity of the Hall pro;
is tested against the current producing a field in a pair of matched |
Helmholtz coils. A random scatter of data about a straight line fit over a
range of FS deflectiion in both directions is found. The scatter is within
0.1% of full scale. This test also compares the scale deflections for the
same field on different range settings.

Measurements of the dc field applied in both directions along the length
of the whisker which just saturates the centre of the whisker are made. The
magnitudes of these fields are averaged to eliminate the zero offset of the
Hall probe. The probe is not in close proximity to the sample since they are
separated by the radius of the furnace. A separate measurement of HC is

made before the sample is mounted in the furnace. The field measurements

made with the sample in the furnace are then scaled accordingl&- This
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compensates for the effect of the field gradient over the distance between
the sample and the Hall probe.

The Hall probe is calibrated in the following way. A flux probe is used
to measure the field of a large face, small gap electromagnet while a
simultaneous measurement is made with the Hall proBe. Measurements are made
for the nominal fields of 0 to 1500 oe in 100 oe intervals. The flux probe
consists of a small éylinder of aluminum of very uniform diameter on which is
wound 380 turns of no. 50 copper wire. Upon reversing this coil in the
field of the magnet the change in flux is measured with an integrating
digital voltmeter in mVs. For each field, several measurements are made,
averaged, and a field value is calculated. This provides a straight line
calibration curve for the Hall probe. This in turn is used to measure the
departure field of our sample which then becomes a suitable instrument

standard itself. The departure field of our sample is
H, = 417.0 + 0.4 oe

at room temperature. This more or less represents the accuracy of the Hc
values given in tables (4) and (5). The accuracy is maintained td the
smallest fields in table (5) with power law fits of the field against

temperature.

These values of the spontaneous magnetization of iron are obtained at

each temperature from a fit of the departure field of a [100]-oriented
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whisker versus temperature. This experiment and fit are described in the
following section on the temperature dependence of M, for iron. These

values have an uncertainty of 0.1%.
H, (0)

The uncertainty in Hn(0), the calculated demagnetizing field at the
centre of the whisker, can be estimated in a simple way. The greatest
contribution to its uncertainty within thellimitations of our model is the
uncertainty in our measurement of the thickness of the whisker. Doubling
this, since HD is proportional to the thickness squared, gives us
5HD/HD = 3.3%. From our room temperature data, Hyp = -3.982% 0.13 oe.
Combining this with the uncertainty in Hc gives us Hp = 413.0 £ 0.5 oe
(or + 0.12%). For the highest temperature point in table (4), Hy =-7.60 +
0.25 oe, giving HK = 1,00 £ 0.3 oe. This is a gross overestimation of the
uncertainty in Hy at this temperature since we did not rely solely on the
measured value of p. We actually use a value of p which allows the low
temperature to extrapolate smoothly upwards into our more precise high
temperature data. The value of p ve choose is within the error ba‘rs of our
measured value.

In the integral method which we use for the high temperature data we do
not need to calculate HD(O). Hy is determined directly, and then if

desired, Hp(0) is calculated by simply subtracting Hy from H..
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For the low temperature analysis based on our model, Hp is calculated
by simply subtracting the calculated Hy(0) from the measured H..

Estimates of errors are given above.

However for the high temperature data, Hy is determined more directly
using the integral method. Since Hé and the signal at zero field V, are
determined most accurately, the main cause of uncertainty is the inaccuracy
of performing the integration of the small signal VO-V against field. We

estimate the uncertainty is no greater than 10%.

6. Results

The critical departure field Hc for a [ll1]-oriented whisker has been
measured as a function of temperature from room temperature to just below the
Curie point Tc. This field has been analyzed to extract the anisotropy
field Hy at each temperature. These results are given in tables (4) and
(5). Table (4) contains the results from room temperature to 18°‘K below
T, These data are obtained by a method of analysis which models the
whisker as a cylinder of uniform susceptibility. Table (5) contains the
results from 11° below T  to 0.5° below T . These data are analyzed
by integrating the area under theée measure susceptibility curves.

. Also given in the tables is the demagnetizing field HD(O) at the

centre of the whisker just as the whisker is saturated at its centre. In

table (5), the anisotropy is sufficiently small that Hp(0) follows the
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magnetization MS. However this is not true for the values in table (5) at
lower temperatures. Here tHe demagnetizing factor D is changing
significantly with temperature as the distribution of magnetic charge along
the whisker alters.

For compieteness, values of the spontaneous magnetization MS are given
in both tables. These values are used as part of the analysis of the data of
table (4), but not in the analysis of table (5) at higher temperatures.

These values are obtained from a fit to our measurement of M, described in
the next section.

Graphs of the higher temperature data have been described above. Fig.
(26) shows a plot of Hy versus Hp(0) raised to the third power. Data
over the 1° K interval below T, indicate a third power law while a power
of 3.11 fits better to the data in the 2° K interval below Toe

Fig. (27) shows plots of Hy and Hp versus T-T, over the 11° X
interval below Tc‘ This data is contained in table (5). The solid cur?es
are the appropriate power laws using the exponents ng and g where g8 = 0.371
and n = 3.11. Even in this small temperature interval there is an indication
that n is increasing as temperature decreases.

Fig. (28) shows a log-~log plot of Hy versus Mg normalized to their
respective zero temperature values. The zero temperature value for HK was
calculated from the data of Gengnagel and Fofmann (1968) and for M_ from
the data of Crangle and Goodman (1971). All of the data of table (4) at
1ower temperatures and five points from table (5) are shown. The temperature
T/Tc of each point is indicated although more accurate values can be
obtained from the tables. Straight dashed lines at high and low temperatures

indicate the value of the power law exponent n. The value n = 11 at lower
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temperatures is much higher than the usually expected value n 9.0. At high

temperatures n = 3.1 is very close to the expected value of n 3.0.

Also shown as a solid curve is the theoretical curve of Callen and
Callen (1966). This calculation is expected to work well for a fe;romagnet
with localized moments, but not for an itinerant ferromagnet such as ironm.
The calculation does produce the third and ninth power laws at high and low
temperatures. A brief review of thé theoretical work in this area is given
in the discussion below.

Finally in fig. (29) a comparison is made of our results with those of
Gengnagel and Hofmann. A plot of our lower temperature Hy data from room
temperature to 18° below TC is given. The resolution of the graph does
not allow us to show our higher temperature values just below Tc' Also
shown are the results of a mean field calculation using the Kis K, and
K4 values of Gengnagel and Hofmann. We have fit their K, and K4 data
against temperature. Then for each temperature where they report a K1
value, we have calculated the upper critical field HCl according to the
mean field theory described previously. The agreement between our results
and these calculated values is good, despite the fact that the techniques of
measuring the two sets of data are quite different. A discussion of the
torque curve method used by Gengnagel and Hofmann and others is given next.

Bhagat and Rothstein (1972) have reported 5 values of K;/Mg
determined from their FMR measurements on iron whiskers. We have calculated
upper critical field values for these and plotted them in fig. (29) as well.
Gooqvagreement with our results is found as well. This technique of
determining the anisotropy is discussed also in the next section.

Finally we show in fig. (29) two calculated curves of the‘anisotropy
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field versus temperature. These are based on the single ion theory of Callen
and Callen. Good agreement with the experimental data is not found, but this
is not expected. An explanation of these curves is given below in the

section on the discussion of the results.

7. Other Methods of Measuring the Anisotropy

Pere we briefly describe two other methods of measuring the anisotropy

constants of a ferromagnetic material. Each has its own advantages. Both

methods produce results which are in agreement with ours.
The Torque Curve Method

The most commonly used technique to extract the temperature dependence
of the anisotropy constants is the torque curve method. This technique was
used by Gengnagel and Hofmann (1968) to determine the temperature dependence
of K;, Ky and K3 of iron over a wide range of temperature from 20° K
to approximately 950° K. This is the most complete set of data oﬁ the
anisotropy of iron to date which has been reported in the literature. As can
be seen from fig. (29) our results are in agreement with theirs.

Klein and Kneller (1966) report torque curve measurements of K; which
are in agreement with those of Gengnagel and Hofmann. They emphasize that it
is important to report the field in which the anisotropy is measured. They
extrapolafe their measurement to obtain zero field results and report the

field dependence of Kl'
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Westerstrand et al. (1975) have measured K; of iron and of
iron-silicon alloys at low temperatures. They have studied the dependence of
K, én the concentration of silicon in iron.

There are numerous earlier measurements of the anisotropy of iron
(Bozorth 1936; Bozorth and Williams 1941, Sato and Chandrasekhar i957, Graham
1958). Several of these centred on the controversy about the magnitude and
sign of K2. It is now generally accepted, based on the results of
Gengnagel and Hofmann, that K, is negative and K5 is positive over the
full temperature range. However both are sufficiently small that for most
applications they can be ignored compared to Ky in micromagnetic
expressions of the energy. In fig. (29) we have graphed the anisotropy field
calculated according to eq. (23) using all three anisotropy constants. If
only the K, term had been used, the calculated anisotropy field would have
been two percent smaller at the lowest temperatures. As well, the Kl
values used in this calculation are those obtained from an extrapolatioh to
infinite fields. If the zero field values of Gengnagel and Hofmann had been
used, the calculated anisotropy would have been two percent smaller at low
temperatures.

The torque curve method involves using a device called a torque
magnetometer. A single crystal sample is suspended on a fibre with good
torsional properties between the pole faces of an electromagnet. The sample
is allowed to twist on the fibre, but not allowed to move towards one of the
pole faces. The crystal is cut into the shape of a sphere or disk so that
corrections for demagnetizing effects can be made easily. The crystal is
ori;nted"so that the plane of rotation is one of the symmetry planes with low

Miller indices. In the case of a cubic ferromagnet such as iron or nickel
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this would be a (100), (110) or (111) plane.

A strong field is applied to the sample which causes the magnetization
of the various domains to align as nearly parallel to the field as possible.
Because of the anisotropy, this results in a torque on the sample which
causes it to fotate on the fibre. The torsion constant of the fibre is
selected so that small angular displacements of no more than 5 degrees are
achieved. This angular displapement is a measure of the torque on the l
sample. Alternatively a compénsating torque can be applied to the sample so
that there is no angular displacement in the laboratory. The magnitude of
the compensating torque is then the torque on the sample due to
magnetocrystalline anisotropy.

The torque on the sample is measured as a function of the angular
direction of the applied field. As a simple example consider the (100) plane
of iron. This has four-fold rotational symmetry. If @ is the angle that the

magnetization MS makes with one of the four easy directions in this plane,

then the torque/unit volume due to the anisotropy is given by

'C:—%%ﬁ ~(50)

where E; is given in equation (20). In terms of ¥,
Ex = —K, sin"29 + — K s'quP (51)
K™= 4 ™ lo ™3

Note that no information about K2 can be obtained from measurements in

the (100)>plane. From eq. (50) and (51), the torque is
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TUP) = ~(F K+ g Ky)sin 4P+ g Kysin8P  (52)

From this it is seen that the measured torque curve is a periodic
function of the angle . By carrying out a Fourier analysis, the
coefficients can be extracted and from these the anisotropy constants K;
and K4 can be determined.

In practice, the analysis is more complicated than is stated here.
Lower order terms in the Fourier analysis may be required due to a possible
induced uniaxial anisotropy which may be present. As well, the analysis must
take into account the possible angle between the Mg vector and the applied
field direction if the field is not sufficiently strong to align the
magnetization against the anisotropy. This 1s always the case for a finite
applied field which is not along a principle symmetry direction.

The measurement of torque curves and the analysis is usually carried out
for a series of applied fields so that an extrapolation of the K; valué can
be made to zero or infinite fields. The infinite field value is higher since
this is analogous to lowering the temperature, but the zero temperature
anisotropy constant is not achieved, anymore than the zero temperature MS
value can be achieved. The susceptibility for increasing MS in ﬁagnitude
with a strong field is very small, but does increase with temperature. Thus
it would be expected thét the percentage increase in K; values at infinite
fields over the same at low fields would be larger at higher temperatures.
‘This can be seen from Gengnagel and Hofmann’s data. However the 2%
discrepancy between their K; values at low temperatures is more likely due
to defects.

The advantage of the torque curve method is that it lends itself to the
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determination of the anisotropy constants which are scalers. These then
specify the ;niso;ropy eneréy as a scaler function of the direction cosines
of M . This in turn allows the calculation of all of the components of the
anisotropy field. A disadvantage is that the method is not sensitive enough
for measurementkof very small anisotropies such as the case of iron in the

last 100° X below Tos

The FMR Method

Ferromagnetic Resonance (FMR) 1s the resonant absorption of microwaves
by a ferromagnet in an external dc field. The magnetic moments of the
material precess about the effective field direction with a frequency

determined by the effective field inside the material,

w = Y HQ‘“ (53)

where ¥ = Ige/2mc| is the magnetomechanical ratio. However because of
damping due to the lattice, this precessional motion requires energy. If
energy 1s supplied in the form of incident microwaves, the applied field can
be adjusted to find 3 resonant absorption of microwave power by the
ferromagnet.

When an anisotropy field Hy is present paraliel to the applied field,:

the relationship in eq. (53) must be modified to

w = X(He“ + HK) _ (54) °
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In other words the resonant field, the applied field at which resonance
occurs, is réduced or increased by the magnitude of H), depending on its
sign.

Bhagat and Rothstein (1972) have studied FMR in [100] and [111] oriented
iron whiskers from 300 to 1090° K. Using a 9.6 GHz microwave system they
have measured the resonant field and line width as a function of temperature
for each of these samples. In each case the applied field was parallel to -
the axis of the whisker. The resonant field in the [111] direction is
greater than that in the {100] direction by an amount 3.33 Ky Mg,
according to mean field theory. Thus they report KI/MS values for five
temperatures in the range 520 to 870° K. We have calculated Hy values
(upper critical point: H = 1.48 Klst) for these and plotted them in
fig. (29). It can be seen that the agreement with the torque curve and our
data is good.

The advantage of FMR as a method of measuring anisotropy is that sﬁall
samples can be used, as is the case with our method. This allows the use of
whiskers which have high purity and few defects. However, as with the torque

curve method, small anisotropy fields cannot be measured.

8. Discussion of Results

Our values of the anisotropy field Fy versus temperature agree well
with those determined by other methods in the temperature range where these
data coexist as can be seen in fig. (29). This is despite the fact that

three different techniques of measurement of the three sets of data have been
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used. The samples in the FMR measurements were iron whiskers as in our
experiments, while the torque curve measurments were conducted on single
crystal spheres cut from strain and annealed high purity iron.

No complete theory which calculates K; versus Mg or versus T, and
which is suitéble for iron, presently exists. This is unfortunate since the
combined data of fig. (29) represents a good set of experimental
measurements with which to compare such a theory. The combined data span a
temperature range from 20° K to 0.5° K bélow the Curie temperature.

The good agreement amongst these data is not found with an earlier
measurement by Bozorth (1951). 1In fig. (30) we show a composite plot of the
data of fig. (29). H, values which have been calculated using Bozorth’s
K, values are shown as well. The agreement is poor at low temperatures but
improves as temperature is increased. We feel that Bozorth’s data did not
yield to a good torque curve analysis for Kl and K2 at low temperatures.

In particular, his K, values are positive over the full temperature range,
and show a slight peak in magnitude at approximately 100° C. This is in
contrast to the findings of Gengnagel and Hofmann which show a negative K,
with no peak.

Also shown in fig. (30) are H, values from the reported
Kl(T)/Kl(O) values of Yang et al. (1973). We have normalized these
using the low temperature extrapolated value Kl(O) of Bozorth. Once again
these values show poor agreement with the composite data at low temperatures.
The method by which their data was measured and the source of their data are
unknown. This set of data is of some interest because they claim to find
excellent agreement with Callen and Callen’s theory. We do not find a good

agreement between this theory and their data. This discrepanc& is based on
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our measurement of the temperature dependence of the spontaneous
magnetization. The solid line in fig. (30) is the theoretical curve
suitably normalized at zero temperature.

Before we discuss the Callen theory, we wiéh to point out recent
progress made by Mori et al. (1974). In their paper they discuss fhe
calculation of Mori (1969) in which he fin&s.qualitatively good agreement
with the data of Bozorth for both K; and K, versus temperature for irom
and for nickel. He calculates the anisotropy energies for irom and for
nickel using perturbation theory on the basis of the energy bands of these
metals. The spin-orbit iInteraction is included in the tight binding
approximation up to fourth and sixth order. Mori finds that doubly
degenerate energy levels in the bands which intersect the Fermi level produce
the dominant contributions to the anisotropy energy. Variations of the
spin-orbit interaction, the magnitude of the spontaneous magnetization and
the Fermi level are taken into account. The temperature dependence of fhe
anisotropy constants of nickel are explained by the temperature variation of
the Fermi level. The zero crossing of K; in nickel is produced. 1In ironm
the temperature dependence of the constants is understood in terms éf the
decrease of the exchange splitting.

It is remarkable that this theoretical calculation agrees with Bozorth’s
data so well. This is especially true to the extent that the peak in K2 is
produced and the sign of this constant is positive. Clearly the approach of
Fhis calculation is much more suitable for itinerant 3-d transition
ferromagnets than others attempted in the past. The results are most
enc;uragihg. However an attempt should be made to find suitable values of

the parameters of the theory which emulate the data of Gengnagel and Hofmann.
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The theoretical calculation of Callen and Callen (1966) is a single ion
theory most suitable for comparison with ferromagnets with localized moments.
Each spin is assumed to to have a direction-dependent energy density of the

form

g(s) = €, + % )(x (°>é q; };M(s> (55)

where s is a unit vector in the direction of the spin,)(x(O) are anisotropy
constants at zero temperature, and ak? are constants determined by the
crystal symmetry. If the expansion is made in terms of the direction cosines
of s, as in equation (20), rather than in terms of the spherical harmonics,

one finds
K-H'(T) = K (T +‘7|'|‘ KZ(T) xz K (T) (56)

The summation over Q in equation (55) is restricted to even values of I
in order to preserve time-reversal symmetry. The results of their

calculation are

A

K, (1
———L—-xx‘o) = ]'_1*./1()0 (57)

and

A
m(T) = ]'_3/1( x) (58)

where m(T) = MS(T)/MS(O) and
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L) = T 0/ T,.00)

a ratio of hyperbolic Bessel functions. The quantity X is an independent
parameter.

If the parameter equations (57) and (58) are examined in the limit of
large X (low temperatures), one finds the famous 10th power law in its

general form

A(8+\) /2
LY
Hg(OB = [hw(ﬂ] (59)

-

This power law has been derived by many authors using many different
methods over many years (Akulov 1936, Zener 1954, Keffer 1955). Callen and
Callen (1966) have reviewed admirably the status of this low temperature
power law giving their own generalized derivation.

Callen and Callen also point out that there is a corresponding high

temperature power law. In the limit of small X (T close to TC),

A o
X 0 _
K0 =’

In other words the 10th power law of low temperatures becomes the 4th
power law near Tc with a continuous variation between.

We have plotted the parametric equations (57) and (58) in terms of
anisotropykfield and magnetization in fig. (28) as a solid curve. 1In this

case the power laws are the 9th and the 3rd power at low and hiéh
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temperatures respectively. Our data does not extend to sufficiently low
temperatures to make a compérison with the first of these power laws. We can
only point out fhat our power law at room temperature is two powers higher
(n=11). Duplessi (1971) has taken the anisotropy and magnetization data of
other researchers and has found power laws which are much smaller fhan the
10th power at low temperatures. Graham (1958) has reported a 4th power law
below room temperature. We have little to contribute in this matter since we
have data only at high temperatures.

At high temperatures, the .agreement between theory and our data is good
as far as the power law in concerned. To our knowledge this is the first
demonstration of the 4th power law in a cubic ferromagnet just below the
Curie point. This power law should be quite gemeral in its validity since it
depends only on the cubic symmetry and not on a detailed accounting of the
microscopic‘interactions of the system. Deviations from this power law occur
quickly with decreasing temperature. Our data show that it holds only within
the last few degrees below T, which is approximately 1043° X.

This theory is also plotted as H; versus temperature in fig. (29) as
two solid curves. For the curve that agrees more closely with the data, the
temperature values are obtained from our fit of spontaneous magnetization
versus temperature reported below. The other cufve is obtained by

calculating temperaturé values according to
T _ 4
- .3.:[3 (x) ‘ (61
T. X%

where X is the independent parameter. This is a result of Weiss molecular

A
field theory using the Langevin function I3/Z(X). This poor approach is
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shown here only to emphasize the importance that the assumed M, versus T
data plays in making such plots of anisotropy versus temperature. As well,
we have shown the Callen theory here in the classical limit (s = «).
Assuming a finite spin does not improve the agreement with our data. If

s < 2 the term of cubic symmetry in the calculation vanishes identically
(Wolf, 1957).

It is possible to include two-ion terms in the calculation which are
pseudo-quadrupolar in structure. The ground work for doing this was laid by
Van Vleck (1937) and has been extended by Keffer (1955). Reviews of the
microscopic origins of magnetic anisotropy have been written by Kanamori
(1963) and Yosida (1968). These studies are applicable once again to
ferromagnets which have localized moments and not to the iron-group metals
and alloys.

The theory of magnetic anisotropy in 3-d traﬁsition metals seems to be
waiting for further developments in the theory of ferromagnetism itself;
Calculations such as Mori’s based on the energy bands of the metal are

encouraging and hopefully will be extended.
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VI. TEMPERATURE DEPENDENCE OF THE SPONTANEOUS MAGNETIZATION OF IRON
1. Introduction

The measﬁrement of the spontaneous magnetization of iron has a long
history. The earliest absolute measurements on iron and nickel were those of
Weiss and Forrer (1926, 1929) by an axial extraction method. Since then the
measurements have been repeated many timés on both materials using the
extraction method and force methods. The results of these studies have been
summarized by Danan et al. (1968). The mean measured value for the absolute
saturation of iron is O = 221.71 & 0.08 emu/g corresponding to M, =
2.216 Mg,

The first study of the temperature dependence of the magnetization of
iron from room temperature to the Curie point is that of Potter (1934). He
employed a force method using a Sucksmith ring balance. More recently fhis
experiment has been repeated by Crangle and Goodman (1971) from 4 to 1023° K.
As well they have measured the absolute saturation and have found the above
value for it.

In this section we report our measurement of the spontaneousv
magnetization of iron as a function of temperature from room temperature to
the Curie point. By spontaneous magnetization M (T) we mean the internal or
domain magnetization in zero applied field. The units for magnetization
which we use is magnetic moments per unit volume. Using the value of Gorton
et al. (1965) for the lattice parameter of iron at 295° K, as well as
Crangle and Goodman’s value for the specific magnetization at the same

temperature, we calculate the saturation magnetization to be ﬁs(295° K)
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= 1714 emu/cm3.
Our technique is to measure the departure field Hqy of a [100]-oriented
iron whisker as a function of temperature. As described previously Hy is

related to M, by
Hy(T) = 4"DM(T) ' (62)

where D is the demagnetizing factor of the sample. The temperature
dependence of D is not expected to change by more than 1% over the full
temperature range for our size of sample(Bloomberg 1973). Bloomberg and
Arrott (1975) show that 2.3% of the magnetic charge on an iron whisker is
situated on the domain walls at room temperature. This expense in
magnetostatic energy is compensated by a saving in anisotropy energy. With
increased temperature, the charge on the walls goes to the surface of the
whisker as the anisotropy decreases. We make a small correction for thé
temperature dependence of D according to their calculations. We also monitor
the low field ac susceptibility of the sample as well, but this is not
expected to be a good indicator of the temperature variation of D.‘

Finally we compare our data to those of Crangle and Goodman. We correct
their data given as specific magnetization values in emu/g for the thermal
expansion of iron. Our data being relative measurements are normalized to

theirs. We curve fit both sets of data to the function

B
-t
I-At+ At -Ct™

m(t) =

(63)
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where t = T/Tc and m(t) = MS(T)/MS(O). This fit to the data requires

only the determination of the parameter C since B and A are previously
well-determined experimental quantities. Our choice of the 7/2 power is
based solely on us obtaining a better fit than if some other reasopable power
had been used; For intensive studies of the deviation from the T to the 3/2
law at low temperatures, see the work by Argyle et al. (1963), Aldred and
Froehle (1972), Riedi (1973), and Ododo (1977). As mentioned previously, the
critical exponent B has been measured for many [100]-oriented whiskers by
Heinrich and Arrott. The value B = 0.371 which we found for a [l1ll]-oriented
whisker, and have discussed above, is in good agreement as well.

The above calibration fit is used in the analysis of our anisotropy data
as previously described. It can also be used as the calibration curve for an
iron whisker magnetic thermometer. Such a thermometer has been designed by
Arrott and Heinrich (1980) and is presently being used as an experimental

tool.

2. The Experiment

The experiment is conducted in exactly the same way as for the [111]
whisker which has been described above. The [100] whisker studied is 9.675
me long and 0.150 mm on a side. Accurate measurements of the departure field
Hy of the [100] whisker are made at each temperature using second harmonic
detgction with the phase sensitive lock~in amplifier. Our thermometry is
described.in the section "Discussion of the Measurements', above. A detailed

measurement of H; is made as the temperature of the sample is allowed to
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slowly drift linearly in time from 3° K below T, up to and through the
Curie temperature. A fit to this data provides us with a value for the

parameter C in eq. (63).

3. Results and Discussion

For a [100] whisker the ballistic demagnetizing factor, up to
saturation, depends slightly on the anisotropy constant K;. An approximate
expression has been given by Bloomberg and Arrott (1975; see eq. 6.5

therein) for the relationship between Ms and departure field Hd.

Hy = lé'rr(,ﬁl An (—?) ~ 1792~ 6Hs] M (64)

where d and £ are the thickness and length of the whisker, respectively.
While this expression for the ballistic demagnetizing factor is accurate only
to about 2% for predictions of the numerical relation between Hjy and Mg,
it should be quite adequate to correct the measured values of Hd determined
at a temperature for which Ms is known. The correction for the whisker
used to obtain the temperature dependence of Ms is 0.8% at room temperature
and less than 0.1% above 750° K.

Our data is normalized to those of Crangle and Goodman, after correcting
thgvlatter for the thermal expansion of iron (see Gorton 1965 for thermal

expansion study of iron). Both sets of data fit well to the function in eq.

(63). The parameters of this equation are determined by the ésymptotic
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behaviour at low temperatures as measured by Argyle et al. (1963) and at

high temperatures from our own work. Using

B = 0.368
A =0.1098
C = 00129

we obtain the values shown in table (6) and the fit curve in fig. (31).

As expected we do not find thaf the measured low field susceptibility
follows the dc susceptibility at the lower temperatures. The measured ac
signal increases by 6% from room temperature to about 550° C. It does not
vary by more then 1% above this temperature.

In fig. (31) we show a plot of our data interpreting our departure
fields as relative measurements of the spontaneous magnetization. As stated
above these have been corrected for the temperature dependence of the
ballistic demagnetizing factor. As well we plot the data of Crangle and
Goodman for iron. Since their data are relative measurements of the specific
magnetization they must be corrected for the thermal expansion of iron in
order to be compared with our data. To do this we use the x-ray measurements
of the lattice parameter of iron made by Gorton et al. (1965). The
agreement between the two sets of data is good except for our room
temperature point which is about 0.3% higher than the data of Crangle and
Goodman. This point is not the result of some error of measurement, although
it is measured before and after heating to high temperatures and found to be
smaller by 0.57 after this annealing treatment. A larger than expected
departure field results if the internal susceptibility is lower for some
reaéon. fhis can be caused by an interaction between the domain structure

and imperfections of the crystal which will diminish with increased
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temperature. A probable cause of the lower susceptibility in our samples is
an interaction of the domain walls with an absorbed interstitial gas of
carbon. As teﬁperature is increased, the hopping frequency of the carbon
atoms from site to site increases. The preference of carbon atoms for
certain sites due to the local direction of the internal magnetizétion is
reduced.

In summary equation (63) fits the combined sets of data well. This fit
is used in our analysis to extract Hk values from our measured values as

described in the previous section.
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VII. SUMMARY

We have reported our study of the magnetic behaviour of the iron whisker
which grows with its axis along the [11l1] crystallographic direction. We
have compared this behaviour with the same for the [100] and [110]-oriented
iron whiskers in terms of their response to applied ac and dc fields. A
simple domaiﬁ structure for the [111] whisker is proposed and is shown to be
consistent with the observed ac behaviouf and with the hexagonal cross
section of such whiskers.

A detailed description of the growth of iron whiskers has been given.
This is discussed further in terms of the proposed mechanisms of whisker
growth. Both the screw dislocation mechanism and the VLS mechanism have been
given special attention. The important role of impurities in whisker growth
has been discussed and a summary of our methods and others of the detection
of minute amounts of carbon in iron has been made.

A detailed measurement of the approach to saturation of the [111]
whisker has been reported. This has been studied by ac susceptibility
measurements as the whisker is magnetized in its [111] axial direction, the
"hard" direction for magnetizatiom. Measureﬁents along the lengtﬁ of the
whisker allowed a self-consistent determination of the distribution of
magnetic charge along the whisker”s length. This in turn was used to make
corrections to the data for the effects of the demagnetizing field. Special
interest was directed towards the nature of the transition to saturation at
the«whisker’s centre. No first order jump to saturation was observed despite
it being bredicted by mean field anisotropy theory. A review of the

experimental and theoretical work on the 3-state Potts model ié given.
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It has been suggested by others that cubic ferromagnets with three easy
axes of magnetization could be physical realizations of this model.
Experimental measurements on these physical realizations could reveal the
nature of the Potts transition in 3 dimensions. However, even thoqgh we do
not see a firét order transition in iron, it could be "ﬁearly second order".
Conversely mean field anisotropy theory may not be appropriate for describing
the nature of the transitionm.

A measurement of the anisotropy field H, ~ Kl/MS as a function of
temperature and magnetization has been made. This field has been extracted
from measurements of the critical applied field which just saturates the
centre of a [111] whisker. Corrections for the demagnetizing field are made.
The agreement with similar data from torque curve measurements and FMR
studies is good. Our technique has the advantage of being sensitive to very
small anisotropy fields and thus allows the extraction of HK versus Ms and
versus T up to 0.5° K below the Curie temperature T, We have found
that K, folloﬁs the 4th power of Mg, but only for 1° below Tc' The
power law exponent quickly increases with further decrease in temperature-
This is the first measurement of this power law in a cubic ferromagnet just
below the Curie point. The power law is determined by the cubic symmetry of
the ferromagnet and not by the detailed interactions. Two techniques for the
correction for demagnetiéing field effects have been made. At high
temperatures a technique of integrating the measured ac response versus field
is used. At lower temperatures, a calculation is made to model the
distribution of magnetic charge on the surface of the whisker as the sources
of the deﬁagnetizing field.

Finally we have measured the temperature dependence of the spontaneous
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magnetization of irom as a function of temperature. These data were obtained
from our measurements of the departure field of a [100]-oriented iron
whisker. Small corrections for the demagnetizing field effects were made.
Comparison with the data of others obtained by a force technique has been
made and the agreement is good. These results have been used to aid us in
our analysis for the anisotropy field Hk versus temperature. A fit has

been made to the magnetization data using a function of the form of a Padé
approximate. All of the parameters of this fit have been experimentally
determined from magnetization measurements in the low and high temperature
asymptotic limit. This fit can be used as the calibration curve for an iron

whisker magnetic thermometer.
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Table 1. Steps in a VLS mechanism of whisker growth and suggested steps

for iron.

Footnbte: Information on the phase diagram of Fe and Cl is very
sketchy. An extensive search of the literature found no binary alloys
of Fe and Cl. FeCl, and FeCly are stable compounds. Mellor (1961)
reports that FeCl, melts in the temperature range 670-674°C,

althéugh sublimation is possible with a partial decomposition to FeC13
in the reaction JFeCl, = 2FeCl4 + Fe. Apparently the decomposition

is supressed if the sublimation takes place in an HCl atmosphere.



. TABLE (1)
Step Description
1 Diffusion of molecules in the

vapour phase to the droplet.

Vapour deposition at the droplet.
Frequently imnvolving a chemical
reaction to produce whisker
growth material.

Diffusion of reaction by-products
away from the droplet.

Transport of vapour molecules or
new phase (whisker growth
material) through droplet to S-L
interface.

Precipitation to form a whisker.

119b

Iron Whisker

Diffusion of sublimed FeCl2
vapour & Hz molecules to the
droplet.

FeCl, reacting with H, to
produce Fe in solution of HCI1.
Carbon &/or water may play a
role in droplet formation.

Diffusion of HC1l and other by-
products away from the droplet.

Diffusion of Fe through the
droplet to the tip of the
whisker.

Precipitation of Fe to form
next whisker growth layer.
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Table 2. A summary of our present understanding of the nature of the

transition for the d-dimensional q-state Potts model.



—>

TABLE (2)
q 2 3 4 5 .
d
1 no transition no transition
2 higher higher higher first
order order order order
(Baxter) (Baxter) (Baxter) (Baxter)
3 second nearly
order second
order
4 first first
order order
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Table 3. A comparison of three [l1ll]-oriented iron whiskers at room
temperature. The calculated HD value depends on the measured P vafue.

Agreement among the extracted Hy values can be seen.



VTABLE (3)

Sample px102 Hc(oe) HD(oe) Hk(oe)
No. (measured) (measured) (calc.) (calc.)
1 24145 429.7 6.9 422.8
2 1.667 417.0 3.8 413.2
3 7.971 583.1 157.7 425.4
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Table 4. A summary of experimental results from room temperature to

18K below T, for a [111] iron whisker.
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TABLE (4)

T/TC H_[oe] Hp [oe]) Hy [oe] Ms[emu/cmal
[+0.1%] [£0.1%) [£3.3%] : [4£0.1%)
0.2828 417.0 ~3.98 413.0(5) 1714.
0.5375 216.05 ~4.49 211.6(4) 1612.
0.7256 88.18 ~6.26 81.9(3) 1479.
0.8050 52.36 ~7.83 4.5 " 1384.
0.8706 31.68 ~9,28 22.4 " 1262.
0.8879 27 .39 ~9.59 17.8 " 1218.
0.9046 23.53 -9.82 13.7 " 1168.
0.9226 19.69 -9.97 9.7 " 1102.
0.9425 15.88 -9.85 6.0 " i01l1.
0.9524 14.07 -9.64 4.4 " 954.6
0.9629 12.17 =0,25 2.9 " 882.6
0.9721 10.49 -8.69 1.8 " 804.0
0.9825 8.60 -7.60 1.0 " 686.8
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Table 5. A summary of experimental results from 11°K below T, to

0.5°K below TC for the [111] iron whisker.



TABLE (5)

T.-T [degK] T/Tc H, [oe] Hp, [oe] Hy [oe] Ms [emu/cm3]
10.10(8) «99032(9) 6.72(2) -6.23(7) 0.486 558.
5.88(6) +99436 (6) 5.41 -5.16(5) 0.254 460.
4.56(5) «99563(5) 4.89 -4.71(4) 0.181 420.
4.35(5) «99583(5) 4.80 -4.62 " 0.182 412.
1.93(3) .99815(3) 3.50 -3.43(3) 0.066 307.
1.91 " .99817 " 3.49 ~3.43 " 0.064 306.
1.90 " .99818 " 3.48 =342 " 0.064 305.
1.68 " .99839 " 3.33 -3.,27 " 0.057 292,
1.12(2) «99893(2) 2.85 ~2.82(2) 0.034 251.
0.947(19) .99969 " 2.68 -2.65 " 0.030 236.
0.924 " .99911 " 2.65 =2.62 " 0.029 234.
0.903 " .99913 " 2.63 -2.60 " 0.027 232.
0.816(18) .99922 " 2.53 -2.51 " 0.025 224,
0.789(17) .99924 " 2.50 -2.48 " 0.025 221.
0.582(14) «99944(1) 2,22 -2.20 " 0.016 198.
0.538(14) .99948 " 2.16 -2.15 " 0.014 192,
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Table 6. Measurements of the departure field of [100] whisker versus
temperature. Correction for D(T), our values for MS(T)/MS(R.T.),'And

values from the fit are also shown.
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TABLE (6)
T/TC H;(oe) D(T)/D(T,) M (T) /Mg (R.T.) MS(T)/Mg(R.T.)
: (fit)
0.2823 20.40 1.009 1.000 1.000
0.5563 - 18.78 1.005 0.924 0.926
0.7223 17.01 1.002 0.841 0.844
0.7922 15.89 1.001 0.786 0.791
0.8053 15.64 1.001 0.774 0.779
0.8698 14.18 1.000 0.702 0.703
0.8858 13.89 1.000 0.687 0.678
0.9025 13.05 1.000 0.646 0.649
0.9199 12.37 1.000 0.611 0.612
0.9401 11.38 1.000 0.563 0.560
0.9501 10.76 1.000 0.532 ‘ 0.528
0.9604 10.03 1.000 0.496 ' 0.490
0.9699 9.25 1.000 0.457 0.447
0.9796 8.14 1.000 0.402 0.391
0.9882 6.85 1.000 0.339 0.323
0.9925 6.01 1.000 0.297 0.274
0.9956 4.61 1.000 0.228 0.226
0.9967 4.10 1.000 0.203 0.204
0.9977 3.43 1.000 0.169 0.178

0.9988 2.73 1.000 0.135 0.141
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Fig. 1. Magnetization curve of iron single érystal measured by appiying

the magnetic field parallel to each of the three principal crystallo-

a

graphic directions (after Honda and Faya, 1926).
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Fig. 2. The Landau Structure for a [100] oriented bar of iron in zero
field. It is characterized by 4 domains, 2 major domains running the
length of the bar and separated by a 180 degree wall, and 2 closure

domains at the ends bounded by 90 degree walls. The domain walls are
Bloch walls which become Neel-like at the side surfaces. This results

in two essential singularities, one on each of the side surfaces.
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Fig. 3. The whisker growth apparatus.
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Fig. 4. A single turn pick-up coil at position z detects 3
contributions to the ac flux: applied field, magnetization of saﬁple,
and the demagnetizing field. The total flux through surface B equals’
that through surface A. The distribution of magnetic chgrge along the
length of the sample determines the distribution of effective
susceptibility and of the demagnetizing field along the length.
Surface A is the flat plane of the coil. Surface PR is the

cylindrical surface with the diameter of the coil plus the flat
sufface at position z. Thus A and B together form a completely

closed surface with the shape of a can.
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Fig. 5. Continuously measured ac signal detected with a very short
tightly—wound_Z-turn pick-up coil as it is slid along the whisker.
Curve A is for HO < Hd’ while curves B, C, and D are for successively-
larger fields which are greater than Hd. For each curve, the coil has
been moved from position 1 to position 3 as shown in diagram. All

measured signals are in phase with the driving field.
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Fig. 6. Schematic drawings of possible domain structures for [100]~
oriented iron whiskers and bars based on observed Bitter pattermns. i
(a) a diamond, (b) multiple Landau walls and closure domains, (c) a

whisker in an applied field near departure.
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Fig. 7. Signals measured with lock-in amplifier for a [100] whisker
driven at approximately 1 kHz. A long pick-up coil is used. (a) out-
phase signal, and (b) in-phase signal vs. field. Various regions of
behaviour are referred to in text. The ratio of in-phase to out-phase

signal is much larger than is indicated (approx. 10 at 1 kHz).
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Fig. 8. The growth tip of a [11l]-oriented iron whisker. The whisker

has an hexagonal cross section consisting of 6 (110)-type surfaces. The

whisker of ten terminates in a tip consisting of three mutually

perpendicular (100)~type surfaces. (a) top view, (b) perspective.
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Fig. 9. The domain structure of a triangular prism. The [I11]
direction is perpendicular to the page. The [100], [010], and [Odl]
directions are out of the page at angles of 55 degrees from the

perpendicular.



133b




134a

Fig. 10. Domain structure of a hexagonal prism. The result of
nucleating one trio of 180 degree walls is shown at one of the six
possible sites. All vectors are pointing in easy directions, which are

~55 degrees to the axis of the prism which is the [111] direction.






135a

Fig. 11. Low field ac in-phase response for a [111] whisker vs. field.
Note the six peaks which support the suggested domain structure of "fig.
(10). Each peak in signal corresponds to the nucleation of a trio of

mobile 180 degree walls. Mz < Ms/\/? here.
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k Fig. 12. In-phase signal vs. field for [111] whisker at 500 Hz. Sweep
in field sufficient to saturate the centre of whisker at H, in both
directions. Note 1o§ field region of high susceptibility due to mobile
domain walls. At higher fields, the susceptibility 1is much lower as
moments are rotated against the anisotropy. A spike in susceptibility

occurs as the centre of the whisker saturates.
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Fig. 13. A simple demaghetized state for the hexagonal prism using only

90 degree walls.
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Fig. 14. A candy-stripe domain pattern observed on the side surface of
a [111] whisker in zero field using the Bitter technique. The ratio s/w

appears to be equal to 1/2V2.
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Fig. 15. A cross section of a [110)-oriented iron whisker showing the

geometry of surfaces.

Fig. 16. Bitter pattern on the broad (100) face of the [110] whisker.

90 degree walls extend across the face and are evenly spaced.

Fig. 17. Bitter pattern on the broad (100)- face of the [110]) whisker.
Both 180 and 90 degree walls are observed. This is consistent only with

a (100)-face. Thus the domain structure helps in orienting the crystal.
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Fig. 18. 1In-phase response vs. applied field for [110] whisker at low
frequency. 1In the wall motion region (-H] < H < Hy), M, < MS/JEH

and the susceptibility is high. At higher fields, the susceptibility is
low as moments are rotated against the anisotropy. Ultimately, the
whisker saturates at its centre with no peak in susceptibility at a

field HC.
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Fig. 19. HD(O) vs. H, for the centre of the [111]) whisker. The fit
to the data represents the function of eq. (29) which is necessar& for

the analysis. Note that Hpy 1is not a monotonic function of H.
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Fig. 20. Experimental results for the intrinsic susceptibility X4y as

a function of internal field for [111} direction. The low field da%a

are not fully corrected for the demagnetizing field contribution to the

magnetic flux changes. Calculated susceptibility using mean field

theory also shown.
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Fig. 21. Experimental results for M, as a function of internal field
for [111) direction. Mean field calculation of the dependenée of
magnetization on internal field for Fe also shown. At Hecy, Mcy, the
magnetization jumps up spontaneously. At HF.O. the states with MZ =
M, and M, = My g, coexist thermodynamically. At Hc, the magnetization

jumps down to Mc, spontaneously.
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Fig. 22. Inverse susceptibility as a function of the fractional
magnetization: (a) from experiment, (b) from mean field anisotropy
theory. The expected first order phase change for coexistence of two

phases shouldjstart at MZ/Mo = 0.964.,
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Fig. 23. Measured in-phase signal vs applied field normalized at each
temperature (in the range 630° C to 760° C) to the field H,. The
temperatures are 632, 650, 666, 685, 705, 715, 726, 735, 745, 754 and

759° c.
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Fig. 24. Hc vs. temperaure from room temperature to TC -~ T ~ 0.5°

K. At room temperature, 4ﬂDMS/J§‘” 11.0 oe.
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Fig. 25. Hc and Hy vs. temperature just below the Curie point. The

fits were made with 8 = 0.371 and n = 3.11. The Hc data is the

. calibration curve for the magnetic [1ll] iron whisker thermometer.
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Fig. 26. HK VS. (4nDMS)3 in the temperature range 0.0005 < (Tc
- T)/TC < 0.002. So01id curve shows fit with n = 3.11 (on these axés,
the exponent is 3.11/3.00). Dashed curve is a fit to the 8 higher

temperature points with n = 3.00.
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Fig. 27. 4ﬂDMS and Hy vs. temperature from the integral analysis.
Fit curves assume n = 3.11, & = 0.37l. The increase in n with

decreasing temperature can be seen.
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Fig. 28. Log-log plot of Hy(T)/Hg(0) vs. M (T)/M (0). The (%)
data are from our low temperature analysis and (+) data are from our

. high temperature analysis. T/Tc values are indicated for each point.
The dashed curves indicate the power laws near room temperature (n = 11)
and near Tc (n = 3.1)« The solid curve is from the single anisotropy

theory of Callen and Callen.



150b

666

| |

e ST <28

SN /H "E=4

L4

@ SW/ (L)W

i
2

i

|
8°g

|

b
8@ 8°1

BT

| e-BT—
@ *H/ L MH

> BT




151a

Fig. 29. HK VS T/TC from the experimental work of Gengnagel and
Hofmann (torque curves), of Bhagat and Rothstein (FMR), and of oursélves
(approach to saturation). Good agreement among the three sets of data -
can be seen. The resolution of the graph does not allow us to show our
highest temperature data. The so0lid curves are from the single
anisotropy theory of Callen and Callen where a different temperature
dependence of M, has been used for each. The MS dependence on
temperature shown in fig. (31) is used for the upper solid curve. The

Langévin function is used for the lower solid curve.
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Fig. 30. HK VS T/TC where the data of fig. (29) is shown as a
composite plot.. These are compared with the data of Bozorth, of Yang et
al., and with the theory curve of Callen and Callen now normalized to

Bozorth’s lowest point. The agreement among these sets of data is poor.



152b

e 3@ A
g

@3 1e8odwoo

PAT —

PBc —

30> *H
X @BE —

»*

8]




153a

‘Fig. 31. M_(T)/M (0) vs. T/TC from the work of Crangle and
Goodman (force technique) and from our work (saturation techniﬁue).“ The
~data of C & G are corrected for the thermal expansion of iron.
Corrections are made to our data for demagnetizing field effects due to
the temperature dependence of the anisotropy. The agreement between the
two sets of data is good. The solid curve is a fit to both sets of data

as expressed in eq. (63).
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