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ABSTRACT 

Large hierarchical networks are widely used in supervisory control systems, such 

as those in telecommunications network management, power distribution, and indus- 

trial process control. These networks are becoming increasingly difficult for operators 

to understand and operate correctly. 

To help overcome navigation problems encountered in traditional methods for dis- 

playing such networks, this thesis proposes a new display technique, called a variable 

zoom, to represent large hierarchical networks. It combines hierarchical representa- 

tions with a generalized fisheye strategy pioneered by G.W. Furnas. The variable 

zoom "nests" one or more detailed views into one or more levels of context in or- 

der to improve navigation and user understanding. The detailed regions are uni- 

formly magnified while the levels of context are gradually demagnified. The magni- 

fication/demagnification factors are adjusted according to the environment and the 

user's requests. Two prototypes of the variable zoom method have been completed, 

one for an abstract network, the other for a human factors experiment. 

A preliminary human factors experiment showed that the variable zoom technique 

was significantly better than a traditional uniform zoom technique in this experiment. 
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CHAPTER 1 

INTRODUCTION 

1.1 Large Hierarchical Networks 

We are surrounded by and dependent upon networks: from physical networks, such as 

telecommunication networks, computer networks, highway networks etc., to invisible 

networks, such as economic networks describing the flow of goods and services, and 

immigration networks representing the flow of people as they move from place to 

place. 

Often people organize large1 networks into hierarchical structures, because: 

'This thesis takes the user interface perspective, where "large" (e.g. "large networks", "large 
information spaces") refers to networks and information spaces far too large to fit onto a single 
computer display screen. 
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1. Hierarchies are easily perceived and appear in many different applications. Ex- 

amples include structured programming languages, hierarchical file systems, and 

structured science and technological knowledge domains such as biological tax- 

onomies. 

2. Organizing information hierarchically often improves the quantity of information 

processed [Resnikoff 891. 

3. In many cases, arbitrary networks can be transformed into hierarchies [Robert- 

son 91b]. 

Figure 1.1 illustrates a very simple hierarchical representation of the United States 

telephone network. Usually a large network includes thousands of nodes and links. 

For example, BC Tel's (B. C. Telephone Company) regional telephone network com- 

prises over 500,000 individual telephones and 1,000 trunk groups (a trunk group is a 

collection of many individual telephone circuits) [IGI 901. 

Though large networks have become increasingly important, human-computer in- 

terfaces for such networks have not kept up, and many problems urgently require 

solutions. In this thesis, we focus on representation methods for large hierarchical 

networks used in supervisory control systems, such as those in telecommunication 

network management, power distribution, and industrial process control (e.g. pulp 

and paper mill wide control). 
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New YorlA 

deat t le  A 

Phoenix 

Dallas d Miami A, 

Washington ,............................................................. 
Arlington 

A Tandem switch 

Local switch 

Figure 1.1: A very simple hierarchical telephone network [Meunier 881. 

1.2 Problem Statement 

Large supervisory control systems are becoming increasingly difficult for operators 

to understand and operate correctly. An "information bottleneck" exists between 

operators and systems [Havens 911. Due to the importance of the operator's role in 

these systems, the quality of interfaces between human and computer is crucial. 

The primary job of the operator of a supervisory control system is identifying, 

analyzing and solving problems in a short time when they happen. Existing user 

interfaces often present relative information in a form that requires the operator to 

select, process, and integrate low-level information from multiple sources quickly and 

accurately. This behaviour demands mental capacities from the operator that violate 

a widely accepted limitation of human cognition. Under ideal conditions, there is a 
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working memory capacity limitation of no more than five to nine "chunks" [Miller 561, 

and the operator engaged in tasks similar to those found in dynamic control systems 

has a memory span of even fewer items [Moray 811 [Wickens 841. 

It is difficult to represent a physically large system effectively with a relatively 

small display surface. Context can be lost when detailed images are being examined. 

This is known as the keyhole phenomenon: the operator can "get lost" in multiple 

display screens, assuming the typical scenario where each display screen permits only 

a small window into the larger information space [Hollnagel 831. It is difficult to 

solve this problem by simply selecting bigger and better display screens. Rather, the 

display system should be designed to facilitate the user's ability to extract information 

effectively across displays [Mitchell 871 [IGI SO]. 

1.3 Graphic User Interfaces 

Significant and widespread interest in the quality of user-computer interfaces is rel- 

atively new in the formal study of computers.2 The emphasis prior to the early 

1980s was on optimizing two scarce hardware resources, computer time and memory. 

Because of plummeting hardware costs and increasingly powerful graphics-oriented 

computing environments, we can today afford to optimize user efficiency rather than 

computer efficiency [Foley 901. 

2However, it should be observed that early work on interactive graphic user interfaces began almost 
as early as computer graphics itself [Newman 681 [Jacks 681. 
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The quality of user interfaces often determines whether users enjoy or despise a 

system, whether the designer of the system are praised or damned, whether a system 

succeeds or fails in the market. Indeed, in such critical applications as air-traffic 

controlling and nuclear-power-plant monitoring, a poor user interface can contribute 

to accidents of catastrophic proportions [Foley 901. 

In the earliest interactive computers, the user interface was the relatively simple, 

but often awkward, textual input and output. Now, graphical interfaces have re- 

placed textual interfaces as the standard means for user-computer interactions. It is 

generally agreed by researchers in human factors, interface design and the new field of 

scientific visualization that human are more adept at, processing pictorial information 

than numerical or textual information [IGI 891. In today's graphical user interfaces, 

communication is made richer by more powerful computers, new input and output 

devices, and sophisticated software. For example, many constant elements of appear- 

ance and interaction have become embodied in commercial user-interface products 

providing basic window management for a variety of applications. In the last few 

years, three dimensional user interfaces have been explored, and new strategies, such 

as fisheye views, have been proposed. 
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1.4 Thesis Goal 

Techniques for displaying large hierarchical networks are an important part of the 

Intelligent Graphic Interface (IGI) project3, whose goal is "to combine advanced com- 

puter graphics technology with expert systems and human factors engineering to 

produce an Intelligent Graphic Interface", essentially for real time supervisory and 

control systems [IGI SO]. In a 1989 feasibility study, the IGI team designed a graph- 

ical representation of the telephone network used in BC Tel, and performed human 

factors experiments to compare textual and graphical displays [IGI 891. The focus of 

the experiments was on problem identification and solution determination. Given a 

scenario, each subject was asked to identify if a problem situation exists; if so, the 

subject then evaluated the problem with respect to available information and finally 

determined the correct solution. The results showed that the naive user group did 

better with graphical presentation, and the expert user group did better with textual 

presentation. The feasibility study report of the IGI project suggested that a new 

and more effective technique for graphical presentation, such as fisheye views, should 

be explored [IGI 901. The fisheye view, pioneered by G.W. Furnas, is a relative new 

technique. It is "based on an analogy to a very wide angle, or 'fisheye', lens. Such 

a lens can show places nearby in great detail while still showing the whole world - 

simply by showing the more remote regions in successively less detail." [Furnas 861. 

31GI is a large (five-year, $6.8 million) joint university-industry project in which the work repre- 
sented by this thesis plays a significant role. 
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Based on previous research in the IGI project, this thesis develops a new tech- 

nique, called variable zoom, to represent large networks by combining hierarchical 

representations with a generalized fisheye view. A preliminary human factors experi- 

ment showed that the variable zoom technique provided a significant advantage over 

a conventional display method [IGI 92-00611. This new technique will be integrated 

into two experimental industrial prototypes of the IGI project in the near future [IGI 

92-00461 [IGI 92-00871. 

To summarize, the main goal of this thesis is: 

after investigating current technologies for representing large in- 

formation spaces, to develop a new and more effective technique 

to display large hierarchical networks. 

We do not yet have an existing comprehensive model for representing large hier- 

archical networks. Thus, in designing any new technique, we must make educated 

"guesses" as to the layouts should look like, and then test the results through human 

factors experiments. A second goal of this thesis is to work with a human factors group 

to test the method developed. We note that such testing is an expensive lengthy pro- 

cedure requiring close collaboration between human factors experts and the designer 

of the new technique. 

In the variable zoom method, the layouts of large hierarchical networks are de- 

signed to integrate details of interest with levels of context in a single window: the 

details are uniformly magnified while the contexts represented by icons are gradually 

demagnified. The magnification/demagnification factors are adjusted according to 
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the environment and the user's requests. To test the variable zoom layouts, a pre- 

liminary human factors experiment has been performed [IGI 92-00611 which showed 

that these layouts provided a significant aid to overcome the memory and keyhole 

problems encountered in the traditional method mentioned in Section 1.2. As a part 

of the IGI industrial prototypes, the variable zoom method will be tested by further 

human factors experiments [IGI 92-00871. 

The remainder of this thesis is organized as follows. Chapter 2 introduces and 

evaluates current technologies for displaying large information spaces. Chapter 3 de- 

velops the fundamental ideas and algorithm for the variable zoom technique. Chapter 

4 describes a human factors experiment which compared the variable zoom with a 

traditional technique. Chapter 5 compares the variable zoom method with other re- 

search, and gives some suggestions for future work. Finally, Chapter 6 provides a 

summary. 



CHAPTER 2 

LITERATURE REVIEW 

Many methods have been developed to display large 2D (two-dimensional) infor- 

mation spaces on computers. They can be divided into three classes: (1) traditional 

pan/zoom methods; (2) map views (often refer to as "you are here"); and (3) distorted 

view met hods, which currently emphasize various fisheye strategies. This chapter first 

describes and evaluates these methods with the taxonomy illustrated in Figure 2.1. 

This taxonomy focuses on the fisheye view (distorted view) method, the foundation 

of our new technique. Then we review some recent research about hierarchical repre- 

sentations to help the user understand the variable zoom method. Lastly, we outline 

our new technique which solves some of the problems of the earlier methods. 
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I Display large 2D 
information mace 

Traditional 

view m 

Distorted view 

Fisheye 
lens 1 

Perspective 1 ,  3D i u  - - 

perspective 
Cone 

Figure 2.1: The taxonomy of methods for displaying large 2D information spaces. 
(The dashed rectangle indicates the position of our variable zoom method.) . 
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2.1 Traditional Method and Navigation Problem 

The traditional pan/zoom method is widely used in many computer applications, such 

as JBM PC Microsoft Windows and Apple Macintosh MacDraw. The user can pan 

and scroll a window horizontally or vertically over a large information space with a 

cursor and scrolling bars. He can also either view details by uniformly scaling up the 

entire space, or the global structure by uniformly scaling it down. 

The traditional method is simple and intuitive. However, for large information 

spaces, it suffers from severe navigation problems: the user easily gets lost, i.e., 

finds himself in some wrong place with little idea how to get to the right one [Furnas 

861. Researchers have found that browsing a large information space with a pan/zoom 

method tends to obscure the global structure; when we zoom in to see the detail, the 

context is lost [Henry 911. 

Here, navigation is changing the view location and size so that the user can look at 

different parts of the information space at different scales. Navigation becomes very 

important for a large information space, because the display medium is too small to 

show the entire image in sufficient detail at  one time. In recent years, the navigation 

and detail vs context problems arising from traditional methods have received much 

attention [Furnas 861 [Beard 901 [Mackinlay 911 [Fairchild 881. Several approaches 

were proposed basically along two directions: map views and fisheye views. The 

former displays the detail and context in two or more windows simultaneously, while 

the latter distorts the view such that detail and context can be integrated in a single 

window. They are described in detail in the following two sections. 



Chapter 2. Literature Review 

Map View Method 

The map view method displays an information space in two (or more) windows, 

referred to as map view and main display. The map view provides a "miniature" 

of the entire information space with a "you are here" indicator. Usually this indicator 

is a wire-frame rectangle, which can be moved and resized, to indicate the location of 

the zoomed part which is displayed in detail in the main display. Figure 2.2 illustrates 

an example used in [Beard 901. The map view method is also used in many other 

systems, such as [Brooks 861, [Delisle 861, [Smith 861, and [Halasz 871. Variations of 

the map view are often found in many software packages, such as Lotus Manuscript 

and VLSI design tools such as ICARUS. 

Recursive map views can be used to display multiple levels of context for very large 

information spaces. A detail view can become a map view with a rectangle showing the 

location of still another detail view [Donelson 781. "This approach greatly increases 

the richness of the information space." [Beard 901. 

The map view method has the advantages of (a) viewing both of local detail and 

global context simultaneously, and (b) displaying the detail area uniformly to help 

the user easily understand local information. However, it has three major drawbacks. 

First, it forces the viewer to mentally integrate the detail and context together to 

form a single view. Second, the map window requires extra space and, sometimes, 

is difficult to arrange. For example, in Figure 2.2, if we put the map window onto 

the main display, some important details in the main display could be obscured; 

if we put it outside the main display, some of the rectangular screen space could be 

wasted. Third, we might wish to display two or more detail areas and their connections 
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Figure 2.2: Using the map view method to display a large binary tree [Beard 901 
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simultaneously. While it might not be difficult to extend this method to view multiple 

details at same time, it is extremely difficult to show their connections directly when 

these details are not close enough. 

2.3 Fisheye View (Distorted view) 

To overcome the navigation problems encountered by traditional methods, Furnas 

proposed generalized fisheye views "to provide a balance of local detail and global 

context" in a single window [Furnas 861. The name fisheye comes from optical fisheye 

lens, a very wide angle lens showing detail near the optical axis of the lens while 

compressing regions far from the axis. Furnas gave many compelling arguments indi- 

cating that fisheye views might be ubiquitous in human processing of large information 

structures [Furnas 861. Resnikoff observed that the human eye and other biological 

systems process vast amounts of information by integrating a focused view for detail 

with a general view for context [Resnikoff 891. In the 

describe three different approaches to fisheye views: 

following three subsections, we 

DO1 (the Degree Of Interest), 

fisheye lens, and 3D (three-dimensional) perspectives. 

2.3.1 DO1 (Degree of Interest) Approach 

Fisheye views display details near a focal point and only important landmarks further 

away. In the DO1 approach, fisheye views are generated by computing DO1 values 

for every object, then displaying only those objects with DO1 values greater than a 

threshold. 
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In Furnas' DO1 function, the DO1 increases with a priori importance and decreases 

with distance. 

where DOI(x I Y )  is the user degree of interest in point x, with current focal point y, 

API(x) is the global a priori importance of x and D(x,y) is the distance from x to y. 

Figure 2.3 illustrates an example of applying Equation (2.1) on a tree structure 

[Furnas 861. In Figure 2.3 (a), D(x, y) = dtTee(x, y), the distance between x and y in 

the tree. In Figure 2.3 (b), API (x)  = -dtree(x, root), the distance of x from the root, 

under the assumption that points closer to the root are intrinsically more important. 

Combining (a) and (b) in Figure 2.3 (c), 

An arithmetically larger DO1 value means the corresponding point is more interesting. 

Therefore, the points with D O I  = -3 form the most interesting subset, those with 

D O I  = -5 form the next most interesting subset, etc. One can obtain fisheye views 

by choosing a threshold, k, and only displaying those points with DOI(x) > k. For 

example, letting k = -3 displays only the most interesting subset; k = -5 forms the 

view with the most interesting and next most interesting subsets, etc. 

Furnas' DO1 function, Equation (2. I ) ,  is especially suitable to information orga- 

nized as a tree structure. Mitta extended this formula to the information described 

by a network [Mitta 891, and made multiple foci possible. 
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(a) Distance from y: D(x,y) = dtree(x,y). 
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(b) A Priori Importance in the tree, given by API(x) = -dtree(x,root). 

-9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 9 -5 5 -7 -7 -7 -7 -7 -7 

Y 
"current focus" 

(c) The fisheye DOI. 

Figure 2.3: DO1 function for a tree structure information space [Furnas 861. 
(a) distance; (b) A Priori importance; and (c) the fisheye DOI. Notice that this is 
not the physical layout of the information space, but the abstract data structure. For 
example, "C" source code can be expressed as this kind of tree data structure. . 
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For a network with multiple focal points, Mitta's DO1 function is 

where, for a node x;, DOI(x;) and API(xi) are the degree of interest and the global 

importance rating respectively; and D(x; ,  y j )  is the minimum path distance between 

z; and a focal point y j .  Mitta used this function in IMIS, the Integrated Maintenance 

Information System, to aid in tasks associated with aircraft maintenance [Mitta 891. 

In the DO1 approach, two points are especially useful for displaying hierarchically 

organized networks: (a) In a hierarchy, objects closer to the root are intrinsically more 

important [Furnas 861; (b). the user interest in an object depends on its position in 

the abstract data structure of the information space (e.g. which level and how far 

from the focal point), rather than the geometric position on the physical layout of the 

information space, such as that used in a 3D perspective method. 

Though several variations of the DO1 function have been suggested [Furnas 861 

[Mitta 891, the DO1 function for a general data structure has not yet been found. 

The more important problem arising from the DO1 approach is that thresholding the 

DO1 values causes the visualization to have gaps. Such gaps could make navigation 

difficult, because the desired destination might be in one of the gaps. Also, gaps 

might cause confusion while transiting from one view to another as familiar parts of 

the visualization suddenly disappear into gaps [Mackinlay 911. 
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2.3.2 Fisheye Lens Transformation 

In [Sarkar 921, the authors described a system for viewing and browsing planar graphs 

using a software analog of a optical fisheye lens. A normal layout is geometrically 

transformed into a fisheye view. The positions, sizes, and levels of detail of objects 

displayed are computed based on user-specified functions of an object's distance from 

the focus and the object's preassigned importance in the global structure. 

A graph mapping the major cities in United States and the major highways be- 

tween them was used as a typical example in [Sarkar 921, as shown in Figure 2.4(a). 

For each vertex, Sarkar and Brown computed the fisheye display using four functions: 

the position, the size, the amount of detail to be shown and the visual worth (some 

functions had their own sub-functions); here the visual worth of vertex v depends on 

the distance between v and the focus, and on v's API. Figure 2.4(b) shows one of the 

results. 

In principle, as pointed out by Sarkar et al, the fisheye lens transformation can 

be applied to an information space with an arbitrary structure by changing the inter- 

pretation of LLdistance", and it can also be extended to multiple foci. But the main 

problem is that, to the user, the results from fisheye lens transformations "seemed 

somewhat unnatural, especially when applied to familiar objects, such as maps". 

In addition, the fisheye lens transformation "does not preserve parallelism between 

edges" [Sarkar 921. 

To understand the problems resulting from the fisheye lens transformation, we 

compare the transformation with a 3D perspective transformation which is closer to 

human visual model. There are at least two important differences. First, in the 
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(a) A normal layout before a fisheye lens transformation. 

(b) The fisheye view after the fisheye lens transformation. 

Figure 2.4: An example of fisheye lens transformation [Sarkar 921. 
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perspective transformation, the degree of distortion depends on the distance from 

the viewer, but in the fisheye lens transformation, it depends on the distance from 

the focus. For example, if we put a map perpendicular to the viewing direction 

and far enough away, the perspective transformation basically does not distort the 

map, but the fisheye lens transformation does1 . This might explain why the user 

feels "somewhat unnatural" with the results of fisheye lens transformation. Second, a 

straight line remains a straight line after a perspective transformation, but, in general, 

becomes a curve after a fisheye lens transformation. 

2.3.3 3D Perspective Projection 

This is a relatively new approach using a 3D perspective method to view a 1D or 2D 

information space in order to obtain a fisheye effect. "A balance of local detail and 

global context arises automatically from the geometry of point perspective in three 

dimensions: a few nearby points loom large and those further away appear smaller 

and smaller." [Fairchild 881. Here, we outline two of those methods: Perspective 

Wall  [Mackinlay 911 and Cone  Tree [Robertson 91bI. 

The Perspective Wall method is for visualizing linear2 information by smoothly 

'Consider a 40cm x 40cm map, perpendicular to the line of sight and 80cm from the viewer. The 
ratio of the areas of two nodes, 2cm x 2cm, one at the center, another at the corner, is 1:0.89, 
after the perspective transformation. But it becomes 1:0.03, after the fisheye lens transformation 
(the user-specified constants [Sarkar 921 used here are the same as in Figure 2.4(b)) 

'[Mackinlay 911 used "linear" to  refer to a 2D layout with wide aspect ratio. Sometimes such a 
2D layout is called a one-dimensional structure, through which the user navigates to locate the 
desired place [Beard 901. 
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integrating detailed and contextual views. It folds wide 2D layouts into a pseudo 3D 

visualization that has a center panel for detail and two perspective panels for context, 

as shown in Figure 2.5 [Mackinlay 911. It makes the immediate neighborhood of the 

detailed view larger than more distant parts of the contextual view. When the user 

selects an item, the wall moves this item to the center panel with a smooth animation. 

Two principles used in the Perspective Wall are important to us: (a) uniform detail 

+ distorted context; and (b) gradually distorting contexts from near to far. The major 

disadvantages are: (a) it is limited to linear information spaces, and difficult to extend 

to a 2D network structure; (b) multiple foci are not allowed; and (c) use of computer 

screen area is inefficient, because the trapezoidal perspective panels cannot fit in the 

rectangular screen without wasted spaces. 

Cone Trees provide fisheye views with 3D perspective and coloring [Robertson 

91bI. As shown in Figure 2.6, Cone Trees are hierarchies laid out uniformly in three 

dimensions. The top of the hierarchy is placed near the ceiling of the room, and is the 

apex of a cone with its children spaced evenly around the perimeter of its base. The 

next layer of nodes is drawn below the first, with their children in cones. The body 

of each cone is shaded transparently, so that the cone is easily perceived yet does not 

block the view of cones behind it. When a node is selected, the Cone Tree rotates so 

that the selected node and each node in the path from the selected node up to the 

top are brought to the front and highlighted. 

It is difficult to represent a hierarchical network with a Cone Tree, because there 

are not only links between parent-nodes and child-nodes, but many links between 

nodes at the same level. 
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(a) User view (front view) 

(b) Basic idea (top view) 

Figure 2.5: Sketch of a Perspective Wall [Mackinlay 911. - .  
(a) User's view on the screen. (b) Top view showing the basic idea of Perspective 
Wall (bold line). . 
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Figure 2.6: Sketch of a Cone Tree [Robertson 91bI. 
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Hierarchical Abstraction and Representation 

Hierarchies are almost ubiquitous, appearing in many different applications. Examples 

include structured programming languages (e.g. LISP, PASCAL and C), hierarchi- 

cally organized text (e.g. manual, legal codes), various highly structured science and 

technological knowledge domains (e.g. biological taxonomies), and hierarchical file 

systems (e.g. UNIX). Here, we only review representative recent papers related to the 

display of large 2D information space. 

[Card 911 described some general observations in information processing. They 

found that lower levels of an information processing system simplify and organize 

information supplying higher centers with aggregated forms of information through 

abstraction and selective omission. Even when information is on the computer screen, 

there is a generic problem that the volume of information to be processed is large rel- 

ative to the ability of the user. An answer is to stage processing by recoding the 

information in progressively more abstract and simpler representations. The abstrac- 

tions produced by the lower-level processing predetermine, to a considerable extent, 

the patterned structures that the higher-level processing can detect [Resnikoff 891. 

The higher-level processing, in turn, reduces still further the quantity of information 

by processing it into yet more abstract and universal forms. 

[Fairchild 881 proposed a system, called SemNet, to represent large knowledge bases 

with 3D graphics3. It introduced new cluster-ob jects representing sets of objects, 

3Because the photographs of [Fairchild 881 which illustrated the layouts of SemNet were not clear, 
accurate evaluation of the method is difficult. 
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and assigned greater importance to these cluster-objects than to individual elements 

[Fairchild 881. They also suggested that we could use a special icon carrying some 

identifying information to represent a cluster-object, to help the user deal with the 

fisheye distortion. This information might be an indicator, a label, the cluster-name, 

an example inside the cluster etc. 

2.5 Variable Zoom: A New Technique 

To overcome navigation problems encounted in traditional methods, researchers have 

developed a variety of methods to improve the displays of large 2D information spaces. 

But there is still no ideal method to display the large hierarchical networks considered 

in our project. 

This thesis develops a new technique, called variable zoom, to display these 

networks. Its main features are: 

0 a tight marriage of fisheye views with hierarchical representations; 

m uniformly magnifying details; 

0 gradually demagnifying levels of contexts with increasing distance from the de- 

tailed view; 

0 adjusting magnification/demagnificat ion factors, according to the environment 

and the user's requests; and 

0 allowing multiple foci. 
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A detailed description of the variable zoom technique is the subject of the next 

chapter. After presenting our new technique and its human factors experiment results, 

we will come back to compare the variable zoom technique with the previous research 

described in this chapter. 



CHAPTER 3 

VARIABLE ZOOM TECHNIQUE 

This chapter describes the variable zoom (VZ) method in the following order: funda- 

mental ideas, conventions and definitions used in this chapter, important parameters, 

the algorithm for basic-operation, and the varying balance factor method. 

Two abstract networks, one "smaller" and the other "larger", are alternatively 

used as examples in this chapter. The smaller one, which includes 11 nodes and can 

be considered as a portion of a large network, is used to illustrate: (1) a hierarchi- 

cal organization and representation; and (2) the algorithm for the basic-operation. 

The larger one, a four-level network including about 700 nodes and 700 links, is con- 

structed to (1) test the behaviour of the VZ technique in a large hierarchical network 

environment; and (2) illustrate the varying balance factor method. To help the reader 

distinguish them, we use uppercase letters as the nodes' names for the first one, and 

lowercase letters for the second. 



Chapter 3. Variable Zoom Technique 

3.1 Fundamental Ideas 

3.1.1 Hierarchical Organization and Representation 

As mentioned in Section 1.1 and 2.4, people often organize a large network in a 

hierarchical structure. For example, Figure 3.l(a) is the normal layout of a network 

of 11 nodes; (b) clusters the network into four clusters; (c) uses icons to represent 

clusters to obtain a simple higher level network; and (d), in turn, represents the entire 

network with single icon at yet a higher level. 

In Figure 3.1, circles represent "leaf" nodes (sometimes referred to as physical 

nodes),  the lowest level of detail, such as switches in a telephone network or break- 

ers in a power grid. Rectangles are the logical nodes,  which represent lower level 

networks and could be considered as substations in a power grid. Solid links connect- 

ing physical nodes represent physical links, such as circuits connecting switches. A 

dashed line, connecting logical nodes or one logical node with one physical node, is 

a logical link, which represents one or more lower level links (logical or physical). 

The concepts of physical and logical nodes and links are important to the user, as 

described in the human factors experiment (Chapter 4). 

Here, hierarchical structure and logical (iconic) presentation are bound together. 

For example, 'PORTION' in Figure 3.l(d) is a node in a higher level network (the 

rest of the network is ignored here), and it is also an icon representing its sub-network 

which includes 'A' to 'D'. In turn, the nodes 'A7 to 'D' of the network shown in 

Figure 3.l(c), are iconic representations of their lower (bottom) level sub-networks. 

This hierarchical abstraction allows us to easily omit the lower level detail when not 
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(a) A portion of a large 
network. 

(b) Clustering the network. 

(c) Abstracting and representing 
at a higher level. 

I . . . . . . . . . . . . (d) One level higher. 

Figure 3.1: A hierarchical organization and representation for a network. 
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(a) The hierarchical structure for the nodes in the smaller network shown in Figure 3.1 

I root-node 

- - - - ,  - 1st level nodes 

(topnetwork) ---- I 
I 

- - - - - ,  2nd level nodes 

I 
I - 3rd level nodes 

(b) The hierarchical structure for the nodes in the larger network shown in Figure 3.4 

Figure 3.2: Tree representation of hierarchical nodes. 
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of current interest, and to greatly simplify the higher level display. 

Often we use tree structures to express the hierarchical relations between the 

nodes of such networks, ignoring all the links between nodes. Figure 3.2(a) is the tree 

structure of the smaller network, while Figure 3.2(b) represents the larger one. 

As long as a hierarchy is maintained, nodes in a large network can be clustered 

in any way the designer wishes, e.g. by using geographical distance, by task-specific 

relationships between nodes etc. The variable zoom technique focuses on how to 

display a large network which has been organized into a hierarchical structure, rather 

than on how to organize it into a hierarchical structure. 

3.1.2 Fisheye View Strategy 

One key point to obtaining the fisheye effect is to uniformly magnify appropriate parts 

of the lower level in order to show details, and to embed the details into the rest of 

the network which is scaled down. 

Figure 3.3 illustrates a 1D (one-dimensional) view of the VZ approach for a single 

level. The VZ method generates a fisheye view by magnifying enlarging segments by 

an enlarging factor F, and demagnifying shrinking segments by a shrinking factor 

Fs. The position of all nodes must be recomputed to keep the entire network within 

the space of its parent node while allocating more space for enlarging segments. 

F, and F, are two important parameters of the VZ method and their values are 

dependent on both the entire environment and the user's requirements (i.e. which 

nodes to look at in detail). For this reason we call this technique a variable zoom 
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normal (uniform) layout (before basic-operation) 

1 Basic 
operation 

1. L D (lendh of ~ a r e n t  node) d 
variable zoom layout (after basic-operation) 

Q enlarging segment; Fe: enlarging factor; zoomed node 

Q shrinking segment; Fs: shrinking fador; L- un-zoomed node 

Figure 3.3: One-dimensional view of the variable zoom layout. 

method. The calculations of F, and Fs are described in Section 3.3 in detail. 

Another important part of producing a fisheye view is gradually distorting context 

objects according to their distances from the detailed view. In the VZ method, the 

size of nodes in a higher level context decreases with their distance from the detailed 

view by varying the balance factor Kb, as described in Section 3.5. 

3.2 Conventions and Definitions 

3.2.1 Conventions 

In our algorithm, nodes are assumed to be rectangles (including squares), and the 

positions and sizes of all nodes at all levels are known. In general, non-rectangular 

shapes such as circles, triangles and symbols, could be included in bounding rectangles 
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in order to deal with non-rectangular shapes. 

A logical node has two states, zoomed and un-zoomed, which can be changed by 

the user. Zoomed nodes are opened like "windows", and their immediate sub-networks 

are displayed in detail. Un-zoomed nodes are closed as icons and their sub-networks 

are not displayed. The highest level node (e.g. 'root-node' in Figure 3.2(b)) is a 

special node, which is always in a zoomed state as the start point of the variable 

zoom method. The lowest level nodes (physical nodes) are always un-zoomed. 

A network consists of nodes and links. In this chapter, a link is simply defined as 

a straight line connecting the centers of two nodes. A node-based algorithm is used 

here, because it is easy to display a link after the positions of its two end nodes have 

been determined. We leave the link-based algorithm in future work. 

In this thesis, we derive algorithms basically from a one-dimensional point of view, 

and leave a two-dimensional derivation for future research. Algorithms are described 

only in the x direction, if the y direction is identical. A simple example often follows 

an algorithm to help the reader understand it. 

In the definition of parameters, we use subscripts to indicate whether a parameter 

applies to the x direction or y direction, if necessary. For example F , ,  and F,,, are 

the enlarging factors in the x and y directions respectively. We also use a prime to 

denote a parameter value after a basic-operation. For example, XA and xa are the 

positions of node 'A' on the x-axis before and after a basic-operation. The concept of 

basic-operation is described in next subsection. 
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We define a basic-operation as changing the state of one or more nodes, which share 

a common Parent-node, from an un-zoomed state to a zoomed state. For example, 

in Figure 3.4(a), we want to change the state of nodes 'a' and 'd' (both are in the 

top-network) from un-zoomed to zoomed, and keep other nodes of the top-network 

un-zoomed. Figure 3.4(b) shows the result: nodes 'a' and 'd' are magnified and their 

sub-networks 'aa' to 'ai' and 'da' to 'di' are displayed, and the rest of the top-network 

is demagnified as a context. 

Three levels of nodes and two levels of network are involved in a basic-operation. 

The immediate children of a Parent-node ('root-node', in this example) are called 

Current-nodes (nodes 'a' to 'e'). Current-nodes and the links between them com- 

pose a Current-network. A lower level network represented by a Current-node is 

called a Sub-network, and its nodes are Sub-nodes ('aa' to 'ai' and 'da' to 'di'). 

The main points of a basic-operation are: 

Before a basic-operation: The Parent-node has been in a zoomed state ('Root-node' 

is always zoomed in this example, .as described earlier). All Current-nodes 

are in an un-zoomed state, and the Current-network is displayed at a uniform 

magnification. No Sub-network is displayed. 

After the basic-operation: The Parent-node is unchanged. The zoomed Current- 

nodes ('a' and 'd') are magnified and display their Sub-networks; and the remain- 

der of the Current-network is demagnified and retained within the Parent-node 

as a context. The Sub-networks of the zoomed Current-nodes are uniformly 
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(a) Uniform layout of the top-network before basic-operation. 

Figure 3.4: Examples showing the basic-operation. 
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(c) Another example of VZ layout. The magnification/demagnification factors are 
different from (b). 

(d) An example involving multiple levels and multiple detailed views. 

Figure 3.4: (continued). 
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displayed, and all Sub-nodes are in an un-zoomed state. 

Any (complex) operation in the variable zoom method can be decomposed into a 

sequence of executing a new basic-operation and/or canceling an old basic-operation. 

For example, when we change node 'd' in Figure 3.4(b) from zoomed state to un- 

zoomed, retaining node 'a' zoomed, the VZ method first cancels the old basic-operation 

described above, and then executes a new basic-operation. In the new basic-operation, 

only node 'a' is zoomed as shown in Figure 3.4(c). Figure 3.4(d) shows that we can 

observe any level of network by recursively using the basic-operation. In the following 

two sections, we describe an algorithm for a basic-operation as well as the parameters 

used in it. 

3.3 Parameters in the Basic-operation 

3.3.1 S, and S, 

Before a basic-operation, we project all Current-nodes on the x (or y) axis. If there 

is no overlap between these projections, such as in Figure 3.3, S, is the sum of all 

projections, while S, is the sum of the projections corresponding to the nodes to be 

zoomed. If there are overlaps between these projections, we will calculate Sa and 

S, after merging the overlapping projections (segments). The accurate definition of 

overlap and procedure of merge are described later. 

In some sense, Sa depends on the configuration of the Current-network and quan- 

titatively reflects the environment, while S, depends on which Current-nodes are to 
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be zoomed and reflects the user's requirement. S, and S, will be used to adjust F, 

and F,, after transforming them into ratios. 

3.3.1.1 Calculating S, and S, 

The algorithm calculating S, and S, can be divided into three main steps: (1) pro- 

jecting relevant nodes onto the x-axis to form a projection segment list; (2) merging 

overlapping segments to form a new list without overlap; and (3) summing the seg- 

ments in the new list. 

ALGORITHM for S, in the x direction. 

1. Project all nodes onto the x-axis to form a projection segment list: list,,,. 

2. CHECK-MERGE segments in list,,, to obtain list:,, (see CHECK-MERGE 

below). 

3. S, ,  is the sum of the lengths of all segments in list:,,. 

ALGORITHM for S, in the x direction. 

1. Project all nodes to be zoomed onto the x-axis to form a list: list,,,. 

2. CHECK-MERGE segments in list,,, to obtain list:,, (see CHECK-MERGE 

below). 

3. S,,, is the sum of the lengths of all segments in list:,,. 
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CHECK-MERGE procedure: 

1. Check each pair of segments in the list. If there is no overlap between any pair, 

CHECK-MERGE is finished and the list is the destination list list;,, or list:,,. 

2. If segment A includes B, delete B from the list. 

3. If segment A and B par t ia l ly  overlap, add a new segment C on the list, 

and delete A and B. The left boundary of C is the minimum value of the left 

boundaries of A and B, and the right boundary of C is the maximum value of 

the right boundaries of A and B. 

4. Repeat the above steps until all overlaps are removed. 

Here, we divide overlap into inclusion and partial-overlap. For example, on the 

x-axis of Figure 3.5, segment s , , ~  includes segment s , , ~ ,  and segment s , , ~  partially 

overlaps segment s,,~. The precise definitions of inclusion and partial-overlap are: 

given segments A and B, 

IF (LA I LB) AND (RA  2 RB)  

THEN A includes B; 

IF (LB <- LA) AND (RB L RA) 

THEN B includes A; 

IF [(LA < LB) AND (RA  < RB)] OR [(LB < LA)  AND (RB < RA)] 

THEN A and B partially overlap; 

Here, LA and RA denote the left and right boundaries of the segment A, and LB and 

RB denote the left and right boundaries of the segment B. 
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3.3.1.2 Examples 

Figure 3.4(a) is a simple example, in which all Current-nodes are squares and there 

is no overlap. Sa is equal to the sum of the lengths of all nodes (from 'a' to 'e'), S, is 

the sum of the lengths of the nodes to be zoomed (node 'a' and 'd'), S,,, = S,,,, and 

S Z J  = S Z J .  

To help the reader understand the algorithm for a basic-operation and its parame- 

ters in detail, we redraw the network of Figure 3.l(c) in Figure 3.5 as the main example 

in this section and next section, in which the Current-network includes four overlap- 

ping rectangular nodes. Part A in Table 3.1 illustrates the procedure for calculating 

S, and S,. 

3.3.2 Ratio Parameters 

In the variable zoom algorithm, we often use the following ratios instead of the "ab- 

solute" parameters to make our discussion independent of the particular case. 

Here, L, is the length of the Parent-node. An example calculating these ratios is 

shown in Part B of Table 3.1. 
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Figure 3.5: An example calculating S, and S,. - 

(Current-nodes are overlapping rectangles. The shaded rectangles will be zoomed in.) 
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Parameters x-direction y-direction 

Part B: calculating ratio parameters. 

LP Lp,, = 12 L,,, = 10 
rl G L,,/Sa r l ,  = 2.18 r ~ , ~  - - 2.5 

= S a / S ,  r2,, = 1.83 T%Y - - 2 
r3 G S,/Lp rg,, = 0.25 r 3 ,  = 0.2 

Part C: calculating Fe and Fey,,. 
F, = 0.5 - rl . (1 + r2)  F,,, = 3.09 Fe,, = 3.75 
Fe,xy = min(Fe,z, Fe,y) 3.09 3.09 

Part D: calculating F, and F,,,,. . 

F = 1 - F - r )  - r )  F,,, = 0.31 
Fs,xy = min(Fs,x, K , y )  0.31 

F,,, = 0.48 
0.31 

Table 3.1: Calculating parameters used in the variable zoom algorithm. 
(Here, we set I& = 0.5) 
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3.3.3 Enlarging Factor F, 

3.3.3.1 Derivation 

To begin the derivation, we consider the ratio between the sum of enlarging segments 

and their immediate environment (the length of the Parent-node), in the VZ layout 

(refer to Figure 3.3). This ratio, R,, is: 

In this equation T I  reflects, in some sense, the "environment" and r* reflects the user's 

requests. 

To satisfy the user's request to zoom one or more nodes, R, should meet the 

following three general requirements. 

1. If even only one node is zoomed (since the size of the node may be arbitrarily 

small, we can think of 7-4 -, 0), R, should be bigger than some threshold value, 

set by the user, in order to make the Sub-network detail visible. Thus 

R, 2 threshold (when r4 + 0) (3-6) 

2. If all nodes in the Current-network are zoomed in (r4 = I ) ,  then we should set 

R, = 1, because it is unnecessary to retain any context. 

R, = 1 (when r4 = 1) 
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3. As the number of zoomed nodes increases from one to the total number of 

Current-nodes (in general as r4 increases from 0 to I) ,  RZ should also increase 

from the threshold to 1 smoothly and monotonically. 

A simple relationship satisfying the above three requirements is. 

where kl and k2 are constants. From Equation (3.7), k2 = 1 - kl; and renaming kl as 

I{b ; 

R, = Kb + (1 - Kb) - r4 

Combining Equation (3.8), (3.5) and (3.4)  we obtain F, as, 

A more general approach is to first design an R, vs r4 curve, which satisfies the 

above three general requirements and provides additional flexibility to the user, and 

then derive F, equation from Equation (3.5). For example 

where u is a positive parameter to control the behavior of the R, vs r4 curve. If u = 1, 

Equation (3.10) becomes the same as Equation (3.8); if u > 1, R, increases slowly 
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Figure 3.6: R, = Kb + (1 - Kb)  . (r4)u. 

at first and more quickly at the end with increasing 7-4; and if u < 1, R, increases 

quickly first and slowly last, as shown in Figure 3.6. From Equation (3.10), we can 

obtain Fe as: 

3.3.3.2 Calculation 

Generally, Fey, and Fe,,, the enlarging factors in the x and y directions, are different. 

If we magnify a node by F,,, and F,,, in the x and y directions respectively, the aspect 

ratios of nodes will, in general, be changed after a basic-operation. Such changes could 
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confuse the user. To maintain the aspect ratio, zoomed nodes must be scaled up by 

the same factor in both x and y directions. Therefore we introduce a parameter, F,,,,, 

called common enlarging factor for zoomed nodes. We calculate Fey, and Fe,, by 

using Equation (3.9) respectively, and set F,,,, to the minimum value of Fe,, and F,,, 

to guarantee that all zoomed nodes are within the Parent-node after a basic-operation. 

Part C of Table 3.1 shows an example calculating F,,,, F,,,, and F,,,,. 

3.3.4 Shrinking Factor Fs 

To use screen space most efficiently, the sum of enlarging segments and shrinking 

segments should equal the length of the Parent-node, after the basic-operation (refer 

to Figure 3.3). Therefore, 

From this requirement, we derive the formula for F, as: 

where r3 has been defined in Equation (3.3) .  

As with the enlarging factor F,, in general, F,,, and F,,, calculated from Equa- 

tion (3.12) are different. To maintain the aspect ratio, un-zoomed nodes must be 

scaled down by the same factor in both x and y directions. Therefore we introduce a 

parameter, F,,,,, called the common shrinking factor for un-zoomed nodes. The 
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calculation of F,,,, is more complex than F,,,,. We first calculate F,,, and F,,, using 

Equation (3.12). Then F,,,, is calculated by the following algorithm to guarantee 

that, after a basic-operation, all un-zoomed nodes: (a) are within the Parent-node; 

and (b) do not shrink to a point. 

ALGORITHM for F,,,,: 

IF minimum(F,,,, F,,,) > 0 

THEN F,,,, = minimum(F,,,, F,,,); 

IF (minimum(F,,,, F,,,) = 0) AND (maxi rn~m(F, ,~ ,  F,,,) > 0) 

THEN F,,,, = maximum(F,,,, F,,,); 

IF maximum(F,,,, F,,,) = 0 

THEN F,,,, = 0.2; 

This algorithm is developed in Appendix A, and Part D of Table 3.1 shows an example 

calculating F,,,, F,,, , and F,,,, . 

We must realize the following important difference between the enlarging factor 

group (including F,,,, F,,,, and Fe,,,). and the shrinking factor group (including F,,,, 

F,,,, and F,,,,). In the enlarging factor group, F,,, and F,,, could be "forgotten" after 

we obtain F,,,,, and only F,,,, is used in the following algorithms, such as those for 

transforming the nodes' sizes and positions in a basic-operation. However, F,,, and 

F,,, still take an important role in the following algorithms, even after we obtain F,,,,. 

F,,,, is used for the transformation of nodes' sizes, while F,,, and F,,, are used for 

the transformation of nodes' positions. This is because only the pair of F,,, and F,,,, 

satisfies the "using screen space efficiently" requirement (see Equation (3.11)) in the 

x direction, and only the pair of F,, and F,,,, does so in the y direction. In general, 
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the pair F,,,, and Fe,zy cannot fit in Equation (3.11) in both x and y directions. 

3.3.5 Balance Factor Kb 

In Equation (3.8) and Equation (3.9), a balance factor Kb provides a control param- 

eter. We explain its geometric meaning with Figure 3.7, which shows three R, vs r4 

lines with Kb = 0.2, 0.5, 0.8 respectively. 

1. Kb determines the threshold value mentioned in Equation (3.6), because R, + Kb, 

when ~4 + 0 in Equation (3.8). As illustrated in Figure 3.7, Kb is the inter- 

section of the R, vs r4 line and the R, axis, and 0 < I& < 1. 

2. Kb controls the ratio of the area of the zoomed Current-nodes to that of the 

Parent-node (and in turn, the ratio of detail to context). The bigger Kb is, the 

larger the detail area. From a one-dimensional point of view, this ratio is simply 

R,. If we re-arrange Equation (3.8) as 

R, = ~4 + (1 - ~ 4 )  - Kb (3.13) 

We see that when the number of zoomed nodes is fixed (i.e. r4 is fixed), R, is 

proportional to Kb. For example, in Figure 3.7, when r 4  = 0.2, R, varies from 

0.36 to 0.84 as Kb increases from 0.2 to 0.8. 

Kb is a useful user-controllable parameter, allowing adjustment of the relative 

emphasis on detail and context, which depends on the circumstance of the problem. 

Figure 3.8 shows the comparison of layouts with Kb increasing from 0.2 to 0.8. 
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0 0.2 0.4 0.6 0.8 1 

Figure 3.7: R, = Kb + (1 - K b )  . r4 with Kb = 0.2, 0.5, 0.8 respectively. 
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Figure 3.8: Comparison of layouts with different Kb. 
(From top to bottom, Kb = 0.2, 0.5, 0.8 respectively.) . 
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3.4 Algorithm for Basic-Operation 

Though a basic-operation involves three-levels of nodes and two levels of networks 

(see Subsection 3.2.2), we need only consider how to transform the Current-nodes 

from the normal (uniform) layout to a VZ layout. This is because: 

the Parent-node is not changed by the basic-operation; 

the Sub-nodes, the children of Current-nodes to be zoomed, will all be (uni- 

formly) unzoomed; 

links in the Current-network and Sub-networks are defined simply as straight 

lines joining the node's centers (see Subsection 3.2.1). 

Transformation of the Current-nodes includes changing both sizes and positions 

of these nodes. 

3.4.1 Transforming Node's Size 

After a basic-operation, zoomed nodes are magnified by F,, and un-zoomed nodes are 

demagnified by F,. To maintain the aspect ratio of a node, F,,,, and F,,,, are used 

here. 
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ALGORITHM transforming node's size: 

1. For zoomed nodes: 

LL = Fe,xy  ' L x  (x direction) 

Lb = F e , x y .  Ly  ( y  direction) 

2. For un-zoomed nodes: 

L: = C , x y  a L x  (x direction) 

LL = F.9,xy . Ly ( y  direction) 

where L and L' are the length of a node before and after a basic-operation respec- 

t ively. 

3.4.2 Transforming Node's Position 

As described in Subsection 3.1.2 and Figure 3.3, we divide the Parent-node length 

into two types of segments, enlarging and shrinking, using a 1D view. To transform 

all Current-node positions, we first determine the enlarging and shrinking segments 

to build a sorted list, and then calculate the center position of a node using this list. 
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ALGORITHM for determining enlarging and shrinking segments and 

building a sorted list:' 

1. Project all nodes to be zoomed onto the x-axis to form a list: 

2. CHECK-MERGE segments in l is t , ,  to obtain list:,, (see CHECK-MERGE in 

Subsection 3.3.1.1) to guarantee there are no overlaps between the enlarging 

segments in list:,,. 

3. Sort the segments in list:,, from left to right. 

4. Shrinking segments are the spaces either between enlarging segments or between 

an enlarging segment and a boundary of the Parent-node. 

(a) The left boundary of the first shrinking segment is the left boundary of 

the Parent-node, and the right boundary is the left boundary of the first 

enlarging segment in list:,,. 

(b) The left boundary of the ith shrinking segment is the right boundary of 

the (i - l)th enlarging segment in list:,,, and the right boundary is the left 

boundary of the ith enlarging segment, here 

2 1 i 5 (t he-number-o f -enlargingsegments) 

( c )  The left boundary of the last shrinking segment is the right boundary of 

the last enlarging segment, and the right boundary is the right boundary 

of the Parent-node. 

5. Build a list including all enlarging and shrinking segments, and sort these seg- 

ments from left to right. This is a sorted all-segment list. 

'The first two steps of the algorithm are the same as the ALGORITHM for S, described in Sub- 
section 3.3.1.1. 
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ALGORITHM transforming node's position: 

Let xi and xi be the center positions of a node (zoomed or un-zoomed) before and 

after a basic-operation. 

1. Initialize x: = le f t-boundary-o f -parent-node. 

2. In the sorted all-segment list, for each segment left of x;: 

if it is an enlarging segment 

x: = x: + FeIXy . (lengt h-o f -t he-segment); 

else xi = x: + F,,, - (length-of-thesegment); 

3. For the segment containing x;: 

If it is an enlarging segment 

xi = x: + F,,,, - (dist- f rom-le f t-boundary-o f -the-seg-to-xi); 

else x: = x: + F,,, . (dist- f rom-le f t-boundary-o f -theseg_to-xi); 

3.4.3 An Example 

Figure 3.9 is an example illustrating the algorithm for a basic-operation. Figure 3.9(a) 

is a normal (uniform) layout before a basic-operation, the same as that in Figure 3.5. 

Figure 3.9(b) is the variable zoom layout after the basic-operation. Table 3.2 illus- 

trates the transformation of nodes' sizes. Table 3.3 determines enlarging and shrink- 

ing segments and builds the sorted all-segment list. Table 3.4 shows transforming the 

position of node 'c' as a demonstration. 
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%E\\\\R\\\SW Enlarging segment 

V////////A Shrinking segment 

Figure 3.9: (a) A normal layout before a basic-operation. 
(Shaded rectangles are the nodes to be zoomed. Variables X A  and y~ are the center 
coordinates of node 'A', and similar variables are used for node 'B' to 'D'. In the 
x-axis, SX,* and Sx,c are enlarging segments; Sr,sh,l to Sz,Sh,3 are shrinking segments; 
and the numeric values below are boundary values of these segments. In the y-axis, 
all the symbols and numbers have similar meanings.) 
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Figure 3.9: (b) A variable zoom layout after the basic-operation. 
(Shaded squares are the zoomed nodes.) 
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Node Status x-direction y-direction 

'A' un-zoomed Lk = F,,,, L,  L& = Fs,xy . Ly 
= 0.31 x 3 = 0.93; = 0.31 x 1 = 0.31; 

'B' zoomed L' x = Fe,xy Lx L& = Fe,xy Ly 
= 3.09 x 2 = 6.18; = 3.09 x 1 = 3.09; 

'C' zoomed LL = Fe,xy * Lx L& = F,,,, L, 
= 3.09 x 1 = 3.09; = 3.09 x 1 = 6.18; 

' D ' un-zoomed Lk = Fs,Xy - L, Lly = FS,,, - Ly 
= 0.31 x 2 = 0.62; = 0.31 x 1 = 0.31; 

Table 3.2: Transformation of nodes' sizes. 
(The values of Fe,,, and Fs,x, are from Table 3.1 .) 

Procedure x-direction y-direction 

1. Project nodes to be zoomed: l i s t , ,  = [ S x , ~ ,  S X I C ] ;  list,,, = [S,,B) SY ,c ] ;  

2.CHECK-MERGE list,: list:,, = [SX,B' SX,C];  list:,, = [Sy,c];  

3. Sort listk: list,,, = [ S x , ~ ,  S,,C]; list,,, = [SY ,c ] ;  

4. Determine shrinking segments: Sx , sh ,~ ,  Sx,sh,2, Sx,sh,3; Sy,sh,ll Sy,sh,2; 

Table 3.3: Determining enlarging and shrinking segments and building the sorted 
all-segment list. 

(All segments are marked in Figure 3.9(a).) 
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Initialization/Segments Calculation: 
(Calculating xb) 
Initialization: xb = left-bdy-of-parentmode = 0; 

Sx,sh,l  (left to xc,  shr-seg.) x> = xb + Fs,, Lx,sh,l = 0 + 0.31 x 2 = 0.62 

S,,B (left to xc,  enl-seg.) xb = xb + Fe,xy. Lb = 0.62 + 3.09 x 2 = 6.80 

Sx,sh,2 (left to xc ,  shr-seg.) xb = xb +Fs,x-Lx, ,h, l  = 6.80+0.31 x 4 = 8.04 

S,,c (containing xc ,  enl-seg.) xb = xb + Fe,,, . (dist-from-le f t-bdy-to-xc) 
= 8.04 + 3.09 x 0.5 = 9.58 

(Calculating yb) 
Initialization: y& = bottom-bdy-of-parentaode = 0; 

Sy,sh,l (below to yc, shr-seg.) yk = yb + F,,, . Ly,sh,l = 0 + 0.48 x 5 = 2.40 

Sy,c (containing yc, enl-seg.) y& = yb + F,,,, . (dist- f rom-botom-bdy-to-yc) 
= 2.40 + 3.09 x 1 = 5.49 

Table 3.4: Transformation of a node's position. 
(The position of node 'C' in Figure 3.9(a) is transformed here, as an example of the 
transformation algorithm. The values of F,,,,, F,,,, and F,,, are from Table 3.1.) 
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3.5 Varying Balance Factor with Level 

The variable zoom method often produces multiple levels of context. Should the 

balance factor Kb be a constant for all levels? If not, how should Kb vary with level? 

Figure 3.10(a) (the left column) illustrates an example using a constant balance 

factor. As we move the detailed view from the second level to the fourth, the "im- 

portance" of the top network decreases, and we might expect the space it occupies to 

decrease accordingly. However, a constant Kb maintains the size of the top network 

despite the increasing depth of the detailed view. To improve the context display, we 

use a varying Kb to reduce the space occupied by a context level with its distance 

from the detailed level. 

The detailed view is assumed at  the nth level, and Kb,; is the balance factor at  the 

ith level (i = 1 . . . n-1). We suggest: 

Here, (n - i )  is the distance from the ith level of context to the nth level of detail. I(b,i 

increases with the distance, in other words, the size of a level of context decreases 

with its distance from the detail. Equation (3.18) also keeps Kb,i greater than or equal 

to 0.5, and less than 1. The derivation of Equation (3.18) is described in Appendix B 

in detail. 

Figure 3.10(b) (the right column) illustrates an example of the varying Kb method. 

When the detailed view moves from the second level to the fourth, the context of the 
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(a) Constant Kb (Kb = 0.5) (b) Variable Kb (see Table 3.5). 

Figure 3.10: Compare constant Kb with variable Kb. 

(From top to bottom, the detailed view moves from the first level to the fourth level) 
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I Figure I Detailed level I Balance factors Kb.; I 

Table 3.5: The Kb,; values used in the example of varying Kb method. 

top network is reasonably reduced. The values of Kb are calculated by Equation (3.18) 

and shown in Table 3.5. 

It is important to realize that Kb is a user-controllable parameter. The value of 

Kb at  each level essentially depends on user requirements and network configuration, 

and should be determined through human factors experiments and users' experiences. 

This section only describes a principle, gradually demagnifying levels of context with 

the distance from the detailed view, and provides default values of Kb using Equa- 

tion (3.18). 



CHAPTER 4 

A PRELIMINARY 

EXPERIMENT 

In order to test the value of the variable zoom technique, a preliminary human factors 

experiment compared the performance of the variable zoom (VZ) method vs a stan- 

dard full screen zoom (FZ) method. The software package used in this experiment 

was provided by the Computer Graphic Research Laboratory of Simon Fraser Univer- 

sity. The main part of the package, representing an implementation of the algorithm 

described in this thesis, was developed by the author. The experiment was performed 

by D. Schaffer, S. Dubs and M. Roseman in the University of Calgary and is described 

in detail in [Schaffer 921 [IGI 92-00611. Only an overview of the experiment is given 

here together with a summary of the results which showed that the VZ method was 

significantly better than the standard FZ method in this experiment. 
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4.1 Description of the Experiment 

Subjects were given a hierarchical (pseudo) telephone network and asked to: 

1. Identify a "bad" link in a sequence of links connecting two telephones; and 

2. Reroute the call, i.e. reconnect the two telephones by using other links. 

4.1.1 Zoom Methods 

Subjects performed these tasks using either the VZ method described in Chapter 3, 

or a standard FZ method developed by the author for this experiment. In the latter, 

a node selected by the subject was magnified to essentially full screen size (hence, 

its "full screen name) without context. Figure 4.1 and Figure 4.2 show the 

examples of the FZ and VZ views in the experiment. 

The network used was a four level hierarchical network and consisted of about 200 

nodes and 200 links. "Logical" nodes and "physical" nodes (refer to Subsection 3.1.1) 

were visually distinguishable, and only logical nodes could be zoomed/unzoomed. 

Logical and physical links were also distinguished, while, to prevent ambiguities, only 

physical links could be selected/deselected. Different colors were used to distinguish 

the links7 status, green for selected and black for deselected. 
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Figure 4.1: Examples of the FZ views in the human factors experiment. 
(a) Top network; 
(b) 'North' node from (a) zoomed; 
(c) 'Edmonton' node from (b) zoomed; 
(d) 'Edm.Reg. 1' node from (c) zoomed. 
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Figure 4.2: Examples of the VZ views in the human factors experiment. 
(a) Top network; 
(b) 'North' node from (a) zoomed; 
(c) 'Edmonton' node from (b) zoomed; 
(d) 'Edm.Reg.1' node from (c) zoomed. 
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4.1.2 Task 

Each task performed by a subject started with a telephone call between Kathy and 

her Grampa, the two end points of the network. The links used by the call were shown 

in green or red: good links were green, and bad were red; unused links were black. At 

the higher level network, we used an indicator to tell the subjects where they could 

find the undisplayed low level bad link. The indicator was a red line segment in the 

middle of all higher level nodes containing the lower level bad link (see node 'b' in 

Figure 4.3(b) ). 

Subjects, acting as telephone network operators, were asked to find and solve a 

problem with an ongoing call. 

1. They were asked to find the (single, lowest level) bad link by navigating through 

the network, and to identify it by selecting it with a mouse. After the identi- 

fication, the bad link turned from red to yellow and the subjects selected the 

screen button "break found". 

2. They were then asked to build a new route by selecting and deselecting ap- 

propriate links. Selecting turned a link from black to green; deselecting turned 

green to black. The new route was completed when a path of green links directly 

connected Kathy to her Grampa. Then the subjects selected the screen button 

"reroute complete" to complete the task. 
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(a) node tree of this example. 

bad link indicator 

7 
. . . . . .  

. . . . . . . . . . . . . . . . . . . . . .  . . . .  
calling path calling path 

(green) (green) 

(b) the higher level network 

calling path bad link (red) 

(c) after node 'b' be zoomed 

logical node . . . .  . . .  physical node 

Figure 4.3: An example of bad link indicator. 
(The colors of line on the computer screen are expressed by the thicknesses of lines 
here. The thickest lines are red lines, the medium ones are green, and the thinest are 
black. Dashed lines represent logical links and solid lines represent physical ones.) . 



Chapter 4. A Preliminary Experiment 

Table 4.1: The arrangement of the human factors experiment. 

4.1.3 Subjects and Experiment Method 

20 subjects were selected from senior undergraduate students, graduate students, or 

faculty in computer science. They were familiar with graphical user interfaces and 

general data structures. Each was asked to solve two problems (A and B). They 

were divided into two groups, one included 9 subjects, the other 11 subjects. The 

first group solved problem A with the FZ method first and problem B with the VZ 

method second; the second group did the reverse. Problem A was the first in all cases, 

as shown in Table 4.1. 

The data, collected by the data logging software1, was analyzed by using a 2 x 2 

factor ANOVA design, with the two factors: zoom method and the order of zoom 

method [Schaffer 921. In addition, qualitative comparisons between the two methods 

were obtained from subjects' comments during the experiment and from question- 

naires after each problem was completed. 

'This software was developed by L. Bartram, and T .  Brooks. 
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4.2 Results 

The means and standard deviations of performance time are shown in Figure 4.4(a), 

with a plot of the means. The analysis of variance (ANOVA) released that the method 

used (VZ or FZ) was a significant factor affecting running time (F[1,18] = 9.91, 

p < 0.006) [Schaffer 921. We observe that the average performance time used 

in the VZ method is only 63% of that used in the FZ method. 

The number of navigation operations required, measured by the number of "zoom" 

actions performed by the subjects to solve the problems, was shown in Figure 4.4(b). 

ANOVA released that the number of zooms was also significantly affected by the 

method used (F[1,18] = 18.29, p < 0.001) [Schaffer 921. We observe that the 

number of zooms used in the VZ is only 58% of that used in the FZ. 

Qualitative feedback from the subjects showed that 80% greatly preferred the VZ 

method to the FZ method. Typical comment on the VZ method were: 

0 "easier to work with, didn't get lost, context available" 

0 "visualization of whole system, problem with needed details, use split screen 

both active, use both at same time" 

0 "don't have to remember" 
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Figure 4.4: Human factors experiment results [Schaffer 92][IGI 92-00611. 
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Based on this human factors experiment, the conclusion was that: 

The variable zoom method was significantly better than the full screen 

zoom method for navigating through a graphical structure. Using the vari- 

able zoom method, "subjects were able to concentrate directly on the task 

itself, resulting in quicker navigation and less unnecessary exploration" 

[Schaffer 921 



CHAPTER 5 

DISCUSSION 

5.1 Comparisons with Other Fisheye View Meth- 

ods 

This section compares the VZ method with other fisheye view methods described 

in Chapter 2 (refer to Figure 2.1), in the order of fisheye lens transformation, DO1 

approach, and Perspective Wall. 

The example used in the fisheye lens transformation [Sarkar 921 displayed a large 

network with an impressive image. However, the VZ method has two main advantages 

over it: 

1. With one or more focused nodes, [Sarkar 921 displayed all the other nodes of 

the network as a context, unless a particular node's "display" value fell below a 



Chapter 5. Discussion 73 

threshold. This can result in an excessively crowded context (refer to Figure 2.4), 

and make the method difficult for very large networks (e.g. over 1,000 nodes). 

The VZ technique uses higher level nodes (icons) as a context, omitting the 

lower level detail not of current interest. Using this hierarchical abstraction 

[Fairchild 881 [Card 911, the VZ method greatly simplifies the context display 

and increases the richness of the represented information space. 

2. Sarkar et al also distorted the small area around a focus, when distorting the 

whole network, which could confuse the user. The VZ method scales the focus 

region uniformly. It should be easier for the user to understand, recalling that 

the traditional normal (uniform) layout works very well for a small information 

space1. 

It is interesting to compare the hierarchical node trees, illustrated in Figure 3.2, 

with the tree structure used in Furnas7 DO1 approach, described in Figure 2.3. They 

are very similar, each node in Figure 3.2 corresponds an object in Figure 2.3. 

From Figure 5.l(a) to (c), for all nodes in a hierarchical network, we calculate the 

distances from the focused node 'ca', a priori importance, and the DO1 values respec- 

tively, in the same method as did [Furnas 861 (see Subsection 2.3.1 and Figure 2.3). 

Comparing Figure 5.l(c) and (d), we observe that: 

1. the most interesting nodes, with the highest DO1 value (-2), are exactly the 

'Here, "small information space" means that its whole image can be perceived as a unit and 
displayed on a single window with sufficient resolution. 
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zoomed nodes in the VZ method, and their immediate sub-networks are dis- 

played; 

2. the second most interesting nodes, with the second highest DO1 value (-4), are 

exactly the un-zoomed but visible nodes in the VZ method; 

3. the other nodes, with the DO1 values lower than (-4), are omitted in the VZ 

method. 

From the DO1 point of view, the VZ method automatically (1) sets up the global 

importance rating, and calculates the distance and the DO1 values for each node; (2) 

sets up a threshold as the second highest DO1 value and omits all nodes with the DO1 

values lower than the threshold; (3) views the nodes with the highest DO1 value in 

detail. 

Both the Perspective Wall [Mackinlay 911 and the VZ method display a large 

information space combining uniformly magnified details with a gradually demagnified 

context: However, they have several differences: 

1. The VZ method uses a hierarchical representation, as described above; the Per- 

spective Wall does not. 

2. The Perspective Wall was limited by a linear (ID) structure; the VZ method 

represents a 2D network. The latter is intrinsically more difficult than the 

former. 

3. The Perspective Wall allowed only one detailed region; the VZ method allows 

displaying multiple detailed views and their connections. This is especially 
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Focused node Fl 7 

(c)  DO1 values 

root (-2) 

(d) the variable zoom view 

Figure 5.1 : (continued). 
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important for telecommunication networks and power distribution systems, be- 

cause operators often need to check or build a path between two or more nodes 

in different sub-networks. 

4. Both gradually demagnify the context with the distance from detailed view, 

but they calculate such distance by different methods. [Mackinlay 911 calculated 

the distance from the physical layout, while the VZ method calculates it from the 

data structure as described above and in Subsection 3.5. For a large information 

space, one of the main differences between the human eye and the brain might 

be that the eye views the information through physical space, while the brain 

aggregates the information through an abstract data structure. For example, 

two geometrically distant pieces of information might be very close in the human 

mental model. The VZ method seems to fit this model. We speculate that this 

might help explain the good performance of the VZ method in the human factors 

experiment described in Chapter 4. 

Future Work 

The following are areas of interest for future research. 

DO1 approach for hierarchical networks: The current VZ method assumes 

that all nodes and links in the same sub-network have the same importance. 

All of them are shown when their parent node is zoomed, and omitted when 

their parent node is un-zoomed. In some cases, these importance values might 

be different. As mentioned in Subsection 2.3.1, [Mitta 891 calculated the DO1 
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value of a node by trading off the global importance against the sum of the 

minimum path distances from all focal points, and only displayed those nodes 

with DO1 values greater than a threshold. We should investigate this kind of 

DO1 approach in the near future and combine it with the VZ method either to 

improve the VZ view further, or to create a new technique. 

Status representation: In hierarchical networks, the status of lower level networks 

should be reflected in the representation of higher level icons. As illustrated in 

Figure 4.3, we used a red line segment within higher level nodes (icons) to 

indicate the lower level bad links in the human factors experiment prototype. 

In future implementations, we could use a green (or black) line segment as an 

indicator to present a completed (or incompleted) lower level connection. Other 

iconic representations, such as alarms, should also be investigated. 

Link-based algorithm: In Chapter 3, we used a node-based algorithm for the 

VZ technique. In some cases, such as in the SLD (Single Line Diagram) of 

TAU (TransAlta Utilities Corporation) power distribution network, operators 

sometimes must deal with a link, which is not only a line connecting two nodes 

but also consists of several real lines. A link-based or a network-based (including 

node-based and link-based methods) algorithm should be investigated [Meunier 

881. 

"Manhattan" geometry links: In the current algorithm, a link is simply a straight 

line between the centers of two nodes. In some cases, such as in the grid map 

of TAU, links consist of horizontal and vertical segments, called "Manhattan" 

geometry links. A suitable method for generating such links is desired. 
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2D derivation: In Chapter 3, we derived the VZ algorithms from a 1D point of 

view. The results are reasonable. However a 2D derivation should be examined. 

General 2D information spaces: The current VZ method is limited to hierar- 

chical network structures. It would be desirable to extend it to general 2D 

information spaces, such as a geographic map. This is a great challenge for the 

VZ method. 



CHAPTER 6 

SUMMARY 

Large hierarchical networks are widely used in supervisory control systems, such 

as those in telecommunications network management, power distribution, and indus- 

trial process control. These networks are becoming increasingly difficult for operators 

to understand and operate correctly. An "information bottleneck" exists between 

operators and systems. 

Traditional pan/zoom method works very well for small information spaces, but 

cause severe navigation problems for large information spaces. Several new tech- 

nologies have been proposed to improve the graphical representation of large 2D 

information spaces and have met with varying degrees of success. These included 

the map view, the DO1 approach of fisheye views, the fisheye lens transformation, 

the perspective wall, and the cone tree. After reviewing and evaluating these cur- 

rent technologies, we find that a new appropriate technique is needed to display large 

hierarchical networks. 
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Combining hierarchical representations with a generalized fisheye view, this thesis 

develops a new technique, called a variable zoom, to represent large hierarchical 

networks. Its main features are: 

0 logically iconic representations of a hierarchical structure. 

integrating and balancing one or more details and one or more levels of context 

in a single window; 

0 uniformly magnifying details; 

0 gradually demagnifying levels of context; 

0 adjusting magnification/demagnification factors according to the environment 

and the user's requests; 

0 allowing multiple detailed views. 

We first develop an algorithm for a basic-operation, which transform the nodes' 

sizes and positions in a single level. Three important parameters are derived for the 

algorithm: the enlarging factor and shrinking factor are adjusted according to 

the environment and the user's request; and a balance factor is used to balance 

the ratio of detail and context. When extending the algorithm to multiple levels, 

we suggest a varying balance factor method to gradually demagnify the different 

levels of context depending on the distance from the detailed view. 

Two implementation prototypes have been completed. They were writ ten in C and 

HOOPS, and worked on both SUN and IRIS workstations. One demonstrated the 
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variable zoom technique with a four level abstract network. The other was designed 

for a human factors experiment with a simplified hierarchical telephone network. 

A preliminary human factors experiment was performed to compare the variable 

zoom technique with a traditional uniform zoom technique. The results showed that 

the variable zoom method was significantly better than a traditional full screen zoom 

method. 

We conclude that the variable zoom technique can improve the display and nav- 

igation of large hierarchical networks. It holds significant promise for use in real 

supervisory control systems. It is currently planned to be implemented into two ex- 

perimental industrial prototypes in the IGI project, one a power transmission network, 

the other a telecommunication network [IGI 92-00461 [IGI 92-00871. 
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ALGORITHM FOR F,,,, 

The common shrinking factor F,,,, is the demagnification factor for un-zoomed nodes 

in both x and y directions, as described in Subsection 3.4.1. The first requirement 

of F,,,, is that all un-zoomed nodes must be within the Parent-node after a basic- 

operation, called "within Parent-node" requirement. To satisfy this requirement, a 

simple method, as that for F,,,, in Subsection 3.3.3.2, is: 

However, different from F,,, and F,,, (they are always greater than I) ,  F,,, and F,,, 

can be equal to zero. F,,,, becomes zero, when either F,,, or F,,, is equal to zero, 

and all un-zoomed node becomes points in a VZ layout, as shown in Figure A.l(b). 

This layout would confuse the user. Therefore, the second requirement, F,,,, > 0, is 

required (as a demagnification factor, F,,,, is always less than 1). 



Appendix A. Algorithm for F,,,, 

The Parent-node 
I 

(a) The normal layout before a 
basic-operation. 

if Fs, xy = 1, node 'C' cannot be outside 
of the Parent-node on the x axis, but 
could be partly outside in the y direction. 

(b) Zoomed node 'A' includes un-zoomed 
node 'B' and 'C' in the x direction, 
Fs,x = 0 and Fs,y > 0, 
Fs, XY= min(Fs,~ , Fs,y = 0. 

(c) Zoomed node 'A' includes un-zoomed 
node 'B' and 'C' in the x direction, 
F s ,  = 0 and FsTy > 0, 

Fs, XY= m a x P s ~ ,  FS,Y = F,,y . 

(d) Zoomed node 'A' and 'B' include 
un-zoomed 'C' in both x and y 
directions, 

F S ,  = F S ,  = 0; Fs, xy= 0.2. 

Figure A.l: Calculating F,,,, when F , ,  = 0 and/or FS,, = 0. 
( (a) is the layout of Current-nodes before a basic-operation, and (b) to (d) are the 
layouts after the basic-operations) 
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We observe that F, = 0 is equivalent to saying that the zoomed nodes include all 

of the un-zoomed nodes1. Consider zooming 'A7 in Figure A.l(a); node 'A' includes 

all unzoomed nodes (nodes 'B' and 'C') in the x direction, and F,,, = 0. If we want 

to zoom 'A7 and 'B' together, they include all unzoomed nodes (node 'C') in both x 

and y directions, and F,,, = F,,, = 0. We also observe that an un-zoomed node, if 

scaled by a factor less than 1 (on an given axis) and included in the zoomed nodes 

(in this axis), will remain inside its Parent-node (in this axis) after a basic-operation, 

such as node 'C' in Figure A.l(b).  In other words, in this case, any F,,,, less than 1 

will make un-zoomed node 'C' meet the "within Parent-node7' requirement on the x 

axis. 

If F,,, = 0 and F,,, > 0, we can simply set F,,,, = F,,, to satisfy both requirements 

of F,,,,: "within Parent-node" and greater than zero. This is because (1) F,,,, > 0 

directly; (2) F,,,, = F,,, guarantees all un-zoomed nodes are within the Parent-node 

in the y direction; and (3) in x direction, as described above, F,,, = 0 indicates 

that all un-zoomed node must be included in the zoomed nodes, and such un-zoomed 

nodes satisfy the "within Parent-node" requirement when scaled by a factor less than 

1 (F,,, is always less than 1). The result is shown in Figure A.l(c). When F,,, = 0 

and F , ,  > 0, the algorithm is identical. 

'The concept of inclusion is described in Subsection 3.3.1.1. The mathematical expression for 
zoomed nodes including all un-zoomed nodes is 

rg = 1 or S, = Sa (A.2) 

It is not difficult to  derive Equation (A.2) from F, = 0 using the equations described in Chap- 
ter 3, and vice versa. 
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When F,, = F,,, = 0, all un-zoomed nodes are included in the zoomed nodes in 

both x and y directions. Therefore, F,,,, can be any value (k) between 0 and 1 to sat- 

isfy both requirements of F,,,,. However, we further expect that, from Figure A. l (c)  

to (d), the un-zoomed node 'C' becomes smaller (at least, does not become much 

larger) when both node 'A' and 'BY are zoomed than only 'A' is zoomed. But, on 

the other hand, it does not seem worth developing a complex algorithm to adjust k 

with the environment and the user's request to exactly meet this expectancy, because 

(a) the case F,,, = F,,, = 0 happens seldom in real applications, and (b) even if it 

happens, the sizes of un-zoomed nodes are not very important to the user, as long 

as they are small enough and meet both requirements of F,,,,. As a compromising 

result, we set k to some small constant, such as 0.2, to make the algorithm simple 

and also meet above expectancy in a large degree. F,,,, = 0.2 make node 'C' become 

smaller in Figure A.l(d) than (c) in most case; and even in the "bad" case, 'C' in 

Figure A.l(d) cannot be much larger than 'C' in (c). 

Concluding the above discussion, we calculate F,,,,, as follows: 

IF minimum(F,,,, FS,,) > 0 

THEN F,,,, = minimum(F,,,, Fs,,); 

IF (min im~rn (F , ,~ ,  F,,,) = 0) AND (maximum(F,,,, F,,,) > 0) 

THEN Fs,,, = maximum(Fs,,, F,,,); 

IF maximum(F,,,, F,,,) = 0 

THEN F,,,, = 0.2; 
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DERIVATION OF Kb 

FORMULA 

This appendix derives Equation (3.18) used in the variable balance factor method, 

Section 3.5. 

B. 1 Definitions and Assumptions 

Assume that the one-dimensional window size is L,, and the detailed view is at the 

nth level. We introduce following parameters for ith level (i = 1 . . . n-1) : 

Kb,i is the balance factor. As described in Subsection 3.3.5, under a given 

network configuration and user's requirement, Kb,+ determines the ratio of it" 

level context with (all deeper level contexts plus detail). 
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0 R,,; is the ratio between the sum of enlarging segments and the length of their 

immediate Parent-node after an basic-operation (refer to Equation (3.5)). 

is the sum of all enlarging segments after an basic-operation. For a single 

zoomed node: 

Le,i = Le,(i-~) . Rz,i (B.1) 

and we define: 

Le,o Lw (B.2) 

0 L,,; is the sum of all shrinking segments after an basic-operation. From the 

one-dimensional point of view, L,,; is also the size of the context. The sum of 

all shrinking segments is equal to the difference of its immediate Parent-node 

and the sum of all enlarging segments. 

For a single zoomed node, 

L s , ~  = Le,(i-l) - Le,; = * ( I  - R,,;) 

In following derivations, we assume: 

1. In each level, only one node is zoomed in. 

2. At each level, rq is small enough to let (refer to Equation (3.13)): 

Rz,; Kb,i 
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3. At the (n - I ) ' ~  level, the one-dimensional size of the context is equal to or 

smaller'than that of the detail, i.e. 

4. The one-dimensional sizes of higher levels of context are less than or equal to 

that of lower levels, i.e. 

B.2 Derivation 

Under above assumptions, Equation (B.l)  becomes: 

Le,j x Le,(jW1) . Kb,i M Lw . Kb,l ' Kb,2 . . . ' Kb,i; 

and Equation (B.4) becomes 

Substitute Equation (B.8) and Equation (B.9) in Equation (B.6), to obtain, at the 

level (n-1): 
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Combining Equation (B.9) and Equation (B.7), we obtain: 

1 
I(b,i  >_ (B.13) 

2 - Kb,(i+l) 

From Equation (B. l l )  and Equation (B. l3), we can obtain the value of K b ,  as': 

lWe can prove Equation (B.17) by induction: 
Assume i = n - j; ( j  = 1 , 2 . .  . , n - 1), Equation (B.13) becomes: 

> 1 
K b , ( n - j )  - 2 - l(b,(n-j+l) 

and Equation (B.17), which we want to prove, becomes: 

(B. 15) 

Equation (B.15) is true for j = 1, because Equation (B.ll) .  

If Equation (B.15) is true for j = m, it will be true for j = m + l .  Substituting Equation (B.15) 
in Equation (B.14), we have: 
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Here, ( n  - i )  is the distance from the ith level of context to the nth level of detail. Kt,,i 

increases with the distance; in other words, the size of a level of context decreases 

with its distance from the detail. Equation (B.17) also keeps Kb,; greater than or 

equal to 0.5, and less than 1. 

B.3 Result 

Kb is a user-controllable parameter. The value of I& at  each level essentially depends 

on user requirements and network configuration. It is difficult to determine an optimal 

value of Kb for a given application in advance. Therefore, after the derivation, we could 

ignore all the assumptions mentioned before and use the following simple equation as 

suggested values to assist the user in specifying Kb,;. 

As defined before, Kb,; is the balance factor at the ith level, when the detail view is at 

the nth level. 
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