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Abstract 

People can become sensitive to the structural regularities of an artificial 

grammar without awareness. After experiencing a set of representative 

exemplars people are abie to classify novel exemplars with above chance 

accuracy. Numerous accounts of this form of implicit learning emphasize the 

automatic abstraction of structure. However. because these accounts ignore the 

functional nature of structural processing. they may be insufficient to axplain 

Ihe variability found in performance. A new approach to implicit learning, the 

episodic-processing account, emphasizes that different purposes for 

ncountering exernptars of a grammar will cause critically different operations 

to be performed on particular aspects of stimulus structure. In the experiments 

onducted, manipulation of the demands of the task in which exemplars were 

dentally encountered and encoded was shown to radically modify the nature of 

the knowledge base acquired in implicit learning. Coding of particular properties 

of exemplars, under the guidance of the different purposes given to incidentally 

encounter items. sponsored: 1) distributed representations of the deep 

structural features of individual items; 2) representations of the surface 

structural features of the entire set; 3) representations of the deep structural 

features of the entire set, and; 4) possibly, context-specific representations of 

the surface structural features of individual items. It is concluded that memory 

does not automatically abstract structure; instead, memory performs and 

preserves whatever operations are functional in satisfying current demands. 
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Reber (1989f, in a review of over twenty years of experimentation in his 

iaboratory, has put forward a model of human cognition endowing memory with 

the ability to implicitly abstract the rule-governed reguiarities embodied in a 

set of instances. This model has received extended criticism (e.g., Brody, 1989; 

Brooks, 1978; Dulany, Carlson & Dewey, 1984; Perruchet & Pacteau, 1990; 

Sewan-Schreiber & Anderson, 1990; Vokey & Brooks, I992f, and has 

generated interest in the incidental learning of complex structurai regularities. 

The primary interest in implicit learning has centered around the artificial 

grammar learning paradigm. in this paradigm, subjects are found to be sensitive 

to the ruie-governed regufarities of novel grammatical test items after simply 

memorizing a set of training items generated from the same artificial grammar. 

The nature of the learning process jnvolved in artificial grammar learning is 

intriguing, Subjects gain knowledge fostering sensitivity to the underlying 

structure of the set while unaware that any such structure exists, and the 

knowledge they gain, knowiedge driving their classification performance, is 

difficult to verbalize and may be unavailabie to consciousness (Dienes, Berry & 

Broadbent, 1991 ; Reber, Kassin, Lewis & Cantor, 1980; Reber I f i  Lewis, 

1977) .  

Conflicting theories describing the acquisition, form and utilization of 

implicit knowledge have been forwarded by numerous researchers (e.g., 

Ma!hews, Buss, Stanley, Blanchard-Fields, Cho and Druban, 1989; Perruchet & 

Pacteau 1990; Reber, 1989; Servan-Schreiber & Anderson, 1990; Vokey & 

Brooks, 19923. At the current lime, the nature of implicit learning is widely 

debated. Researchers studying artificial grammar learning must uncover the 



e formed, support grammatical sensitivity. 

he standard training procedure in the artificial grammar learning paradigm 

es subjects to memorize consonant strings generated from a complex set of 

s that can be represented in schematic form (see Figure I), Consonant 

(State 1) to any of the three terminal states (States 4, 5 or $1- For 

rnple, the item MfTC can be generated from the grammar shown in Figure 1. 

the M is picked up between States f and 2, then the first T by foitowing the 

d State 5, then the second T by following the same loop a second time, 

tves individuailjr presenting fwerlty-five strings generated from a grammar 

times each for ten seconds. 

R 

Figure 1. Example of a finite state grammar. 



Subjects are not told about the complex set of ruies generating the letter 

strincjs until they have completed the training task. At test, they are required to 

categorize novel granmatica! items, canfarming to the generating rules, and 

now! nofigrammaticat items, created to violate at least one of the generating 

rules. AEI test items are formed from the same subset of letters fe.g., M, T, V, R, 

Xi. Subjects given this standard form of trainirrg and tesl are able to 

criminate between grammatical and nongrarnma'tical items in the absence of 

ack (e.g., Ctienes. Broadbent & Berry, 1991; Dutany et at., 1984; 

Perr~chet & Pacteau, f 9'30; Rebe:, I W6j. 

The Unconscious Structurai Abstraction Account of implicit Learning 

eber (1367, 1969, 7 '376. 7989) has explained implicit iearning by 

rizing that memory is capabk of veridicalty representing the complex 

e of the environment. Reber has argued that when peopte are faced with 

stirnufi conforming to underfying strtlctwal regularities, such as exemplars 

conforming lo the ruies rsf an artificiaf grammar, an automatic process abstracts 

those structural regutarities into an internalized representation which, in turn, 

sponsors structura! sensitivity. The structure of an artificial grammar is 

inlernaiimed in a form Ittat although not identicat to the formal Markovian 

syslm. k sfill "deep. tibstrac:. and representative of the structure inherent in 

the fifsdeciying invariance pat:erns of the  stimuIus environment" (Reber, 1989, 

p.226), 

by providing ealidefm~e that subjecls, given standard training, do not use rules 



that misrepresent that underlying structure. Specifically, Reber argued that a 

knowledge base which misrepresented the underlying general structure of the 

domain would came consistent misclassification of items presented more than 

once at test. fn contrast, he argued that a knowledge base that represented the 

general structure of the domain would result in consister3 correct classification 

of test items presented more than once. Summarizing the results of nine 

experiments with learning conditions claimed to be neutral, all similar or 

identical to the standard conditions summarized above, Reber reported that 

subjects did not make more errors classifying the same items twice than would 

be expected by estimates of chance. However, these same subjects did correctly 

classify the same items twice more often than would be expected by estimates of 

chance. Therefore, Reber concluded that subjects were inducing and utilizing 

only representative, veridical rules. However, beczuse classification 

performance was fess than perfect, Reber concluded that the rules acquired were 

incomplete representations of the underlying structure. 

The Instance Account of Jrnpiicit Learning 

The first response to Reber's theory of implicit learning was made by Brooks 

(1978) who provided an alternative account of implicit learning and concept 

learning in general. Brooks argued that the acquisition of a concept does not 

involve abstraction across all experienced instances of a cafegory in order to 

create summary representations like a prototype or a set of analytic rules, but 

instead, involves storing aff experienced instances. According to the instance 

view, a novel grammaticai stimuius is ciassiiied by an anatogy to a simiiar 

instance. For example, seeing a stimulus (e-g., a dog), causes memory to 



automatically access a highly similar instance along with the information that it 

was a dog, and by anaiogy the new stimulus is classified as a dog. Brooks argued 

that the unconscious abstraction of rules across instances of a grammar, although 

sufficient to explain grammar learning under standard conditions, may be 

unnecessary; knowledge may be distributed across representations of individual 

instances. 

To demonstrate the power of the instance view, Brooks (1978) performed an 

experiment using two artificial grammars and a paired-associate learning 

procedure. In training, exactly half of the letter strings generated from each 

grammar were paired with an animal associate and half with a city associate. 

This ensured that an item's grammatical status could not be predicted by the 

city/animal status of its associate. However, unknown to the subjects, the 

anirnal and city associates could be divided into a nonsalient second category that 

did perfectly predict an item's grammatical membership. Specifically, ail letter 

strings generated from one grammar were paired with an animal or city from tbLe 

New World, and ail letter strings generated from the other grammar were paired 

with an animal or city from the Old World. Therefore, !he nonsalient New 

WorldiOld World status of letter string's associate was perfectly predictive of its 

grammatical membership. In training, subjects memorized the letter strings 

and their associates. They were not aware that they were in a grammar learning 

experiment. With respect to the associates, subjects reported only being aware 

of the nonpredictive cityfanimal category and not the critical New WorldlOld 

World category. Therefore, the subjects were not aware, until informed just 

before test, that the New WorldiOfd Worid status of a letter string's associate 



was perfectly predictive of its grammatical status. Nonetheless, subjects were 

successful in sorting novel items into the two grammatical categories. 

Because subjects, while learning, were unaware of the critical New 

WorIdlOld World associate category, Brooks (1975) argued that subjects were 

not simultaneously abstracting the two different grammatical structures. In 

support of this view, another group of subjects performed the same acquisition 

task with the New World and Old Wor!d associates randomly asslgned to the 

training items. These subjects experienced the same grammatical items but, 

contrary to the predictions of an automatic abstraction account, had no ability to 

discriminate between the two grammars. Therefore, subjects could onfy 

criminate between the two grammars when they could utilize the critical New 

orld/OId World associate category at test. Brooks concluded that successful 

categorization of novel grammatical items in this experiment must be based upon 

the use of analogies to similar grammatical items stored in memory with their 

associates. For example, the test string MRMRV might seem similar to the 

training string MRRMRV which was associated with Vancouver. Because 

Vancouver is a New World city, the subject might decide that the test string is 

also from the New World category. Although the utilization of instances appears 

to be very explicit in this case, under other circumstances the influence of 

instances on categorization can be entirely implicit (Allen & Brooks, 1991; 

Jacoby & Brooks, 1984; Vokey & Brooks, 1992). 

The strength of an instance account to explain grammatical sensitivity is 

further enhanced if, as Vokey and Brooks (1992) suggested, it is assumed that 

classification depends not simply on the most similar instance as suggested by 



Brooks (1978), but rather, on the simultaneous similarity of the current 

stimufus to multiple known instances retrieved in parallel (Estes, 1986; 

Hintzman, 1986; Nosofsky, 1988; Whittlesea, 1987). This multiple item 

retrieval would allow wide generalization to novel grammatical items without 

necessitating the unconscious abstraction of a set of rules. In fact, this form of 

on-fine computation, involving the simultaneous averaging of stored episodes, 

produces sensitivity to many of the statistical properties of a domain. 

Moreover, this form of on-line computation can give identical results to the pre- 

cornpution performed by models generating summary representations such as 

prototypes or rute-sets (Estes, '1986). Therefore, either pre-computation and 

on-line co~putat ion could be responsible for grammatical sensitivity under 

standard training conditions. 

Instanses Versus Structural Abstraction 

!n reply to Brooks (19781, Reber and Allen (1978) agreed that under some 

circumstances, such as paired-associate learning, the memory base supporting 

grammatical decisions is in the form of specific instances, but under other 

circumstances, such as learning under an observation procedure, the memory 

base is an abstract representation of the rules of the grammar. Reber and Allen 

argued that memory deploys either a rule abstraction procedure or a more 

concrete instance-based procedure under the guidance of "the type of material to 

be learned, the way it is presented, one's expectations about the task, and one's 

previous success with these procedures" (p. 219). Reber (1989) added that in 

the pure implicit acquisition mode, in which no overt request or experimental 



manipulation causes the use of etaborative operations, the default procedure is 

abstraction. 

Reber and Allen (1978) argued that the differences in recognition and 

classification performance between subjects given paired-associate training and 

subjects given observation training supported their dual-knowledge model. 

Observation training required the subjects to simply pay attention to the items 

presented. Reber and Allen suggested that instance-based memory 

representations, when compared to abstraction-based representations, should 

support greater item-knowledge, as measured by item recognition, but less 

generatization to novel items, as measured by classification accuracy. In Reber 

and Allen's study, paired-associate learning resulted in reliably better 

recognition of old items and reliably poorer generalization to novel grammatical 

items when compared to observation learning. Therefore, they concluded that 

paired-associate learning supports the development of a knowledge base of 

instances and observation learning supports the development of an abstract 

representation of the rules of the grammar. This conclusion was also supported 

by the fact that subjects given paired-associate training were ten times as likely 

to justify their classification decisions by using the words "it reminds me of", 

which was hypothesized to be a form of justification that should result from the 

utilization of instance-based knowledge. 

This variable item-knowledge znd generalization, under control of the 

induction task, can be explained by the Reber and Affen (1978) model 

postulating two modes of learning. However, it could also be explained by a form 

of exemplar model postulating only one mode of learning. Vokey and Brooks (in 



an unpublished version of their 1992 article, as cited by McAndrews and 

Moscovitch, 1985) suggested that an exemplar model tightly linking item 

individuation and breadth of generalization could explain Reber and Allen's 

results. 

The account proposed by Vokey and Brooks suggested that encoding 

manipulations could affect the degree of item individuation, and if items are very 

well individuated, they would not support wide generalization to novel items. 

However, these highly individuated items would be easily recognized, indicating 

good item-knowledge. With respect to the !wo tasks used by Reber and Allen 

(19?8), this exemplar model would predict that paired-associate training leads 

to greater item individuation than does observation. Therefore, this model would 

also predict that paired-associate training should support greater item 

knowledge as measured by recognition, but less generalization as measured by 

classification. This is the result reported by Reber and Allen in support of their 

model postulating dual modes of learning, 

Therefore, the results provided by Reber and Allen (1978) can be explained 

by a model of instance learning alone, or a model including both instance learning 

and abstraction. To determine which model better explained artificial grammar 

learning, Vokey and Brooks (1992) and McAndrews and Moscovitch (1985) 

attempted to test instance models against dual-knowledge models. Both sets of 

researchers attempted to test these models by unconfounding specific similarity, 

the similarity of one test item to one training item, with grammaticality, the 

similarity of one test item 

unconfounding of specific 

with the entire set of 

and general similarity 

training items. This 

provides the experimenter with 



the ability to interpret the source of generalization. Any influence of specific 

similarity, independent of grammaticality, can be interpreted as the effect o i  a 

single, highly similar item in memory controlling classification. In contrast, 

any influence of grammaticality, independent of specific similarity, can be 

interpreted as the effect of knowledge pooled across items controlling 

classification. This latter effect could result from an abstract representation of 

the rules of the grammar, or parallel access to multiple items at retrieval. 

The results of Vokey and Brooks' (1992) experiments demonstrated that both 

the specific similariiy and the grammaticality of the stimuli are determinants of 

classification performance. However, under various encoding condiiions 

introduced to influence the degree of item individuation, ranging from standard 

memorization to mnemonic training, variation in the influence of the specific 

similarity of the stimuli did not result in a compensatory variation in the 

influence of the grammaticality of the stimuli. Instead, across encoding 

manipdations, there was no clear tradeoff between the influence of the specific 

similarity and the grammaticality of the test stimuli. 

These results indicated that there is a complex mechanism governing the 

variable utilization of the different sources of information available to support 

classification. This complex mechanism is not part of either the dual-knowledge 

or instance positions. The difficulty facing both types of model centers around 

their inability to explain why the variation in the effect of specific similarity did 

not result in a compensatory variation in the effect of grammaticality. The dual- 

knowledge position (Reber & Allen, 1978) cannot explain this result because it 

suggested that any training which encourages item individuation, such as 



mnemonic training, should cause a switch from the default abstraction mode to an 

instance learning mode. This switch to the instance learning mode should cause 

subjects, at test, to ,sly upon the specific similarity of the test item to a well 

learned instance (Reber & Allen, 1978). Importantly, this switch should always 

be accompanied by a smaller reliance upon the grammaticality of items which is 

hypothesized to be a result of the alternative, abstraction mode of learning. 

However, across encoding manipulations in the experiments reported by Vokey 

and Brooks (1992), there was no dear tradeoff between two neatly defined 

modes of learning controlled by the requirements of the training task. 

This same result causes problems for the modified instance account of 

grammar learning proposed by Vokey and Brooks (as cited by McAndrews & 

Moscovitch, 1985) which proposed that an increase in item individuation causes 

a decrease in the breadth of generalization to novel test items. It does not appear 

that an increase in item individuation necessarily decreases the breadth of 

generalization to novel grammatical items. Therefore, neither position can 

easily handle the variable impact of different encoding instructions on item 

knowledge and the breadth of generalization to novel grammatical items. 

Thus, the dual-knowledge position (Reber & Allen, 1978) and the instance 

account (Brooks, 1978; Vokey & Brooks, 1992) have led to experiments 

demonstrating the variab!e reliance of classification performance on different 

forms of information, but these two theories have been unable to clearly 

disentangle the mechanisms underlying this variation. 



The Fraamentarv Knowledae Account of Implicit Learninq 

In addition to the instance-based and abstraction-based representations, 

other possible forms of representation have been hypothesized to support 

sensitivity to the structure of an artificial grammar. With respect to the 

complexity of the structure necessary to support grammaticai sensitivity, 

Perruchet and Pacteau (t 990) have provided the simplest account of 

grammatical knowledge. They argued that fragmentary knowledge of legal side- 

by-side letter pairs (bigrams) extracted from grammatical training items, in 

addition to knowledge of the acceptable initial and final fetters in grammatical 

items, is sufficient to explain the results obtained in standard tests of 

grammatical sensitivity. 

To demonstrate this point, Perruchet and Pacteau conducted an experiment in 

which subjects memorized legal bigrams whose frequency of presentation 

matched their frequency of occurrence in the entire set of grammatical training 

strings. They demonstrated that in a standard test of grammatical sensitivity 

these subjects performed as well as subjects who had memorized whole 

grammatical training items. Moreover, the results of another test measuring 

recognition of legal and illegal bigrams following standard item memorization 

were included in a simulation programmed to make a judgment of 

"nongrammatical" for any test string conlaining at least one bigram not 

recognized by individual subjects. This simulation predicted the actual 

classification performance of subjects in a standard grammar learning condition 

They concluded that under standard grammar learning conditions subjects 



memorizing whole training items may only gain knowledge of permissible 

bigrams. 

Because the location of legal bigrams within items is constrained (e-g., MT 

might occur exclusively in the first and second position of legal strings), it is 

possible that subjects may learn not only bigrams but also their positional 

dependencies. To test this possibility, Perruchet and Pacteau (1 990) analyzed 

their data in terms of nongrammatical test items that violated the rules of item 

construction by including illegal bigrams and those violating the rules by 

including legal bigrams in itlegal positions. The results of their analysis 

demonstrated that in the usual grammar learning paradigm a small amount of the 

grammatical sensitivity may stem from correct rejection of nongrammatical 

items with permissible bigrams in impermissible positions; that is, subjects 

were sensitive to the positional dependencies of legal bigrams. However, because 

this effect was small Perruchet and Pacteau down-played the importance of 

positional information under standard grammar learning conditions. 

The potential sensitivity of subjects to the positional dependence of bigrams 

was further examined by Dienes et al. (1991). Using a sequential letter 

dependencies (SLD) test, they were able to directly tesl subjects' sensitivity to 

the positional dependencies of bigrams. This test required subjects to state which 

letters were allowed to follow a stem of one to five letters extracted from the 

beginning of a grammatical item. They demonstrated that subjects, after 

receiving standard memorization training, were sensitive to the positional 

dependence of bigrams. In contrast, sensitivity to the positional dependence of 

bigrams was absent when subjects were required to simultaneously generate 



random numbers and study the training items. Therefore, it appeared that 

knowledge of both valid bigrams and their positionai dependencies were learned 

under standard conditions; however, it also appeared that the knowledge of 

positionai dependencies developed only after more extensive practice than is 

necessary to simply learn the bigrams independent of their positions. 

Adding to this line of research, Servan-Schreiber and Anderson (I  990) 

demonstrated that when subjects received extended practice memorizing the 

letter strings (to a criterion of two successive correct reproductions of each set 

of five exemplars), their performance could be simulated by a model postulating 

that subjects learned small chunks (bigrams and trigrams) of each letter string 

and then integrated these small chunks into a hierarchy of more encompassing 

chunks. In support of the contention that chunking is an important process 

involved in artificial grammar learning, Servan-Schreiber and Anderson induced 

subjects to chunk the letter strings in a way consistent with the specific 

organization imposed by the training presentation. As a 

manipulation, subjects were least sensitive to violaticns 

occurred between the chunks of specific letter sequences 

result of this training 

in letter ordering that 

they had originally 

encoded. Subjects were most sensilive to the violations that occurred within the 

chunks of specific letter sequences that they had originally encoded. Importantly, 

they also demonstrated that subjects not induced to chunk the items by some overt 

manipulation also showed this same dependence upon chunk preservation. 

Therefore, it would appear that under standard memorization training with 

grammatical items knowledge of bigrarns and possibly trigrams develops along 

with some knowledge of the positional dependencies of these groupings, and then if 



more practice memorizing items is allowed, bigrams and trigrams are integrated 

into even larger groupings forming representations of whole items. It is also 

possible that the entire set of small, intermediate and item sized "chunks" are 

represented in an all-encompassing hierarchica! network of "chunks" (Servan- 

Schreiber 8 Anderson, 1990), 

Fraamentarv Knowledae Versus Structural Abstraction 

On the surface, describing the form of the knowledge acq~tired in standard 

artificial grammar learning conditions as bigrams, trigrams and their localions 

contradicts Reber's (1989) contention that subjects acquired knowledge that can 

be characterized as deep, abstract, and representative of the structure 

underlying the stimulus environment. Avoiding this contradiction, Reber 

(1989; Reber & Lewis, 1977) claimed that the knowledge acquired in implicit 

learning is in the form of permissible bigrams, but that this knowledge of 

bigrams reflects the deep structural characteristics of the grammar. Reber and 

Lewis ciaimed that memory first abstracts the bigrams that have the highest 

relational invariances and then abstracts the less invariant bigrams. This 

abstraction, supported by sensitivity to the deep structural reguiarities of the 

domain, was hypothesized to be independent of the frequency of bigram 

occurrence in the training set. To support this position and refute any account of 

grammar learning positing that subjects are simply sensitive to the frequency of 

bigram occurrence in the training set, Reber and Lewis provided the results of an 

anagram solution iesi. This test required sttbjecis to tinscrambte aiiagrams, 

randonly mixed ieiiers from novef grammatical items, into gramrnalicai items. 

The frequency with which each bigram occurred in the subject's solutions to the 



anagram task was then correlated with: a) their frequency of occurrence in the 

training strings (L = B4), and bf their frequency of occurrence in the entire set 

of grammatical items (1 = -72). From these data, Reber and Lewis concluded that 

subjects were "learning the overall structurat relations that hold between 

tters and letter pairs and not simply logging frequencies [of letter pairs in the 

training set]'"(p. 347). 

However, Perruchet and Pacteau f 1990) uncovered several important 

biems with Reber and Lewis' (1 977) study, Specifically, Perruchet and 

Pacteau suggested that the impact of three methodological factors in the study 

onducted by Reber and tewis coutd expfain the fact that the frequency of 

occurrence of bigrams in the anagram solutions most closely matched their 

frequency of occurrence in the entire set of grammatical items, and not their 

frequency of occurrence in the training set. First, Perruchet and Pacteat: pointed 

out that the variance in the distribtttion of bigram frequency of fhe items selected 

for training was approximatery one ninth of the corresponding variance 

calculated for the entire set. This comparatively low variabitity in the training 

bigram frequency distribution cotlfd fead to the result reported by Reber and 

Lewis because it makes it difficult to obtain as high a correlation with the bigram 

frequency of the whole set. 

Second, Perruchet and Paetear! (1990) pointed out that the  individual letters 

used to create the anagrams were more representative of the frequency of 

Individual !etters in the entire set than the frequency of individual ietters in the 

fraining set. This resiriclion would naitrrziiy cause the bigrams, created by 



combini~g this restricted set of individual fetters, $0 match the bigrams in the 

entire set more closeiy than the bigrams In the lraining set. 

Third, Perruchet and Pacteau (1990) pointed out that the bigrams that were 

underrepresented in the original training list were highly salient "doublets" 

(VV, XX, TT) and a highly salient abbreviation fTVj; however, the bigrams that 

were overrepresented were non-salient (PV, XS and PX). As a result, a 

misrepresentative overuse of these highly salient and easily memorized bigrams 

in the subsequent anagram solution task would reduce the overai! correlation 

beiween the bigiam frequency in the training set and the anagram solution test. 

Together, these three biases raise questions about the proper interpretation of 

Reber and Lewis' (1 977: results because none of them require more than "the 

ubiquifous ability to learn pairwise associates" (Perruchet & Pacteau, 1990, p. 

273) .  

In the absence of Reber providing a piausibfe mechanism lo expiain how 

memory gathers bigram kaol~viedge under the guidance of deeper knowledge of the 

underiying grammatical structure, and how this deeper structure is apprehended 

in the first place, the arguments made by Perruchet and Pacteau (3990) are 

compelting, It is far more parsimonious to suggest that subjects in the standard 

grammar learning paradigm simply iearn bigrams and to some extent their 

positional dependencies. 

marnentarv Knowledae in the Form of Condition-Action Rules 

Mathews and his associates jDrt;tian & Mathews, 1989; Mathews, 1990; 

Mathews, f 991 Mathews et at., 1989; Roussel, Mathews & Druhan, 1990) 

have argued that bigrams and trigrams and their positional dependencies may be 



internalty represented in the form of specific condition-action rules. To develop 

this position, Druhan and Mathews (1989) have created a model, THlYOS (THe 

Ideal Yoked Subject), based upon the classifier systems proposed by Holland, 

Hofyoak, Nisbett and Thagard (4986). THIYOS was originally used by Druhan 

and Mathews to mimic the performance of yoked subjects given the verbal 

protocots created by subjects who had performed in the Mathews et at. (1989, 

Experiment I )  grammar learning experiment. In the condition that was 

simulated, subjects performed in a string discrimination task in which they had 

to seted one of five exemplars presented as grammatical. The set of exemplars 

was composed of one grammaticat exemplar and four nongrammaticat exempiars. 

Subjects were given feedback after each trial and the correct choice remahed on 

the screen for five seconds. After every ten trials they had to verbalize "teach- 

aloud instructions" to an "unseen partner" who was atso performing the task. 

These verbal protocols of each subject were g i v ~ n  to a yoked subject who 

performed the same task without feedback. This practice continued for 200 

trials per week for thee weeks- 

THWOS performed the string discrimination task by first storing the verbal 

protocols of human subjects modified into specific condition-action rules (for 

example. if the string begins with SCT then choose it) and then modified again 

into a specific format amenable to computer programming. These rules competed 

for control of response setection based upon the parameters of strength, 

specificity and suppart from other rules. In this model the strength of a rule was 

based upon its past success in guiding ctassification, the specificity of a rule was 

based on the number of the positions within a string it uniquely specified, and the 



support for a rule was based on the number of other rules that were in agreement 

with the decision it  indicated. In a first round of bidding, the rules were 

compared with the stimuli presented and the strongest rules that match the 

stimt~li were sent on to working memory. Once in working memory, these rules 

"can be consciously manipulated based on their strength, specificity and support" 

(Druhan & Mathews, p. 7). This conscious manipulation was modelled by an 

equation calculating a second set of response bids for every rule. A bid was 

created for each rufe by substituting the specific values of the parameters 

(strength, specificity and support) attacbad 10 each competing rule, weighting 

them, adding them together and multipljing tks result by a constant. The highest 

bidder govsriled the response made arid, if the system was given feedback, had its 

strength increased if it led to correct classification or decreased if i t  led to 

incorrect ciassificatio~. Without feedback, this system performed ai a level 

similar to that of human yoked subjects. Moreover, the inclusion of feedback 

allowed this system to perform at a level similar to that of the original subjects. 

Roussei, Mathews and Druhan (1990) modified THIYOS by adding a 

"forgetting" algorithm which allowed it  to retain a subset of features of any item 

the exisfing system declared grammatical. These features were coded in the form 

of a rule that said to select strings with those features. Roussel et al. also added 

an internally generated feedback algorithm which responded to the structure of 

Ihe exemplars presented. These modifications allowed the system to learn 

without the input of the rules generated from subjectsberbalizations and 

without feedback; in fact, i t  learned so welt it performed well above chance on the 

two grammar tasks it was tested on. However, Roussel et al. reported that human 



subjects in the Mathews et at. (1989) study did not exceed chance on the same 

tasks. Roussel et al. explained that these differences resuited from human 

subjects explicitly generating and maintaining hypotheses of tittle or no validity 

while THIYOS did not. 

Mathews and his associates are strict believers in the psychological realism 

of their computational model: they assume that their computational model 

(THIYOS) is the psychological model of implicit grammar learning (cf. Mathews, 

1991). This psychological model involves human memory re-coding the 

features (sequences of letters and their locations) of items deemed to be 

grammatical into specific condition-action rules that could unconsciclusly 

compete to create optimal relative strengths for each competing rule (Mathews, 

1991). The rules themselves are variably available to consciousness depending 

upon their strength, but the mechanisms creating these rules, selecting them for 

consciousness and optimizing their strength, are not. Once in consciousness 

rules are manipulated according to an equation based upon their strength, 

specificity and support.l In summary, their belief that a "good theory of 

implicit learning is close at hand" (Mathews, 1991, p. 1 18) revolves around Ihe 

It is difficult to interpret what Mathews and his associates meant when they 

stated that their second bidding process is "conscious". Clearly, subjects in their 

experiment were never aware of substituting numbers into a complicated 

equation. Mathews and associates appear to assume that working memory and 

consciousness are very tightly linked. However, if this bidding process occurred 

in working memory, it would not have to be available to consciousness. Only the 

end result, in the form of a rule or a decision, would have to be made consciously 

available. 



notion that "a large part of the nonverbalized, tacit knowledge acquired about an 

artificial grammar appears to be the optimal relative strengths of competing 

rules resulting from the nonconscious rule-tuning" (Druhan & Mathews, 1989, 

P. 8). 

Contrary to the statements made by Mathews and his associates, the limited 

success demonstrated by TI-!iYOS does not indicate, by any means, that there is a 

psychological process occurring analogous to the processes performed by THIYOS. 

Although such a representation of knowledge successfully simulated experimental 

results to some degree, it does not mean that it is relevant to any actual 

psychological process (cf., Kolers & Smyihe, 1984, for detailed arguments 

concerning this issue). In fact, any number of alternative representation 

systems can explain a small set of results from psychological experiments 

(Anderson, 1978, 1979). Therefore, when a number of very different accounts 

have the ability to explain a srnali set of behavioral results, the ability to explain 

these results becomes an insufficient reason to prefer any one of those accounts. 

With respect to implicit learning, Servan-Schreiber and Anderson's Competitive 

Chunking Model (1990j, the PDP model created by Kushner, Cleermans and 

Reber (1991) and THIYOS. all with radically different processing and 

representation systems, can all adequately explain a specific set of behavioral 

results. Because such a d~verse set of models can explain the results of artificial 

grammar learning studies, the only true support for any model must come from 

the results of psychological experiments, in which each model makes numerous 

specific and unique predictions (cf., Anderson, 1978, 1979, for arguments that 

even this may not be sufficient). The validity of THIYOS as a psychological model 



of implicit learning will be discussed briefly with respect to the psychological 

data it is based upon, and later with respect to the studies presented in this 

thesis. 

THIYOS is an attempt to simulate a set of results from psychological 

experiments and, as yet, has made no actual predictions concerning artificial 

grammar learning. It is a computational model with possible relevance as a 

psychological model. This distinction between computational and psychological 

models is an important one. For example, there are computational models 

successfu! at playing chess at the Grand Master Level; however, such models may 

or may not have relevance to psychologists with respect to their ability to act as 

models of how expert humans play chess (Kolers & Smythe, 1984). On the 

whole, such models seem to tell us little about human chess expertise. However, 

there are other computational models such as Servan-Schreiber and Anderson's 

Competitive Chunking Model (1990) which can also inform psychoiogists about 

human performance by acting as psychological models. The Competitive Chunking 

Model is a successful model within a limited domain because it is backed by 

behavioral evidence that supports its main operating assumption. This 

assumption states that people chunk informatiofi, and in the domain of artificial 

grammar this has very specific behavioral consequences. This model, in fact, 

predicted and modeled the findirigs presented by Servan-Schreiber and Anderson 

(5990) in a more specific way than any other psychological model. To be 

similar in its ability to act as a valid psychological model THIYOS must also lead 

to interesting psychological predictions which it is capable of modetling (Estes, 

1986; Kolers & Smythe, 1984). 



One possible form of confirmation for THIYOS would be finding behavioral 

support for its representational assumptions. Mathews and his associates made 

the suggestion that the verbal reports given by subjects were a valid index of the 

form of the representation of knowledge implicitiy supporting decisiorrs 

(Mathews et al., 1989). In fact, they justified the use of rules in their model on 

the nature of the verbal reports of the subjects in a number of experiments 

conducted by Mathews et al. (1989). If it could be demonstrated that the 

verbalized knowledge given by subjects following the teach-aloud procedure was 

in the form of condition-action rules, which were hypothesized to be consciously 

available, then there wouid be at leas! some support for the psychological 

relevance of THIYOS. However, even this would be exceptionally weak support: 

verbal statements in the form of condition-action rules could be a product of the 

"teach aloud procedure", rather than a reflection of true "implicit" knowledge. 

Statements in the form of "if yol: see X then choose that string" are the most valid 

of any possible verbal information that can be explicitly generated by subjects 

and then passed on in verbal form. This in no way means that the knowledge 

fostering implicitly-driven decisions is in a corresponding form. Almost any 

information about the features of items could be reformulated into a condition- 

action rule by either the experimenter, a computer induction routine, or the 

subjects themselves attempting to come up with something to say into a tape 

recorder. Thus, even if the subjects did speak in perfect condition-action rules 

there is no reason to believe that this was the form of their implicit knowledge. 

To underscore this point, Alien and Brooks (1991) demonstrated that even when 

subjects were given a very simple, perfectly predictive rule in verbal form to 



categorize simple stimuli their performance relied on prior episodes rather than 

rule automatization. 

This argument against the validity of verbal reports as an index of implicit 

knowledge, although powerful, is perhaps unnecessary because the verbal 

reports given by subjects were not in the form of condition-action rules as they 

should have been if they are a direct reflection of implicitly-held knowledge. In 

fact, Druhan and Mathews (1989) thanked their scorer for "translating scores 

of verbal transcripts into regular expressions that could be parsed into 

classifiers" (p. 9). Therefore, there is no evidence that human subjects are 

using rules in the form necessitated by THIYOS even though some of those rules, 

as argued by Mathews and his associates, should be directly available to 

consciousness. 

The most critical problem that may totally undercut the validity of TWIYOS as 

a psychological model of implicit learning IS the fact that it was based upon and 

simulated situations in which subjects may have learned explicitly. The most 

successful simulation was conducted by Druhan and Mathews (1 989) who used 

the data from two human subjects who performed a task, described above, which 

would appear to orient the subjects toward active, explicit hypothesis testing. 

Subjects made their choice of the most grammatical item out of a set of five 

items, and then were given feedback in the form of the correct answer. 

Therefore, subjects were given every opportunity to form and test explicit rules 

about the correct stimuli on each trial and, in fact, they were encouraged to do so 

by the fact they had to verbalize their knowledge every ten trials. 



Surprisingly, Roussel et al. (1990) argued that it was their no-feedback 

condition, similar to the more usual grammar learning conditions, that caused 

subjects to suddenly use "explicit processes". These explicit processes were 

hypothesized to cause the generation of invalid rules, thereby interfering with 

the usual implicit processes that occurred with feedback. Their only evidence 

supporting this claim was that explicit processing, invoked by instructions to 

search for rules, has been reported by Reber (1976) to cause poor performance 

on grammar learning tasks. However, this seems rather weak evidence 

considering that this same instructional manipulation was a part of the Mathews 

et al. (1989) study and had no reliable effect on learning (cf. Dienes et al., 

1990; Duiany et al., 1984; Perruchet & Pacteau, 1990, for other failed 

attempts at replicating Reber, 1976). Therefore, Roussel et at. must argue that 

giving subjects instructions to explicitly search for rules does not lead to 

axplicit processing, but removing feedback does. 

A much simpler account of the Mathews et al. (1989) study is that the nature 

of the learning task, which included extended practice and verbal justification 

every ten trials, caused subjects to use explicit rule generating strategies in the 

absence or presence of feedback or instructions to proceed exp!icitly, and that 

this explicit strategy was successful only when the feedback supported the 

selection of appropriate rules. Therefore, subjects in the task being modelled by 

Mathews and his associates were very likely using explicit knowledge. 

It does not appear that there is any evidence suggesting the model presented 

by Mathews and his associates is relevant io the psychological phenomenon of 

implicit learning. The formation of condition-action rules and their optimization 



is a well defined "in principle" method by which implicit learning could occur. 

Although bigrams and their positional dependencies can be described as 

condition-action rules, there is no evidence that there is a psychologicai 

mechanism that performs this transformation. 

The Importance of Transfer Across Letter Seb 

Although Reber's theory of implicit learning has been placed in question by 

the numerous studies on the standard grammar learning conditions, a line of 

evidence still exists suggesting that there is more to grammar learnir-ig than 

simply coding items or parts of items. This evidence comes from studies in 

which subjects classify test items instantiated upon a letter-set different from 

the one used to instantiate the training items. For example, subjects might study 

grammatical items instantiated upon the letter set (M, T, V, R ,  X} and then at test 

classify grammatical and nongrammtical items that have been translated into the 

letter set (Z, J, F, K, L}. For exarnp!e, by consistently replacing every M with a 

Z, every T with a J, every V with a F and every R with a K, the item MTRVM 

becomes ZJKFZ. Experiments by Reber (1969) and Mathews et al. (I 989) have 

demonstrated that the knowledge gained from memorizing grammatical items 

instantiated upon one letter set can support grammatical sensitivity to items 

generated from the same grammar but instantiated upon a different letter set. 

Reber (1989) claimed that this changed letter-set transfer cannot rely upon 

knowledge that is based or1 the superficial physical form of the stimuli. Instead, 

it must rely upon "knowledge of the deeper, more abstract relations that can, in 

principle, be said to underlie themn (p. 225). Reber's full argument can be 

stated as follows: I) strong transfer across letter sets demonstrates that the 



knowledge supporting grammaticaf sensitivity is not tied to the specific letter- 

set on which the training items are instantiated; 2) a knowledge base consisting 

of only learned instances or parts of instances would be tied to the letter set used 

to instantiate the instances, and therefore; 3) the knowledge base that leads to 

strong changed letter-set transfer cannot consist of learned instances or parts of 

instances. Reber concluded by postulating that the only possible form of 

knowledge not tied to the letter set used to instantiate items, and therefore the 

form of knowledge that must govern changed letter-set transfer, is a mental 

representation of Ihe abstract rule-governed regularities that define the 

structure of the domain. 

Mathews and his associates (Mathews, 1990, 1991 1 Mathews et at., 1989) 

are in general agreement with Reber's claim. Mathews (1991) reported that 

THIYOS, the rule induction system, could perform above chance on changed 

letter-set transfer tests if the occurrence of repeated letters or runs and their 

spatial locations were transformed into specially created condition-action rules. 

It is generally accepted that Reber (1989) was correct in stating that a 

knowledge base consisting of parts of items (e.g., bigram knowledge proposed by 

Perruchet & Pacteau, 1990) cannot account for changed letter set transfer. For 

example, Mathews (1990) argued that sensitivity to the grammatical status of 

items across letter sets necessarily involves location information. In addition, 

Servan-Schreiber and Anderson (1 990) conceded that their model of grammar 

!earning, relying on chunking of particular ietter sequences, could not explain 

changed letter-set transfer 



However, Reber's proposition that a knowledge base consisting of whole 

instances cannot explain this form of transfer has been contested. Brooks and 

Vokey (1991) proposed a mechanism by which changed letter-set transfer could 

be supported by similarity to a set of learned instances. Introducing the term 

abstract analogy (Gentner, 1983) to the artificial grammar paradigm, Brooks 

and Vokey pointed out that there can be an abstract similarity between items 

instantiated upon different letter sets. For example, MXRVVVM can be considered 

similar to BDHCCCB because they both begin and end with the same letter and 

have a repeated letter triplet in the same position. They claimed that whole 

instances are stored in memory and classification is governed by a similarity 

mechanism; if a test item is similar enough to an item stored in memory on an 

abstract, relational dimension then the person will call the item grammatical. 

In an attempt to test their position, Brooks and Vokey (1991) used materials 

in which the similarity of test items to specific training items was unconfounded 

from the grammaticality of the test items. They concluded from the results of 

their study that changed fetter-set transfer, similar to same letter-set transfer, 

was supported by both specific similarity to individual training items and by 

generai similarity to the whole set of training items. The latter, according to 

Brooks and Vokey (1991), could be explained either in terms of an abstract 

representation of the grammar or the abstract similarity of each test instance to 

multiple training instances stored in memory. 

In summary, strong arguments based on demonstrations of changed letter-set 

transfer have not settled the debate over what form of representation supports 

grammatical sensitivity. 



A Processing Framework of Memory 

The accoutits of implicit learning that have been reviewed all differ in the 

kind of structure that they require the mind to acquire while learning. Although 

some accounts stress that the mind is sensitive to bigrams, some whole instances, 

and still some others abstract rules, they all stress a particular form of 

structure and how this structure, once transferred to memory, can explain 

grammatical discrimination. There is, however, another approach to the nature 

of learning. This approach, exemplified by memory for procedures (e.g., Kolers, 

1979; Kolers & Roediger, 1984). focuses on the specific operations that the 

mind performs in order to deal with stimulus structure. This view stresses the 

critical importance these operations have in determining the knowledge base 

acquired, and the highly specific ability of that knowledge base, once acquired, to 

support later performance. 

Kolers' approach. focussing on the operations performed in dealing with 

stimuli, combined wi:h concepts such as encoding variability (Martin, 1 W I ) ,  

encoding specificity (Tulving & Thompson, 1973) and transfer-appropriate 

processing (Morris, Bransford 8 Franks. 1977), is the backbone of a theory of 

memory focussing on the processing performed when dealing with stimuli (e.g., 

Jacoby, 1983; Roediger, Wefdon & Challis, 1989: Whittlesea, 1987; 

Whittlesea & Brooks, 1988; Whittlesea & Cantwell, 1987). This general 

processing framework, primarily based upon the ideas put forward by 

researchers in the 1370's (e.g., Craik & Tulving, 1975) to explain performance 

on explicit tests of memory, has been extended by current researchers to explain 

performance on implicit tests of memory and dissociations between implicit and 



explicit tests of memory (e-g., Jacoby, 1983; Masson & Macteod, f992;  

Roediger, 1990; Roediger, Weldon & Challis, 1989). 

In addition, by clearly defining the processing framework and its 

implications, Whittlesea and his associates have been able to demonstrate its 

breadth and scope, using it to explain phenomena as widely divergent as the word 

superiority effect (Whittfesea & Brooks, 1988)? pseudoword perception 

(Whittlesea & Canhvell, 19871, semantic priming (Whittlesea & Jacoby, 

1990), illusions of memory driven by perceptuaf and conceptual fluency 

(Whittlesea, 1392; Whitt!esea, Jacoby & Girard, 19901 and sensitivity to 

typicality in clustered categories (Whittfesea, 1987). 

The Episodic- Processing Account 

The extended processing framework put forward by Whittlesea and his 

associates has been named the "'episodic-processing account" to reflect !he fact 

that it "emphasizes the processing conducted within particular experiences as the 

primary explanatory mechanism of memory, and that the processing conducted 

depends on the parlicular demands and affordances of the encoding episode" 

(Whittlesea & Dorken, 1992. p. 12j. Under this view, memory does not 

preserve stimulus structures. but instead preserves the products of operations 

performed in dealing with particular aspects of those stimulus structures. The 

representation formed in any given experience with a stimulus is driven by the 

perceived purpose of the encounter, which selects the processes to be performed 

in an interaction with the structure of the stimulus and the person's past 

processing experience. The s!ruclure of the stimulus and past experience, 



together, guide and limit the type of processing that may be applied to ihe 

structure of a stimulus, and the efficacy of that processing, once applied. 

Whittiesea (1987) conducted a set of experiments that demonstrated the 

power of the episodic-processing account's ability to explain variable sensitivity 

to structural regularities. Whittlesea demonstrated that systematic variation in 

the demands of an encoding iask had a farge and consistent impact on the 

sensitivity to the set-wise struciure, in this case typicality in a clustered 

category space, underlying a set of instances. Given the same training items 

carrying the same objective structure, but different encoding tasks, subjects 

weie sensitive to the typicality of a test item. or alternatively, the similarity of 

test item to a particular training item. This alternating sensitivity was 

predicted by an account postulating that slimuti are encoded as experienced and 

retrieved in paraliel. 

Specifically, Whittlesea (1987) concluded that this alternating structural 

sensitivity was a result of variable encoding of the training stimuli controlled by 

the learner's intentions, the demands of the encoding task and the affordances of 

the structure being processed. Encoding was found to be variable across encoding 

conditions. However, within each encoding condition specific forms of stimulus 

encoding resulted in specific representations of particular processing 

expsriences which served to se!ectively support later processing at test. This 

selective support could not depend exciusively upon the similarity of current and 

past objective structure which remained constmt across ei?r=oding conditions, but 

rather. depended upan the similarity of $he current and pas1 objeciive structure 

as It was processed. Therefore, sensitivity to generat structure, in this case 



typicality, of a set of items appeared to be supported by the preservation of 

distributed representations of particular experiences with the structure of 

individuaf items (Whiittesea, 1987: Whittlesea, Brooks & Westcott, 1992). It 

is this same form of memory which is hypothesized to underlie sensitivity to the 

grammatical status of items generated from a grammar. 

The Eoisodic-Processing Account and Implicit Learning 

According to the episodic-processing account, encoding variability and 

transfer-appropriate processing are important determinants of performance in 

the artificial grammar learning paradigm. Memory can process structure in 

many ways, with each having a particular influence on later performance. This 

influence on later performance is governed by the similarity between the 

operations performed in gaining knowledge about training stimuli and the 

operations necessary to efficiently apply that knowledge to the test task, 

The E~isodic Processina Account Versus Structural Accounts 

According to the episodic-processing account, the issue of whelher memory 

acquires bigrams, whole instances or set-wise structural abstractions is, in 

facf, a secondary issue. Memory is capabie of incorporating aff these forms of 

structure, but only under the guidance of specific operations performed to deal 

with these forms of structure. However, itie principie of encoding variability 

states that even once incorporated, memory does not hold these forms of 

structure in some standard format, but rather, as they were processed. 

According io ihe episodic-processing account, ior example, art insiance is stored 

in memory in the way it was originally processed for a particular purpose. The 

use of mnemonic training by Vokey and Brooks (1992) to create "highly 



individuated" instances may not cause memory to code the instances per se, but 

rather, may cause memory to code the operations performed in generating the 

mnemonics, repeating them and making them meaningful. According to the 

episodic-processing view, it is the highly distinctive products of the operations 

performed upon instances, rather than the instances themselves, that are 

preserved by memory and guide future performance. The episodic-processing 

account is, however, similar to the instance account in that they both assume that 

knowledge is acquired by storing experiences of individual events. 

Because the theories of implicit learning to dale have been primarily 

concerned with structure, the influence of encoding variability on tha form of 

knowledge gained in artificial grammar learning has not been well examined. In 

fact. most studies have used standard memorization training instructions under 

the assumption that such an induction task is neutral with respect to the stance 

the subject takes toward the stimuli (Reber, 1989). Specifically, Reber argued 

that memorization instructions do not encourage or direct subjects to perform 

any special operations upon the stimuli that would discourage automatic 

abstraction. However, subjects given standard memorization training 

instructions, depending upon their interpretation of the appropriate way to 

proceed, may attempt to: continually repeat the sequence of consonants from left 

to right: pronounce the item by adding their own vowel sounds; chunk the item 

info more meaningful subunits (e.g., MR and TV); reorder the consonants into a 

more personally meanlngfut order: make mnemonic phrases out of the sequence 

oi consonants; or memorize the location and identity of repeating consonants. 

These are ail encoding strategies which. according to the episodic-processing 



view, should have an influence on the representation of grammatical knowledge. 

However, their influence has not been nreasured because variables affecting 

encoding, except in a few cases, have not been independently manipulated. 

In contrast to most studies of implicit learning, a study conducted by Servan- 

Schreiber and Anderson (1990) manipulated the form of encoding required in 

training. In fact, this study demonstrated a modulation in the form of 

grammatical knowledge under the control of encoding demands. Servan- 

Schreiber and Anderson induced subjects to chunk training strings in a way 

consistent with the specific organization imposed by the visuo-spatial 

characteristics of the training item presentation. As a result, at test, subjects 

were less sensitive to violations in letter ordering that occurred between the 

sub-sequences they had been induced to code, than to violations that occurred 

within those sub-sequences. 

This processing effect could not be explained by an instance account, a 

fragmentary knowiedge account or a structural abstraction account, because they 

deal exciusively with the structure of the stimuli and not the way that structure 

is processed. However, the episodic-processing account is capable of explaining 

this effect. The episodic-processing account suggests that the overt or incidental 

demands of the encoding task. in this case the visuo-spatial characteristic of item 

presentation, modulate the operations performed on the stimuli, causing a 

particular organization of the structure of individual items within memory. This 

organization of structure, as processed, is then preserved by memory. The 

structure of test items should then be organized according to the method 

preserved by memory. Therefore, if a test item should be judged nongrammatical 



only if its sub-sequences, as encoded, are dissimilar to the sub-sequences that 

subjects were induced to code in training. That is, according to the episodic- 

processing account, grammatical sensitivity is dependent upon the similarity of 

past and present items as organized by the operations performed in dealing with 

item structure. This was the case in Servan-Schreiber and Anderson's 

experiment. 

The nature of the structural regularities supporting grammatical sensitivity 

under different circumstances are of critical importance to any theory of 

implicit grammar learning, including the episodic-processing account. Before 

outlining the experiments performed in this paper, an explanation of the possible 

nature of the structural regularities underlying a set of grammatical items will 

be discussed. Memory's potential sensitivity to these forms of structure will 

then be discussed in light of the episodic-processing account and the current set 

of experiments. 

The Nature of Structural Reaularities 

It is obvious that any account of implicit learning must define the nature of 

the structural regularities underlying grammatical sensitivity. To this end, 

Reber (1969) argued that the subjects are sensitive to the set of deep structural 

rules embodied in the format diagram of a grammar. However, the Markovian 

system used by the experimenter to generate grammatical stimuli is only one of 

an infinite number of possible rule sets capable of describing a specific set of 

grammatical items (Dulany et al., 1983; Servan-Schreiber & Anderson, 1990; 

Reber, 1989). Therefore, Reber (e.g., 1962) revised his argument, suggesting 

instead that subjects internalize a set of rules that, although not identical to the 



formal grammar as defined by the experimenter, is similar in form. These rules 

are capable of generating the structural regularities of the set of grammatical 

items, and therefore, were hypothesized to support grammalical sensitivity 

under both same and changed letter-set transfer tests. However, this description 

is only one of the many qualitatively different descriptions of the structural 

regularities underlying a set of grammatical items. In fact, more rigorous 

descriptions of the character of the domain are possible. 

In a contrasting account of the structural regularities made available by a set 

of grammatical items, Mathews (1 990) suggested that subjects have knowledge 

of bigrams and their positions, and more abstract knowledge of the runs and 

repetitions of individual elements within items. Mathews argued that only 

knowledge of runs and repetitions can support above-chance performance in the 

new search space created when the letter-set instantiating items is changed. 

Mathews was pointing out that very different kinds of structural regularities 

dlow discrimination between grammatical and nongrammatical items under same 

versus changed letter-set condilions. This form of argument, and the 

implications of Brooks and Vokey's (1991) abstract analogy mechanism, can be 

extended to explain the possibly critical aspects of item and set structure. 

Set-wise structural regularities must, by definition, rely upon the cross- 

item commonalities in structure found in the set of grammatical items. That is, 

each and every item in a set of grammatical items has structural characteristics, 

and the frequency with which each of these characteristics are found to occur 

across the set determines the set-wise structure of the set. Therefore, before 

set-wise structural regularities can be understood, the nature of the structure of 



individual items must be determined. In fact, Brooks and Vokey's (1991) 

discussion of grammatical items suggests that there are two critical aspects to 

item structure. The first form of structure exhibited by an exemplar of an 

artificial grammar is its surface structural features. A surface strljctljral 

feature is one of the elements, such as a letter, used to instantiate grammatical 

items. Surface structural features can be incorporated into specific surface 

structural sequences. For example, the item CXCRXR has among its many surface 

structural sequences: C. X, CX, RX, CXC, XCR, CRX, CRXR, XCRXR and CXCRXR. 

These features are defined as surface structural because they are specific to the 

elements (e.g., letters) chosen to instantiate the items. 

In addition, general, or set-wise, surface structural regularities can be 

described as the frequency with which certain surface features, or sequences of 

surface structural features, or sequences of surface structural features and their 

positions occur in the entire set of grammatical items. Information concerning 

the surface structural regularities of a set of grammatical items can, in 

principle, support transfer from one sef of grammatical items to another set of 

items generated from the same grammar and instantiated upon the same letter 

set. Grammatical items based upon the same letter-set share more common 

sequences of surface structurai features with themselves than with 

nongrammatical items and therefore, this form of information could support 

grammatical discrimination (Perruchet & Pacteau, 1990). However, this form 

of information could not support grammatical discrimination across ieiter-sets 

because grarnmaticai items based upon different letter-sets do no! share surface 

structural features. 



Importantly, the inclusion of different lengths of surface structural 

sequences (e-g., bigrams or trigrams or whole string sequences) and their 

positions modulate the form and usefulness of surface structural information. 

For example, information pertaining to the frequency of each individual surface 

structural feature in the training set of grammatical items could support 

grammatical sensitivity if the frequency of occurrence of individual surface 

structural features in the training set more closely matched their frequency of 

occurrence in grammatical test iiems than in nongrammatical test items. 

However, in most sets of items created by other researchers, the set of 

nongrammatical items do not differ appreciably from the set of grammatical 

items in their frequency of occurrence of individual letters. Therefore, 

information pertaining to the frequency of pairs or triplets of individual surface 

structural features and their positions may be a more predictive form of 

information. 

To explain the second aspect of item and set structure, it is helpful to first 

examine the procedure used to generate items from an artificial grammar. Any 

item generated from an artificial grammar is formed by picking up elements 

along the pathways of a grammar. For exampie, the item CXCRXR can be 

generated from the grammar shown at the top of Figure 2. First the C is picked 

up between State 1 and 3, then the X between State 3 and 2, the C between 2 and 

4, the R between 4 and 3, the X between 3 and 5, and finally, the R by following 

the loop around State 5. 



Figure 2. A finite state grammar instantiated with two different letter-sets. 

At the bottom of Figure 2 is the same grammar diagram with a different 

letter-set used to instantiaie the grammar. When performing a changed letter- 

set transfer experiment, the pathways and their linkages are permanent but the 

letters along the pathways are consistently replaced. In this example, the letter 

M in the top diagrzm was consistently replaced in bottom diagram by the letter K, 

the !etter T by P, the letter R by S, the letter C by F and the letter X by D. With 

this form of letter substitution, the pathways that generated the item CXCRXR in 



the top diagram can then generate the item FDFSDS in the bottom diagram. 

Although CXCRXR and FDFSDS are created from the same pathways of the same 

grammar, they are not the same item because they are formed from different 

letters. The only similarity between the two items is that they share the same 

pattern of element repetition (Brooks & Vokey, 1997). That is, in both CXCRXR 

and FDFSDS the element in the first position is repeated in the third position, the 

element in the second position is repeated in the fifth position, and the element in 

the fourth position is repeated in the sixth position. 

The nature of this underlying relationship between any two items generated 

from the same pathways of a grammar using different elements suggests that 

there is a second aspect of item structure. Specifically, exemplars of an 

artificial grammar have deep struc3urai features. A deep structural feature 

is the specific repetition pattern of a single element in any item. For examble, a 

deep structural feature of the item GXGRXR is the occurrence of the element C in 

the first position and again in the third position. These features are described as 

deep structural because they are independent of the identity of the elements from 

which the item is composed. It is the entire set of deep structural features of an 

item which can define that item as being the same as another item based upon a 

different letter-set. For example, CXCRXR and FDFSDS have an identical set of 

deep structural features. 

By extension, general, or set-wise, deep structural regularities can be 

summarized as the frequency with which each deep structural feature occurs 

across the entire set of grammatical items. This form of structural regularity 

could be expressed as the frequency with which individual deep structural 



features (e.g., repetition of an element in the first and third posiiions) occur in 

the entire set of grammatical items, or as the frequency with which conjunctions 

of deep structural features (e.g., repetition of an element in the first and third 

positions repetition of a different element in the second and fourth position) 

occur in the entire set. 

Information concerning the deep structural regularities of the set of 

grammatical items can, in principle, support grammatical discrimination in 

both same and different letter-set transfer tests. Grammatical items, based upon 

any letter set, necessarily share more deep structural features or conjunctions 

of deep structural features with each other than with nongrammatical items 

because of the generating principles of an artificial grammar. 

This view of set-wise structure is in contrast to the view proposed by Reber 

(1989) which suggested set-wise deep structure is best described as any set of 

rules that can generate the grammatical items, Reber (1989) suggested this 

because he believed that items generated from a grammar carried the general 

structure of the domain, but did not exhibit any important structure in and of 

themselves. H o w ~ Q ~ ~ ,  it can be zrgued that items do have two very important 

structural aspects, and that the nature of set-wise structural regularities can be 

described as the frequency with which specific aspects of item structure occur 

across items. Items have both surface structural and deep structural 

characteristics, and therefore, the set of grammatical items can be described as 

having both surface structural and deep structural regularities. 

Surface structural information and deep structu~al information represent 

two general, variably independent forms of information made available by a set of 



items generated from an artificial grammar. These two forms of information 

have different utilities with respect to their support of grammatical sensitivity 

under different types of tests. However, either of these two forms of information 

may or may not be incorporated into memory, in various possible forms of 

representation, after encountering a set of grammaticai items. The sensitivity of 

human memory to these two forms of information will be discussed and 

empirically examined with respect to the episodic-processing account of implicit 

learning. 

The Episodic-Processina Account and Sensitivitv to Structural Regularities 

The episodic-processing account predicts a number of ways in which people 

can become sensitive to the set-wise structural regularities of grammatical 

items as measured by same and changed letter-set classification tests. These 

predictions rely upon the differential utility of different forms 

structural and surface structural inforwation outlined above. 

important, these predictions rely upon the different processes 

of deep 

Equally 

memory can 

perform on the different aspects of the structure of individual grammatical 

items. All of these predicted forms of processing are hypothesized to support 

grammatical sensitivity under different circumstances, without invoking an 

automatic abstraction routine which extracts information across exemplars and 

stores them in a summary representation. All of these predicted forms of 

processing require that memory process different aspects of stimulus structure 

under the guidance of an incidental purpose given by the experimenter, form a 

representation of these processing experiences, and retrieve these experiences to 

support later performance under similar circumstances. 



First, the sensitivity of memory to the set-wise surface structural 

regularities of a set of grammatical items will be discussed. This will be 

followed by a discussion of memory's potential sensitivity to set-wise deep 

strwtusal regularities. 

Sensitivitv to Set-Wise Surface Structural Reaularitie~. The first way in 

which the episodic-processing account suggests that memory can become 

sensitive to the set-wise structural regularities of a set of grammatical items is 

predicted to transfer only to items based upon the same letter-set. 

The sensitivity to the set-wise surface structural regularities of a set of 

grammaticai items could be governed by representations of the surface 

structural sequences of individual grammatical training items. According to the 

episodic-processing view, by processing the sequences of surface structural 

features of individual items, individual representations of these processing- 

experiences are created. These representations may include surface structural 

sequences of variable lengths, ranging from a single surface structural feature, 

to bigrams, to the entire surface structural sequence of an item, However, these 

representations will be encoded in terms of the processing that was performed on 

these sequences. Therefore, according to the episodic-processing account, the 

similarity between current and past experiences will not be a function of number 

of matches between the structure aspects of the training and test items, predicted 

by the instance account (Vokey & Brooks, 1992) and the bigram knowledge 

account (Perruehet & Pacteau, 1990j. Instead it wilt be guided by the 

psychological similarity bstween the representations of surface structural 

aspects of training and test items as they are processed for a particular purpose. 



Experiments 1 and 2 were conducted to determine whether grammatical 

sensitivity is mediated by the objective structural similarity between training 

and test items or by the psychological similarity between training and test 

experiences. 

Sensitivity to Set-Wise Deep Structural Reaularitie~. The episodic- 

processing account aiso predicts that incidentally attending to and processing the 

deep structural features, Zhe pattern of element repetition, of individual ifems 

could support sensitivity to the general, set-wise, structura! regularities of a 

-. 
set of grammatical items. I nis form of knowledge is predicted to support 

grammatical discrimination in both same and changed letter-set ctassiiication 

tests because grammaticai items, based upon any letter set, share more deep 

structural features with each other than with nongrammatical items- 

The deep strltcturai features found in the set of grammatical training items 

could be represented in memory in one of two ways depending on the form of 

processing performed by the subject, The first invobes the independeni coding 

of the deep structurat features of indivlduai items. When the task requirements 

induce subjects to focus oii and process the deep structural features of individual 

items separately, the episodic-processing account predicts that subjects will 

code these deep structuraf features independently. Subjects would, thus, achieve 

analytic, set-wise, deep struefurat knowledge in the form of representations of 

individual deep structural features. This possibility was tested in Experiment 

5. 

Under other circumstances, such as when the task focuses the subject on the 

wtlole item, the episodic-processing accour,! predicts that subjects will process 



the deep structurai features of individual items in an integral fashion. This 

woutd resuft in distributed representations of compounds of deep structural 

features found to co-occur in the training items. The possibility that changed 

letter-sei transfer is supported by representations of the cornptete set of deep 

structural features co-occurring in individual items was tested in Experi~nent 3. 

Representations of surface structural sequences of individuaf training items 

are, as stated previously, predicted to support strong transfer to grammatical 

items based on the same letter set, However, for this form of representation to 

supporf transfer across letter-sets an abstract analogy mechanism would be 

necessary. That is. reEaiionai Or absiracf simifarity between the surface 

structural sequences cf items coded in training and the surface feature sequences 

of test items would have to be ernpIoyed, This woutd require that whote or nearly 

whole training stimtifi were code& and stored in memory in a form that is more 

or !ess one-for-one with :he stim~tius. This seems likely to occur only when 

subjects are given constderable line to code training items and no highly 

ektxrrative coding operations are performed. Experiment 4 was conducted to 

determine whether, under condttims in which the complete coding of whole items 

is improbable, surface structural coding would support grammatical transfer 

under changed teller-set conditions. The episodic-processing account predicts 

that this form of coding wifi not support changed-letter set transfer, although it 

wit! support same ietter-set transfer. 

Ta reiteraie, conditions under which subjects are incidentaliy led to code the 

surface stritctural sequences cf indjiirduai training items, shotrid, according to 

!he episodic-processing acmftnt, result in good transfer to items based on the 



sane fetter-set and poor transter to items based on a different fetter-set. Such 

coding conditions serve as a strong test between the episodic-processing account 

and Reber' s (1988) structurai abstraction account. Reber's account proposed 

that memory automatically abstracts deep structural regularities, in the form of 

set-wise rules, when subjects are not encouraged to code instances. Reber also 

argued that changed ietter-set transfer is the best test of this abstraction. 

Therefore, it is clear that Reber's structuraf abstraction account, in opposition 

to the episodic-processing account, predicts that both same and changed letter- 

set transfer shoutd aiways occur under situations when the subjects are not 

encouraged to learn instances. Experiment 4, in which the incidental demands of 

the training task did not encourage subjects to memorize training items, had all 

the requirements necessary to senre as a test between these two accounts of 

implicit learning. 

sum mar^. As a whole, the current experiments were designed to demonstrate 

the power of the episodic-processing account to explain the variability of 

performance that occurs when subjects experience exemplars of an artificial 

grammar for different incidentat purposes. Diiferent incidental purposes for 

encountering exemplars of a grammar shoutd cause critically different 

operations to be performed on particular aspects of stimulus structure. To 

foreshadow the resuits, manlpuiaiion of the demands of the task in which 

exemplars were incidentally encounteied radically moditied Ihe nature of the 

knowledge base zqui ied in implicit learning. It was concluded that accounts 

suggesting that grammatical sensitivity is a resuft of automatic abstraction of 

set-wise structural regularities, or that any specific form of stimulus structure 



is primary, are insufficient to explain the variability of performance found in 

implicit learning. 

Experiment 1 

The purpose of Experiment 1 was to test whether memory is automatically 

sensitive to structural regularities, or whether structural sensitivity is 

mediated by specific representations of particular processing experiences. Do 

abstraction routines automatically extract the underlying invariance patterns of 

the stimulus environment? Or, does the processing performed on stimulus 

structure form part of the representations which support grammatical 

sensitivity? Most of the accounts outlined in the introduction assume that 

structure is automatically acquired by memory. Reber (1989) was especially 

dubious of any account of implicit iearning which suggested that the elaborative 

operations performed by the subject have anything but a superficial impact on 

grammatical sensitivity. 

To achieve the purpose of this experiment subjects had to be given different 

task to perform in dealing with the exemplars of the grammar. Two different 

form of incidental repetition were chosen. The first, string repetition, involved 

repgating the letters of an item from left to right. For example, the item MTC 

woufd be repeated out b a d  "IIIITC, MTC, MTC, MTC". The second, letter repetition, 

involved repeating each letter of the item four times. For example, the item MTC 

would be repeated out loud "MMMM, TTTT, CCCC". These forms of repetition may 

or may not affect the representation of grammatical knowledge supporting 

grammatical sensitivity. 



To ensure that the processing was totally incidental with respeci to the fac!, 

that there was a grammar and incidental to the fact that the training items were 

of any importance, the incidental learning procedure developed by Rundus 

(1 977) and Glenberg, Adams and Smith (1 977) was used. This procedure 

involved informing subjects that they were in a number learning experiment and 

that repetition of the letter strings was "a distraction". This procedure ensured 

that repeating the letters of the items did not involve any special elaborative 

processing. Reber (1989; Reber & Allen, 1978) argued that any undue 

elaborative processing of the training instances causes interference with default 

abstractive processing. In fact, this form of incidental grammar learning, in the 

absence of knowledge that the grammatical training items are of any importance 

whatsoever, can be considered less intrusive than even the observation condition 

used by Reber and Allen (19781, which cued subjects that items were of 

primary importance. 

The critical aspect of this experiment involved determining whether 

reinstating the form of processing performed on the training items affected 

grammatical sensitivity a1 test. Subjects either performed the same typs of 

repetition on all training and test items (matched conditions), or performed one 

type of repetition on the training items and the alternative type of repetition on 

the test items (unmatched conditions). If grammatical training items are 

represented in terms of the processing performed by memory, then classification 

should be selectively influenced by which form of processing was required at 

test. The episodic-processing account suggests that classification should be 

assisted when the functional representation of current experience is highly 



similar to past experiences. Functional representations include the particular 

aspects of stimulus structure that have been processed, in the form they have 

been processed. In the matched processing conditions, the functional 

representations of grammatical items processed in training should achieve 

maximal similarity to the functional representations of the grammatical test 

items. In this case, not only would the structure of the grammatical training and 

test items be similar, but their representations, including the way in which they 

were processed, should be similar. In contrast, past experience should be less 

successful in guiding classification in the unmatched conditions because the 

funclional representations of the test items, whether those items are 

grammatical or nongrammatical, shoukl be highly dissimilar to the functional 

representations of grammatical training items because the form of processing 

applied at training and test are dissimilar. As a result, subjects who perform 

matching repetition operations at training and test should receive the maximum 

benefit from experience. 

Therefore, the episodic-processing account predicted that in the matched 

conditions, when the form of repetition performed remained the same between 

training and test, classification perforrnancc should be better than in the 

unmatched conditions, when the form of repetition performed changed between 

training and test. Structural accounts of grammar learning, whether they are 

bigrarn accounts (Perruchet & Pacteau, 1990), instance accounts (Vokey & 

Brooks, 1992), or structural abstraction accounts (Mathews et a!., 1989; 

Reber, 1989) would predict that there should be no such effect of matching 

processing contexts because only the structure of the training and test items 



should influence performance. That is, if subjects acquire purely structural 

information when exposed to grammatical items, then subjects should be able to 

discriminate between grammatical and nongrammatical test items regardless of 

the way they were processed. 

Method 

$ubbiects. Forty undergraduates participated for course credit. 

Materials. The grammar shown in Figure 3 was used to generate at1 

grammatical items. This grammar and all the grammatical and nongrammaticai 

items used in this experiment were created and used by Reber and Allen (1978). 

These items were also used in experiments conducted by Dienes et al. (1991), 

Dulany et al. (1984) and Perruchet and Pacteau (1990). It should be noted that 

one change was made to the items. The letter V was consistently replaced with the 

letter C to remove the influence of the highly salient bigram TV and trigram MTV. 

R 

Figure 3. The finite state grammar used iu Experiment 1 and 2. 



A total of 20 Items were presented in training. A total of 25 grammatical 

items were presented at test: 5 which had been presented previously in training, 

and 20 which had not. Also presented at test were twenty nongrammatkaf items 

created by introducing at least one grammatically impermissible letter 

substitution into a grammatical item. (See Appendix A for a compiete listing of 

all training and test items.) 

The experiment was conducted on a Macintosh llci computer. All stimuli 

were presented in the center of the monitor using a Monaco, 24 point font. 

Procedure. The procedure used in this experiment was designed to determine 

whether reinstatement of distinctive processing performed on letter strings in 

training had any affect upon classification performance at test. To this end, two 

distinctive methods of repeating the letter sequences were introduced. The first, 

string repetition, required subjects to repeat each letter of the item out loud 

from left to right. They had to do this four times. For example, subjects 

performing string repetition on the item MTRM would repeat out loud "MTRM, 

MTRM, MTRM, MTRM". The second, letter repetition, required subjects to 

repeat each letter of the item out loud four times in succession. They proceeded 

from left to right. For example, subjects performing letter repetition on the 

item MTRM would repeat out loud "MMMM, TTTT, RRRR, MMMM". Subjects 

were required to perform one of these types of repetition at training and one of 

these types of repetition at test. This resulted in a 2 X 2 between-subjects 

design, with string or letter repetition at training crossed with slring or letter 

repetition at test. Therefore, there were four between-subjects conditions: 

stringisiring repetition; string!letter repetition: letter/string repetition, 



and; letterlletter repetition. Ten subjects were randomly assigned to each 

condition. 

The training procedure was designed to induce subjects to encode the letter 

sequences of the training items in a distinctive manner without being aware that 

they were doing so, or being aware that the items were constructed according to a 

set of rules. To accomplish this, following the procedure designed by Rundus 

(1977) and Glenberg, Smith and Green (1977), subjects were informed that 

they were in a number learning experiment measuring short-term memory and 

that they were to repeat out loud a row of letters as a distraction task. The "row 

of letters" was, in fact, a grammatical training item. On each training trial a 

three digit number appeared on the screen for three seconds. Subjects believed 

remembering this number was their main task. The number was then replaced 

by a grammatical training item and subjects were required to repeat it out loud 

in the manner appropriate for the condition they were assigned to. ilpon 

completing the repetition, Ihe subject hit the space bar on the keyboard and a 

prompt appeared on the screen asking for the three digit number. After the 

subject entered the number, there was a one second delay and then the next trial 

began. The whole set of 20 grammatical training items were presented three 

times in three different random sequences that were re-randomized for each 

subject. 

Immediately following the training session, subjects were informed that all 

of the letter strings they had repeated were generated by a complex set of rules 

which allowed only certain letters to follow other letters. They were informed 

that they would now see more letter strings and that they would have to judge 



whether they followed the sane rules for ietter ordering as the strings they had 

originally repeated. In addition, they were told half of the letter strings they 

would judge followed the rules and half did not. In accordance with the condition 

they had been randomly assigned to, subjects were also instructed how to 

perform the type of repetition they had to perform at test. 

At test, each of the 25 grammatical items and 25 nongrammatical items were 

presented in a random sequence and then again in a different random sequence. 

This test procedure, involving the use of two test phases incorporating the same 

set of test items, has been used previously with these same stimuli by other 

researchers (Dienes et al., 1991; Dulany et al., 1984; Perruchet & Pacteau, 

1990; Reber and Allen, 1978). Subjects had to repeat the item in the way 

required and then classify it, as either grammatical or not, by entering <Y=. for 

"Yes, it follows the rules" or cN> for "No it does not follow the rules". After 

entering their response, the next item was presented after a one second delay. At 

the end of the test session, subjects were asked: 1)  whether they had suspected 

during training that they were going to be tested later on the letter strings; 2) 

how they had attempted to perform the test task. They were then fully debriefed 

gn the nature of the study. 

Results and Discussion 

The episodic-processing account predicted that experiences would support 

current processing to the extent that the representations of the current and prior 

stimuli, as processed, were similar (Whittiesea, 1987; Whittlesea & Brooks, 

1988; Whittlesea & Cantwell, 1587). In the matched repetition cases, not only 

the stimulus structures of grammatical items were similar, but the way in 



which that structure was being processed was similar. This was predicted to 

result in maximum grammatical sensitivity. 

For each training stimulus, the mean time taken to perform string repetition 

(M = 8.0 seconds) and letter repetition (M = 7.7 seconds) were not reliably 

different, t(38) = -708, p = .443. This means that any differences in the two 

conditions cannot be a result of ihe duration of the training session. 

Table 1 
Experiment 1: Mean Proportlan of Correct Classification Responses as a 
Function of Experimental Condition and Test Phase 

Proportion Correct 

Group First Half Second Half Total 

Taking the proportion of correct responses for the entire set of test items as 

the dependent measure, an analysis of variance (ANOVA) was performed to 

determine the effects of the type of training repetition and the type of test 

repetition. As can be seen in Table 1, subjects who performed string repetition 

in training were better at classifying test items than were subjects who 

performed letter repetition at training, with this main effect of training being 

reliable, E(1,36) = 9.881, g = .003. From an episodic-processing standpoint, 



this effect is likely the result of subjects in the string repetition condition coding 

longer sequences of the training items than did subjects in the letter repetition 

condition. In the string repetition condition, the entire string was processed in a 

serial left-to-right fashion because the entire string was the unit io be repeated 

four times. However, in the letter repetition condition, subjects coded each 

letter of the training string in a relatively separable fashion bscause a single 

letter was the unit to be repeated four times, before continuing. The relatively 

independent coding of individual letters in the letter repetition condition would 

lead to less sensitivity to set-wise surface structural regularities because the 

frequency with which individual letters occur in this set of items was not as 

predictive of grammatical status as were longer sequences (cf. Perruchet & 

Pacteau, 1990). In terms of an automatic structural abstraction account, this 

string repetition advantage could onfy be explained by arguing that letter 

repetition is an unusual form of processing which disrupts the default tendency 

to unconsciously abstract general structure. 

There was no reliable main effect of the form of repetition performed at test, 

E(l,36) = .001, p = .978. However, there was a reliable interaction between 

the effects of training and test repet~tion, E(1,36) = 10.958, g = .002, with 

performance in the matched repetition conditions being higher than in the 

unmatched conditions. Breaking down this interaction, the proportion of correct 

test responses for the subjects who performed string repetition at training and 

test fstringlstring condition; M = .65) was reliably higher than for the subjects 

who performed string repetition at training and letter repetition at test 

jstringlfetter condition; M = .59; 1(18)= 2.209, p = .040). Moreover, the 



proportion of correct test responses was reliably higher in the leIter/ietter 

condition (M = -60) than in the letter/string condition (H = 5 4 ;  i(18) = 

2.506, g = ,022). As suggested by the episodic-processing account, these effects 

of the reinstatement of the processing context at training and test appeared to 

support the conclusion that the knowledge base supporting grammatical 

discrimination preserves the specific form of processing performed on the 

training items. 

As can be seen in Table 1, performance was not stable across the two passes 

through the test stimufi. In fact, in every condition, except the tetter/letter 

condition, classification performance was less accurate in the second test. An 

analysis of variance (ANOVA) including test phase (first or second) as a factor 

showed that this general deterioration in performance was marginally reliable, 

F(1,36j = 3.629, g = .065. Although others have used the same stimuli and - 

testing procedure, a drop in classification accuracy in a second pass through test 

stimuii has not been previously reported (Dienes et a!., 1991; Dulany et al., 

1984; Perruchet & Pacteau, 1990). However, these researchers all used 

standard memorizatiori training. Therefore, this effect is likely a result of the 

training procedure used in the current experiment. The incidental nature of 

coding of the training items could have resulted in only very inefficient encoding. 

Such inefficient encoding would be open to interference from test experiences. 

That is, repeating the test items and judging them in the first test phase would 

create further codes of individual items. These codes, of both grammatical and 

nongrammatical test items, might then interfere with performance on the second 

test by being retrieved, along with the codes of training experiences, and guiding 



performance. However, they would be of both grammatical and nongrammatical 

training items, and therefore, would likely decrease grammatical sensitivity by 

making both grammatical and nongrammatical items available. This argument is 

supported by an experiment by Dienes et al. (1991), which demonstrated that 

subjects who memorized both grammatical and nongrarnmatical training items 

performed more poorly in a later classification than subjects who memorized 

only grammaticai training items. it would appear that the coding of 

nongrarnmatical items is capable of interfering with grammatical sensitivity. 

This same argument can also explain why the deterioration in performance in the 

second test phase was not discovered in previous studies using standard 

memorization instructions. Under standard memorization conditions this same 

process could occur, but the richer, more elaborate codes of training experiences 

wouid likely minimize the effec! of inefficiently encoded test experiences. 

Because of the deterioration in performance in the second test phase, the 

data were reanalyzed using only the data from the first pass through the test 

stimuli; ihese data could not be influenced by the repetition of test items. For 

the first-half data, the subjects who performed string repetition in training 

were stilf reliably better at classifying test items than were subjects who 

performed letter repetition at training, E(1,36) = 8.740, g = .005. Again, 

there was no main effect of the form of repetition performed at test, E(1,36f = 

.335, g = S58, but there was a reliable interaction between the effects of 

training and test repetilion. E(1,36} = 10.955, p. = .002. Breaking down this 

interaction, the proporlion of correct test responses in the stringlstring 

condition (M = .68) was higher than in the stringlletter condition (M = XI) ,  



but this effect was only marginally reliable, 1(18)= 1.972, g = ,064). In 

addition, the proportion of correct test responses was not reliably higher in the 

IetterAetter condition && = .59) than in the letter/string condition (M = 5 6 ;  

l(18) = 1.134, j ~ .  = -272). 

Therefore, subjects who performed string repetition on training did get 

some benefit from perfmming string repetition again at test, but ihere was no 

similar effect for letter repetition. The latter result can be explained by both 

the episodic-processing account and the structural abstraction account. From the 

episodic-processing perspective. it is highly believable that subjects who 

performed fetter repetition at training did not receive much support from 

reinstatement of this processing at test because the form of processing they 

performed did not result in a great deal of grammatical discrimination under 

either test condition. Dulany et al. (1984) had a control group perform this 

same classification test without training and they achieved 55% accuracy. 

Therefore, the amount of learning demonstrated by subjects performing letter 

repelition at training (mean percent correct = 58%) was not of great magnitude. 

As stated previously, it is likely subjects performing letter repetition at 

training coded the individual letters of the training items in a relatively 

independent fashion. Therefore, requiring subjects to perform this same form of 

coding at test would not create a great deal of benefit, simply because it is 

inefficient. 

A structural abstraction account could explain these first-pass resulfs for 

letter repetitiori by arguing that this form of repetition disrupts both the 

acquisition and utilization of grammatical knowledge. That is, the fact that 



subjects ir! the stringislrifig condition performed better than the  subjects in 

other three condiiions could be 3 resul; of the disruptive effects of fetter 

repetition in those other condilions. This could be the case because is it a less 

practiced form of rehearsal. However, a structural abstraction account would 

have difficulty in explaining why the accuracy of classification performance 

dropped in the second pass through the  stimuli. Structural abstraction of set- 

wise reaufarities - has been assumed by Reber (1989; Reber & Alien, 1978) to 

result in stable represeraaations capabie of supporting consistent back-to-back 

responses la ahf: same set sf grammatical test items. The reason why 'this would 

not be Ihe case? ecp&a!iy in Zhe i;trir;g!string condition, is not obvious. 

Experiment 2 

The episodic-p:ocessing account has the ability to explain a We-cited 

result in !he artific~al grammar l~arning Irtierafure. Gordon and Holyoak 

I'f923) repxleb that after slandard iiaining. subjects, who were unaware tha! 

:here was a gramrrrai. raled grzmrnatical test items as more pteasant than 

iiongrammaticat lest items. This extensmn of the mere exposure effect (vide 

Zajmc. 195.6) to the issue of gram~altca;  sensitivity is not predicted by most 

:heories af implicit learning. ! n  fact. $1 Lnks rwc seemingiy unrelated findings 

ohi implicit memory peiformaoce. 

The episodic-pracessing account, however, suggests that this shoufd b e  the 

case. a x !  as wefl. thal iecognition {as de~onslrated by Vokey 8 Brooks. 1992) 

muEd senre as a task t f i  w ~ I c ~  grammattcai sensitivity can be demonstrated. The 

episodic-processin acwirnl bases its expianation on the concept of processing 



fluency (Wh~ttlesea, IgW;, which inc~rporates the notion of perceptual fluency 

as proposed by Jacoby {Jacoby & Dallas, 1981; Jacoby & Whitehouse, 1989; 

Whittlesea et al., 1990). It is hypothesized that the ease of processing a 

stimulus creates a feeling of familiarity which can serve as the basis for 

recognition decisions. This ease of processing can be caused by the retrieval of 

past experiences or some current source not known to the subjects, such as the 

density of a noise mask which influences the ease of perceiving a target word 

(Whittlesea et a[., 1990). The nature of the feeling state created by the fluency 

in processing is hypothesized to be governed by an unconscious attribution 

process (Jacoby 8 Whitehouse, 1 %9: Whiillesea, 1992; Whittiesea el al., 

I 990) .  

With respect to the mere exposure effect, VJhlttlesea (1992) demonstrated 

that both the prior presentation cri a word and also a covert manipulation of 

processing ftuency increased the subjective likability of a target word. In that 

experiment, the processing fluency of a target word was increased, as measured 

by a cjecrease in pronundation latency, by a past experience with the tar1 4 or, 

ztlernativefy, by the target's current semantic predictability in a phrase. ff the 

processing fluency of a target word was increased, the subjects were more likely 

to c l a h  that i t  was old or more likeable. 

Attributions of processing fluency could also support decisions of 

grammaticality- The past: processing of a sirniiar item in a sirniiar way could 

increase the fluency of processing a grammatical test item making it, dependirtg 

upon the context and the decision to be made, seem aiternatively, grammatical, 

likeatste, or otd. Prior experience of processing similar gramrnaticai items 



would support the processing of grammatical test items, thereby increasing the 

ftuency of that processing. Nongrammatical test items would noi receive as much 

support from past experience, and therefore would not be processed as fluently 

as grammatical items. Therefore, the fluency of processing the test items would 

result in feeling states correlated with the grammatical status of the test items. 

Therefore, the episodic-processing account predicts that the same mechanism 

underlies decisions made by subjects in the seemingly divergent cognitive 

paradigms of recognition. im~ 'L .~ t  learning and mere exposure. These decisions 

have been theorized to require very different cognitive mechanisms, such as an 

Intra-item integration process for recognition (Mandler, 1980), a separate 

affect system for mere exposure (Zajonc. 1980), and an unconscious structural 

abstraction system for grammatical sensitivity (Reber, 1989). However, the 

implicit processes underfying these divergent decisions are, according to the 

episodic-processing accounl, highly sirniiar. Therefore, Gordon and Holyoak's 

j1983) finding that gramrnaticality of lest stimuli affects their likability is noi 

surprising from Ihe episodic-processing standpoint. 

Because of the close reiationship beiween the Ihency of processing and 

recognition decisions (Whittlesea, 1932; Whittlesea et al., 1990), and the 

possibly c!ose relationship between recognition decisions and classification 

decisions (e.g., Brooks 8 Sigham, 1992; Whittlesea, 1983), a recognition 

decision was used as zn indirect measure of grammatical se~sitivity in 

Experiment 2. A recognition decision was used in an attempt to create a condition 

in which gramrnaticai knowledge could be applied more impkitly. Subjects do 

not. have to be informed that {here is a complex set of rules underlying the 



stimuli when a recognition decision is used. This change could reduce the use of 

explicit rule-generating strategies which might be encouraged by telling 

subjects that there is a complex set of rules, and that they must determine if test 

items follow those rules or not. As a result, subjects might be induced to rely on 

nonanalytic fluency-based information to a greater degree when making 

recognition decisions than when making classification decisions. This should 

serve to increase the effect of matching the processing contexts between training 

and test because this effect is hypothesized to act impiicitly. 

The procedure for Experiment 2 was identical to the procedwe of Experiment 

1, except that a recognition decision was used in place of the more usual 

classification decision. Subjects attempted to recognize a set of items that, except 

for five grammatical items, were all novel. To score the data, false alarms in the 

form of claimed recognition of novet grammatical and nongrammatical items was 

the primary measure. It was predicted that proportion of false aiarms for 

grammatical items would be greater than the proportion of false alarms for 

nongrammatical items. Moreover, this difference was predicted to be greater in 

the matched processing conditions than the unmatched. The matched processing 

between training and test should result in grammatical items being more similar 

to the experiences of grammatical training items, which should increase the 

fluency of processing of those items, and in turn, result in them feeling more 

familiar. However, the nongrammatical items, which were not as structurally 

similar to grammatical training items, should get less support from past 

experience. In contrast, in the unmatched condition, both grammatical and 



nongrammatical items should seem unfamiliar because they are both dissimilar 

to past experience in terms of the processing performed. 

Method 

Subiects. Thirty-two undergraduates participated for course credit. 

Procedure. Unlike the instructions given to subjects before the test in 

Experiment 1, subjects were not informed that the letter strings that they had 

repeated out loud earlier conformed to a complex set of rules. Instead, subjects, 

before test, were simply informed that they were in a study which now required 

them to recognize the letter strings that they had repeated out loud during the 

number recall session. At test, subjects responded <0> for "Old" and <N> for 

"New': in all other ways, the procedure and materials used in this experiment 

were identical to that of Experiment 1. Eight subjects were randomly assigned to 

each condilion. 

Results and Discussion 

In this experiment, sensitivity to the structure of the grammar would be 

indicated if grammatical items were classified as old more often than 

nongrammatical items. To allow direct comparison with the resuits of 

Experiment 1, which were reported in terms of the proportion of correct 

classification responses, the total number of the grammatical items classified as 

old was summed with the total number of nongrammatical items classified as new 

and then divided by the total number of responses. This indirect measure of 

grammaticai sensitivity was calcuiated for each subject. As can be seen in Table 

2, subjects judged grammatical items to be old and nongrammatical items to be 

new more often than woutd be expected by chance. Recognition decisions can, 



therefore, serve as an indirect measure of grammatical sensitivity because items 

conforming to the structure of the grammar seem more familiar than those that 

do not. 

In this experiment there were actualiy 5 old grammatical items among the 50 

items presented at test. These items were included to allow comparison of these 

results to the results of Experiment 1 and studies performed by other authors. 

However, these items did not affect the results presented. The claimed 

recognition of old grammatical items did not differ considerably from claimed 

recognition of novel grammatical items in each condition. 

Table 2 
Experiment 2: Sum of the Grammatical Items Clas,;;ied as Old and 
Nongrammatical ltems Classified as New as a Proportion of Total Test 
~ e s b n s e s  

Group 

Test Respo~ses 

First Half Second Half Total 

However, performance was not stable across the two passes through the test 

stimuli. In fact, in every condition, except the stringlletter condition, the 

indirect measurement of grammatical sensitivity was lower in the second test. 



An analysis of variance (ANOVA) including test phase (first or second) as a factor 

showed that this general deterioration in grammatical sensitivity was reliable, E 

(1 2 8 )  = 14.348, g = .001. Because of this effect, discussed in Experiment 1 ,  

the data from the subjects second pass through the test stimuli was not included 

in the analysis. The data collected during the subject's first pass through the test 

stimuli couid not be influenced by the repetition of test items. 

For the first pass through the stimuli, the subjects who performed string 

repetition in training were more sensitive to the grammatical status of test items 

than were subjects who performed letter repetition at training, E(1,28) = 

4.719, p = .038. There was no independent effect of the form of repetition 

performed at test, E(1,28) = 1.335, g = ,258. However, there was a 

marginally reliable interaction between the effects of training and test 

repetition, E(1,36) = 3.950, p = .057. Breaking down this interaction, the 

indirect measure of grammatical sensitivity was reliably greater in the 

string/string condition (M = .70) than in the string/letter condition (M = .62), 

1(14)= 2.427, g = ,029. However, the indirect measure of grammatical 

sensitivity was not reiiabiy greater in the letterlletter condition (M = .61) than 

in the letterlstring condition j\/1 = .59, i(14) = .546, g = .594), These 

resulZs directly mirror the resuiis presented in Experiment 1 for classification 

judgments. 

The results of this experiment are neutral with respect to deciding between 

the episodic-processing account and the structural abstraction account. Both 

accounts can explain fhese resuits in the same way they could explain the results 

of Experiment 1. A structural abs;raction account could explain these results by 



arguing that letter repetition disrupts both the acquisition and utilization of 

grammatical knowledge. From the episodic-processing perspective, letter 

repetition appeared to be an inefficient method of processing the training stimuli, 

Letter repetition likely caused subjects lo  independently code the individual 

letters of the training stimuli. This relatively independent coding of individual 

letters in the letter repetition conditions would lead to only a small amount of 

sensitivity to set-wise surface structural regularities because the frequency 

with which individual letters occur in this set of items was not highly predictive 

of grammatical status. Moreover, requiring subjects to perform this same form 

of coding at test would not create a great deal of benefit, simply because it is 

inefficient. Therefore, it appears that the inclusion of letter repetition nullified 

the chances of Experiments 1 and 2 being strong tests between the episodic- 

processing account and the structural abstraction account. 

This argument, suggesting that letter repetition was a poor form processing 

to use in the current experiments, is supported by a study by Whittlesea and 

Dorken (7992, Experiment 3) which demonstrated that grammaticat sensitivity 

does appear to be supported by highly specific representations of training 

experiences. In a set of studies, with the same purpose as the current 

Experiment 1 and 2, subjects performed one of two types of processing on each 

training and test item. These Wo t-sks both involved two different methods of 

compiete, integrative coding of the surface structural sequences of the training 

items. In this way, they are better processing tasks than the letter repetition 

used in the current experiments. which involved relatively separable coding of 

each tetter of a stimulus. Specifically, a spelling task, similar to string 



repetition used in the current experiments, was used in conjunction with a 

pronunciation task. Using these two tasks, it was demonstrated that classification 

performance was selectively infiuenced by the processing requirements 

demanded at test. When subjects processed a test item in the same manner they 

had processed the training items of a grammar, they were more sensitive to its 

grammatical status. It was concluded that the similarity between current and 

prior experiences, rather than the similarity between current and prior 

stimulus structures, guided performance. Therefore, the inconclusive results of 

Experiment 1 and 2 were probably due to the relatively separable nature o i  

coding operations performed on individual letters by subjects in the letter 

repetition conditions. 

Experiment 3 

Observations of transfer across changes in :he letter-set instantiating the 

items of the grammar have been argued to support accounts of implicit learning 

postulating that memory forms representations of the underlying rules of the 

grammar ffvlatf'le~vs et al., 1989; Reber, 1969, 1989). According to these 

accounts, grammatical knowledge is summarized in memory by abstract 

represmtations that are formed by extracting set-wise information from the 

instances presented. Reber (1 989) suggested that these abstract 

representations directly represent the general rule-based structure of the 

domain. In contrast, Brooks and Vokey (1991) have argued that a memory base 

of stored instances coufd serge changed letter-set classification if an abstract 

similarity mechanism was used at test. 



With respect to changed letter-set transfer, the episodic-processing account 

predicts a number of ways that subjects can become sensilive to deep structural 

regularities. Two of these involve relativel) complete knowledge of individual 

training items. The first is the abstract analogy mechanism put forward by 

Brooks and Vokey (1991). When subjects are directly or indirectly induced to 

code the entire surface structurai sequences of individual training items, they 

should form representations of those surface structurai sequences. Then, at test, 

the abstract or relational similarity between the current and past sequences 

should guide successful classification performance. The second way that 

relatively complete knowledge of individual training items could support 

sensitivity to deep structural regularities involves subjects coding the complete 

set of deep structural features, the specific repetition patterns of individual 

elements, within individual training items. The later use of the matches between 

these specific deep structural patterns, as encoded, and the deep structural 

patterns of individual test items could support generalization to novel 

grammatical items instantiated upon a different fetter set. This is possible 

because grammatical items, based upon any letter set, share more sets of deep 

structural features with each other than with nongrammatical items. The coding 

of an item's complete set of deep structural features should result when the 

induction task directly or indirectly induces subjects to code the complete 

pattern of repetition within individual training items. 

Representations of the deep structural features of individuai training items 

should be more efficient than representations of surface structural sequences in 

supporting transfer to changed letter-set stimuli. Deep structuraf pattern 



information is directly relevant for success in a changed letter-set test, but 

surface structural information is only indirectly relevant through the use of an 

abstract analogy mechanism. Both forms of coding require the later use of 

similarity, but the abstract analogy mechanism involves postulating memory's 

additional ability to compute similarity on an abstract or relational dimension. 

This indirect computatjon of similarity would require an extra step in the 

calculation of similarity. Specificaliy, a translation process would have to match 

the past and current experiences on an abstract dimension before similarity 

could be computed. 

Therefore, the episodic-processing account suggests that there are Iwo ways 

that subjects could become sensitive to the deep structural patterns of individual 

items. The episodic-processing accotint is directly opposed to the structural 

abstraction account's suggestion that grammatical sensitivity stems from general 

knowledge of the deep, abstract properties of the grammar induced across items. 

Critically, such abstraction accounts, by their very nature, could not explain 

why subjects are sensitive to the deep structural patterns of individual items, if 

such sensitivity could not be supported by set-wise, abstract knowledge. 

However, the episodic-processing account explains such sensitivity as the result 

of the mechanisms outlined above. Therefore, to test between these two types of 

views, a changed letter-set transfer test, the traditional test of the abstractness 

of knowledge (Pdathews, 1391; Reber, 1963, 1989), was used to determine 

whether subjects were sensitive to the deep structural patterns of individual 

items, when such sensitivity coufd nat be supported by set-wise, abstract 

knowiedge. 



To achieve this purpose, a "grammartess grammar" was constructed. All 

stimuli in this experiment were generated by a set of rules specifying that there 

must be a unique pattern of deep structural features within each individual item, 

but no overall pattern of deep structural features across the set of items. In 

training, subjects studied items that each carried an unique deep structural 

pattern. For !his purpose, one half of the deep structural patterns generated 

from the "grammarless grammar" were instantiated upon the letter set 

(H,D,F,X,M,S,B,R}. The resulting items were presented to subjects given 

standard memorization instructions. At test, the whole set of deep structuraf 

patterns was presented, but instantiated upon the changed letter-set 

(C,P,K,T,Z,V,G,L). Subjects were required to recognize the items they had 

studied in training, even though they were translated into a different letter-set. 

The procedure for generating the individual deep patiern structures was such 

that no general information in the form of a prototype or a set of rules smaller 

than the number of patterns could assist the recognition of training patterns. 

Therefore, above-chance performance on the test task could not be supported by 

set-wise knowledge of absiract properties induced across experience with the set 

of training items. Subjects could only succeed by gaining fairiy complete 

knowledge of individual training items and then utilizing this knowledge to 

recognize the same patterns at test. It is highly likely that complete item coding 

was encouraged by the standard request to memorize the items for a later 

memory test. Given such instructions, subjects likely attempt to learn as much 

as possible about each training item jcf. Reber. 1989, for an opposing view). 



Method 

Sub iea .  Seventeen undergraduates participated for course credit. 

Materials. A single deep structural feature is defined as the specific 

repetition pattern of a single element. For example, a single deep structural 

feature of the item CXPF-XFCP can be expressed as "the first element is repeated 

in the seventh position". The set of deep structural features, or the deep 

structural pattern, of an individual item may be represented by the statement 

that there must be a repetition of first element in the seventh position, the 

second in the fifth: the third in the eighth, and the fourth in the sixth, or more 

sirrqly, with the arbilrary use of numbers as elements, as 1234-2413. A deep 

structural pattern may be instantiated by substituting discrete elements of any 

type, whether they are tones or lights of different durations or frequencies, or 

fetters of the alphabet. 

For this experiment, Ihirty-two deep structural patterns were generated. 

Each pattern contained four deep structural features. Specifically, four elements 

were presented twice each in order to create each pattern (e.g., 1234-1423 and 

1233-1 442: See Appendix 2 for a complete list of stimuli). Each deep 

structural pattern could share none, one or two deep structural features with m y  

other pattern. Eacb pattern, of course, shared four deep structural features 

with itself, but could not share three deep structural features with any other 

pattern. 

The set of thirty-two patiems was divided into two se!s of sixteen, one to be 

used in training only, and one to be used in both iraicing acd test. The set of 

sixteen training patterns were instantiated on letters randomly selected from the 



letter-set {HDFXMSBR). Thus, for example, the pattern 1234-1 243 couid be 

presented as HFXR-HFRX, or aliernatively, as SMRX-SMXR. The lransiation 

between numbers and letters was entirely randomized between items and between 

subjects. At test, all items were randomly instantiated upon the letter-set 

{CPKTZVGL) using the same procedure. For example, the pattern 1234-1243 

could be presented as CPKV-CPVK, or alternatively, as TZGK-TZKG. Therefore, 

the overlap in surface features was not a possible source of information. 

The two sets of patterns were created by a Latin square procedure which 

ensured that the smallest set of rules that could specify either set of patterns was 

a set of sixteen rules specifying each pattern separately. This procedure also 

ensured that no pattern was more or less typical than any other pattern in its 

own set. Each pattern shared a total of eight deep structural features with the 

other members of its own set. Moreover, a high degree of consistency existed in 

the amount of overlap of deep structural features across the palterns in fhe 

training set. In fact, haif of ail paiterns shared two deep structural features with 

two other patterns and orre deep structural featwe with four other patterns. The 

remaining half of the patterns shared two deep structural features with three 

other patterns and one deep siructural feature wiih two other patterns. in 

addition, there was no clustering of similar patterns which would have allowed 

the set of patterns to be described by a compact set of ruies. As a resuit, it was 

impossible to summarize the training set either through a compact set of rules or 

iht-ough a prototype, and these set-wise sources of information could not be used 

to discriminate repeated from nonrepeated patterns. 



Another potentiat source of set-wise information was the analytic similarity 

between a test patiern and the set of training patterns. Analytic similarity is 

compu!ed by counting Ihe frequency with which the individual deep structural 

features of a test pattern occur in the entire set of training patterns. This source 

or information was not capabte of discriminating between the two pattern sets, 

becauss the patterns were divided into sets to ensure that each deep structural 

feature %curred aft q u a i  number of times in both the repeated and nonrepeated 

test sets. This also emitred that any pattern in the repeated and nonrepeated test 

sets had identical anatytic smifarity to both sets. 

The only remaining potential source of information for discriminating 

repeated from nonrepeaied test patterns was nunanalytic simifarity. Nonanalylic 

simifsirity is the overlap between a Zest pattern and a training pattern computed 

in terms of ihe compounds of deep s~ructurai features taken two, three or four at 

a time. However, compoufids of deep struckxal fealures taken two at a time 

would be an insufficient sourcf: of information because non-repecited patterns 

shared two deep striictural features wiih one of the repeated patterns as ofif-.i as a 

repeated pattern shared 'ivm deep struclurai features with one of the repeated 

patterns. Moreover. ;:ems could not match other items on three deep structurai 

features. Therefore, only knowledge of the conjoint occurrence of all four deep 

stilicttdrai ieaiures definiiag a pattern couid discriminate between repeated and 

nonrepezted patterns. 

Any three deep srrucrurai features, laken together, exeiusively specified a 

singfe pattern. That is, once three deep structural features were specified there 

were no ganger arty degrses of freedcm left for the construction of the pattern and 



the final deep structuraf feature, by default, was also specified. Therefore, 

subjects did not need complete knowledge of the set of all four deep structural 

features of an individual pattern to recognize it as repeated, they only needed 

three. Thus only fairly compiete knowiedge about the set of deep slructurai 

features defining the construction of particular item could support 

discrimination between a repeated a non-repeated patlern. 

Procedure. The experiment was conducted on a Macintosh lici computer. All 

stimuli were presented in the center of the monitor using Monaco, 24 point font. 

At the start of the training phase, the subjects were given the following 

instructions: 

This is a simple memory experiment. You will see items made of letters, all 
of which will be consonants. These items wilt be eight consonants in length. Each 
item will be presented on the screen for 10 seconds, and then replaced by another 
item. There is a total of 16 items. Your task is to learn and remember as much 
as possible about these items. 

lnslructions of ihis type have been used previously by Reber j1976), Reber 

et a!. (1 %Of, Dulany et a!. (1 384). Perruchet and Pacteau ( 1  990) and Dimes 

et al. (3991) in artificial grammar fearning experiments. 

Foilowing the training instructions, each of the 16 training strings generated 

for that subject was presented on the screen for 10 seconds, with a one second 

interval between presentations. The entire set of training strings was presented 

a total of three times, in three different random orders each time. 

The test phase immediately followed the training phase. The subjects were 

informed that the letter strings they had studied in training were generated by a 

complex set of rules. The subjects were told letter strings would appear on the 

screen, one at a time, and they would have to fudge whether or not those strings 



had been presented in training. The letter translation was carefully explained, 

using the strings AAEfEl and OOLfYUY as a hypothetical example. When the 

subject understood the nature of the letter transformation, they were told to 

press " Y o n  the keyboard if they thought "Yes" the item presented was one that 

had been presented in training, and "N" on the keyboard if "No" the item had not 

been przsented in training. They were also informed that '16 of the 32 items had 

been presented in training. 

The set of 16 patterns presented in training and the set of 16 patterns that 

had not been prevlousigc presented, all instantiated on the test letter-set, were 

used as test ilems. These i~erns were presented on the screen, one at a time, in a 

random sequence. The prompi "is this iiem Old? <Y/N>" remained at the bottom 

of the screen throughou? the test phase. The subjects were self-paced, with each 

test item being presenled Emmediaiety foilowing the response to the last. 

Foftowing the tesr phase. the subjects were asked the following questions: 

$1 How did you attempt lo team about and memorize the training strings, and; 

2) A: test. given that the ietters had been changed, how did you attempt to 

recog~ire tee items you had sew previoiisiy? The subjects were encouraged to 

eiabrate upon any thougi?!~ they had concerning the two questions, and how their 

strategies may have affected their performance. The subjects were then fully 

debriefeu about the nature of th2 srudy 

Results and Discussion 

IR prificlple, subjects muid oniy discrirrrinate old from new items on the 

basis of iairjy complete knowledge of the conjoint occurrence of the deep 

stmcttrrai features of indk~iduai items. They could not discriminqtr! between old 



and new items on the bas% of any set-wise knowledge, such as rules or 

prototypes, because of the nature of the stimulus set used. 

However, subjects were able to discriminate between repeated and non- 

repeated patterns with a mean accuracy of .57. This discrimination was reliably 

above chance, I(16f = 3.490, g = .003. There was no evidence that any single 

item or set of items was responsible for this above-chance discrimination. In 

fact, 10 of the 16 repeated patterns and I0 of 16 nonrepeated patterns were 

correctly classified by more than hati of the subjects. Moreover, the pattern 

1223-3441, which was presented last at lest because of its salient repetition 

pattern, did not overly coniribute to the above-chance discrimination. Mean 

accuracy (-56) was still reliably above chance when the data was reanalyzed 

without this item, l ( f  6 )  = 2.970, g = .OO9. 

Success also reiied slightly more on hits (g = .58) than correct rejections 

(p = .56)$ consistent with the use of familiarity as a decision heuristic. 

Subjects reported using many differen! strategies in an attempt to memorize 

the training items. For example, they reported attempting to: pronounce an 

item, by providing their own  VOW^ s o u x k  repeat the letters of an item from 

lea to right; compare the left and right sides of an item; look for the pattern of 

repetition of the individual lelters: and make mnemonic phrases out of a whole 

item, or parts of an item. FAost subjects reported using various strategies at 

different times during training because they were not certain that any one 

strategy was panicularty effecicive. However, six subjects did report processing 

only the surface structural sequences of individual training items by repeating 

the fetters from ieft to right or making words and mnemonic phrases from the 



sequences of letters. Analyzed separately, these subjects performed at chance, 

achieving 5Ci.O0/~ accuracy. The remaining 11 subjects, who reported that they, 

at ieast once, attempted 40 analyze the deep structural features fix., code the 

repetition pattern of individual elementsj of the items achieved 60.5% accuracy. 

From the subjects' verbal reports it is apparent that subjects had many 

processing strategies available. Moreover, from the success of subjects who 

reported to, at least part of the time, code the deep structural features of 

individual items, it is apparent that some of these processing slrategies were 

better than others with respect to performing well on a changed letter-set test. 

This correlation between the verbal reports of the subjects and their 

performance provides at ieast some tentative support for tne contention that 

coding the deep structural features of individual items is more useful in 

supporting later transfer ii, the changsd letter-set test than is coding sequences 

of surface struclural features and then atiempting to use abstract analogies at: 

ESf .  

The most importaiif conclusion from this experiment is that transfer across 

%er-sets does not necessarify indicale that Ihe knowledge supporting this 

!ransier is in the form of some zbstract representation of general set-wise 

regularities, contrary to Reber (1968, 1989) and Mathews et al. (1989). 

However, in the current experiment changed letter-set transfer was supported 

by representations of the conjoint occurrence of deep structural features of 

individual items. 

Moreover, in the mare usual case. in which there are set-wise regularities 

lrrtderfying the set of grammaticat stimuli, coding the deep structural features of 



individual items could support grammatical sensitivity. Grammatical items 

necessarily share more deep structural features and conjunctions of deep 

structural features with themsefves than with nongrammatical items. Thus, 

representations of the deep structural features of individual items couid support 

gr mrnatical sensitivity across changes in the letter set used to instantiate items. 

This does not mean, however. that it is not possible that summary 

representations of general set-wise regularities could not support sensitivity 

under those more usuai circumstances. This is possible; however, it is not 

possible that such representations supported transfer in this experiment. 

it should also be noted that the model THIYOS presented by Mathews and his 

associates (Druhan & Mathews. 1989: Mathews, 1990; Mathews, 1991 ; 

Mathews el al., 1389; Rousset et a!.. 1990) could not simulate the above- 

ci-rance transfer demonstrated in this experiment. in THIYOS all condition-action 

rufes were formed, strengthened and utilized in an independent fashion. Such 

condition-action rules were of individual feaiures alone, and not the conjunctions 

of features tlnderlying individual Gems. f herefore, THIYOS, which was 

substanfialty modified to simulate transfer across letter sets, would be 

insufficient to sirnuiate these resu!ts. 

Experiments 4-6 

Experiment 3 demonstrated that the knowledge base which supports changed 

letter-set transfer does not necessarity hzve to represent set-wise structural 

regularities induced across i~stances. However, it did not test the contention 

made by Reber (1969. 1989) and Mathews et al. (1983) that, when an 



underlying grammar is incidental to the demands of the induction task, memory 

automatically induces abstract representations of set-wise deep structural 

regularities. This was not tested because subjects could not have acquired set- 

wise knowledge in that experiment. Experiment 4-6 were designed and conducted 

to determine whether incidental exposure to grammatical training items, in a 

case where there is a grammar, au?omatically results in set-wise deep 

struclural knowledge. Reber ( 1  989) argued that changed letter-set transfer is 

the best test of this form of knowledge. 

The episodic-processing account suggests that their are realiy two 

dimensions upon which set-wise structural regularities can form. As outlined in 

the general introduction. iiens have both surface structural and deep structural 

features. The frequency w r h  which these features and groups of these features 

occur in the entire set of grammalical items describes the set-wise structural 

reguiarities. Set-wise, deep slructtrraf re~ularities can be described as the 

frequency with which each deep feature or conjunction of deep structural 

fealures occurs across the enfife set of grammatical items. Set-wise, surface 

structural regularities can be described as Ihe frequency with which certain 

surface structurat features, or sequences of surface structural features, or 

sequences of surface structural features and their positions occur in the entire 

set of grammatical items. 

According to the episodic-processing account, the form of knowledge that a 

subject acquires coi;fd be surface structural, deep structural, or both. Memory 

is capable of coding the surface structuraf and deep structural characteristics of 

grammatica! training items: however, neither form of coding is automatically 



employed. Ths knowledge acquired is dependent upon the specific processes that a 

subject performs on the training stimuli to achieve a particular purpose. The 

structural p~operties of the training stimuli will be experienced and represented 

in terms of the operations performed to accomplish a particular goal with 

respect to the stimuli. Therefore, subjects should become sensitive to surface 

structura~ regularities when they are directly or incidentafly induced to code the 

surface structural properties of the grammatical training items. Similarly, 

they should become sensitive to deep structural regularities when they are 

induced to code the deep structurai properties of the training items. in both 

cases, representations of particular aspects of item structure will support 

grammatical sensitivity when, at test, subjects process items with similar 

structural characteristics. This will support sensitivity to set-wise structural 

regularities because the frequency of occurrence of these structurai features is 

more similar within the set of grammatical items than between the set of 

grammatical items and the set of nongrammatjcal items. 

Experiment 4 was designed to test whether transfer to changed letter-set 

stimuli, the traditional tes: of deep structural sensitivity, is automatically 

supported by knowledge acquired while incidentally processing grammaticai 

training items. To achieve this end, the incidental string repetition used in 

Experiments 1 and 2 was re-introduced as a method of processing the training 

iiems. Finding transfer to a changed letter-set classification test would support 

the structural abstraction account in its contention that deep structural 

regularities should Qe automalically abstracted whenever training items are 

incidentaliy encountered. However, the episodic processing account did not 



predict changed letter-set transfer in this case. According to the episodic 

processing account, the demands of incidental sfring repetition should cause 

subjects to code the surface structural sequences of the training items. The 

resulting representations of surface structural sequences should not support 

changed letter-set transfer because items based on different letter-sets do not 

share surface structural features. However this form of surface structural 

coding should support same letter-set transfer because grammatical training and 

test items share surface structurat sequences. 

Experiment 5 was designed to demonstrate a case In which sensitivity to the 

deep structural regularities of a set of grammatical items could develop. k 

procedtire was used to discourage processing of the surface structural sequences 

and encourage the processing of the deep structurai features of the individual 

trairring items, To this end, siibjects were required to judge whether each letter 

in the training item, aas repeated elsewhere in the item. These judgments were 

made as quickly as possible and the letter lo be judged was indicated by a bar 

marker placed in a random order under each letter of an item, rather than from 

left to right. Moreover. ihe iaier test or the generating rules were not mentioned 

to the subjects: they were simply led to believe that the training task, designed 

to test their ability to rapidly identify letter repetition, was the only task in the 

experiment. Thus, subjects incidentaily analyzed the deep structural features of 

the training items in the absence of any knowiedge of the underiying grammatical 

rtrtes or that the task had any relevance to a future task. It was expected that 

subjecZs would acquire deep structurat knowledge of the training items. 

Specifically, it was expe~ted that lhey would form representations of the 



independent deep structural features occurring in the set of grammatical training 

items. ft was predicted that this form of knowledge would transfer equally weil 

to ?he same and chsnged letter-set transfer tests. This prediction was made 

because the deep structurai features of the set of grammatical training items 

more closely matched their occurrence in the set of grammatical test items than 

in the set of nongrammatical test items. Any deep structorai sensitivity in this 

case would result from the demands of the induction task, rather than the 

automatic abstraction of deep structural regularities across instances. 

Experiment 6 was designed to ailow comparison between the more usual 

memorization training procedure and the incidental training procedures used in 

Experiments 4 and 5. An intensive memorization procedure was used by Reber 

(1969) and Mathews et a!. (1989) in tests of chayed letter-set transfer. It is 

memorization training that is used most often in testing grammatical 

discrimination in tests of same letter-set transfer (e.g., Dienes et al., 1991 ; 

Dulany et al., 1984; Perruchet & Pacteau, 1990; Reber, 1976; Reber et al., 

f 980). In hopes of resolving the debate over what form of knowledge people 

acquire given this form of training, comparisons were made between the results 

of Experiment 6 and the other two experiments, in which the materials and tests 

were identical, but item coding was more tightly controlled at training. 

Method 

Subjects. Twen:y-six ur;dergradua:e students participated f ~ :  course credit 

in each of Experiments 4. 5 and 6.  



Materials. The experiment was conducted on a Macintosh tlci computer. All 

stimuli were presented in the center of the monitor using a Monaco, 24 point 

font. 

At! grammatical stimulus strings were generated from the finite-state 

grammar shown in Figure 4. A total cf fifty-five unique seven letter stimulus 

strings were generated from this grammar by starting at State 1 or State 2 and 

following the pathways of the grammar in the directions indicated un!il State 7 or 

State 8 was reached. Tn avoid large successive runs of the same element 

Immediate reversafs along a pathway were not allowed, For example, if the route 

between State 3 and State 6 was transversed, the reverse route from State 6 to 

State 3 was not allowed to immediately fallow. 

figure 4. The finite state grammar ~ s e d  in Experimmfs 4-6 instantiated upon 

the trai~ing getter-set {M, T, C. X ,  R). 



Only 49 of the 55 strings generated from the grammar had unique deep 

structural patterns, that is, a unique set of deep structural features. An 

example a pair of strings sharing the same deep structural patterns are the 

strings RMRTXMX and MXMRTXT which both have repetitions in the first and 

third positions, the second and sixth positions, and the fifth and seventh 

positions. To create a set of strings aft having unique deep structural patterns, 6 

strings duplicating the deep structuraf patterns of other strings were discarded, 

leaving a set of 49 grammatical stimulus strings. Another 4 strings were 

arbitrarily discarded in order to create a set of 45 grammatical stimulus strings 

to be used in the experiment. 

Twenty-five grammatical strings were selected to serve as training stimuli, 

and 20 grammatical strings were selected to serve as test stimuli. Care was 

taken in this selection process to ensure that the training items carried the set- 

wise structural reguiarities af the entire set of grammatical items, on both a 

surface and deep structurai tevel, 

Twenty nongrammaticai stimulus strings were also created to be used at test. 

A nongrammatical string was defined as a siring that did not have a deep 

structural pattern identical to any of the 49 unique particular deep structural 

patterns created by the finite-stale grammar. This definition automatically 

ensured that the nclngrammaticat items did not share the same surface structural 

identity with any grammatical i?ern. The nongrammaticai strings were created 

by randomly changing one or two ietters of a grammatical item used in training. 

This random replacement was governed by the following set-wise restrictions. 



First, item by item each nongrmmaticai item matched a single grammatical test 

item in pattern complexity. For example, if a grammatical test item had one 

double repetition and one triple repetition (e.g., RMCXXMX), then a 

nongrarnmatical item was created with the same general pattern comp!exity (e.g.. 

RMRTRTX). Second, both the grammatical and nongrammatical test items were 

created to have the same number of highly salient side-by-side repetitions sf the 

same letter. 

These two restrictions ensured that the set of test grammatical and set of test 

nongrammatical items had iuenticaii pattern compiexity. if the nongrammatical 

items, item by item, had either more or less element repetition than 

grammatical items, it is conceivable that subjects could be successful at 

classification by simply using the strategy of categorizing items as grammatica! 

if :hey have a great ded of repetition complexity. This strategy could not result 

in classification success with the current stimuli. 

To instantiate each test item on a novel letter-set for ibe changed letter-set 

test, each of the original ietters $4. T, C. R, X j  used to instantiate the test items 

were replaced with a ietter frcm :ire alternative (F, t, K, S, Pj letter set. The 

mapping of letters ~ ' 3 3  consisten$ withjn each item je.g., all M's in an item would 

become F's), but was randomly reallocated between items (e.g., all M's in a 

different item could become L's). This letter translation was re-randomized for 

each subject. This for9 of randomization was used lo diminate the possibility 

that subjjecfs cosid /earn and utilize a consistent mapping between the old and new 

Iefter sets. (Ci. Mathelr~s et at.. 3989, regarding their cfairn that grammatical 



sensitivity in the absence of kngwledge of letter to letter mapping must be caused 

by "automatic abstraction of general knowledge of the grammar" (p. 1092). 

Appendix 5 shows the complete set of training grammatical, 'rest grammaiicat 

and test nongrammatical items instantiated upon the original letter sel (M, T, C, 

R, X) and also an example of all grammatical and nongraritmatical test items 

instantiated on the alternate letter set (F, L, K, S, P). 

Procedure. Three experiments were conducted, differing only in training 

conditions. Under a!l training conditions subjects were exposed twice to eacf? of 

the 25 training strings. The whole set of training stimuli were presented on the 

screen, one at a time, in a random sequence, and then again, in a different random 

sequence. Therefore, there were a total of 50 training trials. 

The training procedure for Experiment 4, the incidental repetition condition, 

was designed to require the subjects to repeat and encode the surface structural 

sequences of the individual training str,,?qs without knowing: f 1 that the stimuli 

were generated by an artificial grammar; o: 2) that there wot~ir? be further 

testing of any type. To achieve this goal, an incidents! [earning procedure 

similar to the one developed by Rundm (1977) and Glenberg, Smith and Green 

( I  977) was used. Subjects in ihe incidental repetition condition were informed 

that they were in a study measuring fheir short-term memory for three digit 

numbers. They were told they had to remember and then recalf a three digit 

number presented 0i-1 the screen. As a "distraction task", to make the number 

task more difficult, they were told they would have to repeat a series of letters 

out loud for 10 seconds before they recalled the number. In fact, this series of 

fetters was a grammaticat training stimulus. The sequence c;f events which 



comprised a trial was: I )  a three digit number appearer' ?n the screen for three 

seconds; 2) a blank screen for one second; 3) a grammatical training string was 

presented on the screen for ten seconds and the subject verbally repeal the 

letters from left to right as many times as possible; 4) the stimulus was 

replaced by a prompt to enter the thrae digit number, and; 5) the subject 

entered a three digit number. The next trial immediately followed. The subjects 

were led to believe that this task comprised the entire experiment. 

The training procedure in Experiment 5, the incidental analysis condition, 

was designed to require the subjects to analyze and encode the deep structural 

features of the individual training strings without knowing: 1) that the stimuli 

were generated by an artificial grammar, or; 2) that there would be further 

testing of any type. In the incidental analysis condition, each training string was 

presented on the screen for 400 msec before a bar marker was placed under one 

of the letters. The subjects were required to hit the " A  key on the keyboard, 

with a finger on their left hand, if the letter underlined was repeated elsewhere 

in the stimulus siring, and the "L" key, with a finger on their right hand, if the 

letter wzrs not repeated elsewhere in the stimulus string. Subjects were told to 

respond with "one hundred percent accuracy, but also as fast as possible because 

both accuracy and response time are being measured." After a response, the bar 

marker disappeared for 200 msec and reappeared under a different letter in the 

stimufus. a!ld remained on the screen until a new response was made. For each 

stimtlius this pr~cedure continued until the bar marker had been placed, in a 

random order, under each of the seven letters. The screen was then cleared and 

foilowing a one seco~d delay and the next trial began. Instructions to the 



subjects at the beginning of this task simply involved telling them the decision 

and response they were to make upon sceing "an array of letters". The subjects 

were led to believe that this task comprised the entire experiment. 

The training procedure for Experiment 6, the memorization condition, was 

similar to the training conditions used most often in artificial grammar learning 

experiments. The subjects in the Reber Memory Condition were given the 

foilowing instructions: 

This is a simple memory experiment. You will see items made of letters, all 
of which will be consonanis. These items will be seven consonants in length. 
Each item will be presented on the screen for I0  seconds, and then reglaced by 
another item. There is a total of 25 items. Your task is to learn and remember 
as much as possible about these items. 

Instructions of this type have been used previously by Reber (1976). Reber 

e l  al. (1980), Dulany et at. (19841, Perruchet and Pacteau (1990) and Dienss 

et a!. (1991 ). Each stimuli was presented on the screen for ten seconds, and 

then cleared from the screen for one second before the next stimuli was 

presented. 

The test was identical for all three experiments. The test had two phases. In 

one, the same letter-set test phase, the fetter-set used to instantiate the test 

items remained constant between training and test. In the second, the changed 

letter-set test phase, the letter-set used to instantiate the items was changed 

between training and test. The order of these test phases was counterbalanced 

k tween  subjects. In each test phase, the subjects were exposed to the 20 

grammatical and 20 nongrammatical test items instantiated upon the appropriate 

letier-set. The items were presented in a random order, held constant between 

tast phases, but rerandomized for each subject. The items were presented one at 



a time on Ihe screen with the prompt "Is this item grammatical <Y or N>?" 

Trials were subject-paced. 

Prior to test, subjects were informed that all of the letter strings they had 

seen a1 training had been generated by a complex set of rules which determined 

which letters could follow which other letters and which letters could be repeated 

and where they could be repeated. They were informed they would see some more 

Ietter strings, only half of which follow the rules, and were to decide whether 

they follow the rules or not. It was explained that the complex set of rules were 

called an artificial grarnrnar and they had to enter <Y> if they thought an string 

obeyed the grammatical rules and <N> if they believed an string violated the 

rules. Before the changed letter-set test, the subjects were also informed of the 

nature of the letter change, with the use of a hypothetical example to ensure the 

process of letter translatior! was understood. Subjects were then fully debriefed. 

At the end of the test phase, subjects were 3sked how they had approached and 

attempted to perform each of the three parts of the experiment. The subjects 

were encouraged to elaborate upon any thoughts they had concerning their 

performance. Subjects were then fully debriefed. 

Results and Discussion 

Results of these experiments are summarized in Table 3. Experiment 4, the 

incidental repetition condition, was intended to test whether repeated, b u ~  

incidental, coding of the surface structural sequences of traiiiing items led to a 

knowledge base capable ot supporting transfer to both same and changed letter- 

set classificetion tests. In the same letter-set test, in which the test items were 

instantiated upon the same letter-set as the training items, subjects in the 



incidental repetition condition classified novel grammatical and nongrammatical 

items at a level reliably above chance (mean percent correct 56.3% versus 

50% chance level: i(25) = 4.765, p < .001f. However, in the changed letter- 

set test, in which the same test items were translated into the alternate letter- 

set, classification performance (M = 51.5%) was not reliably above chance, 

ij25) = -906, g = .374? and was reliably inferior to classification performance 

in the same letter-set test, I(25j = 2.675, Q = .013. This inferior 

performance in the changed letter-set test was a result of both a iower 

proportion of correctly dassified grammatical items (hits) and a lower 

proportion of correctfy classified nongrammaiical items (correct rejections). 

That is, both the proportion of hits (g = 5 8 8  versus g = .559) and the 

proportion of correct rejecfions (,Q =. 539 versus Q = -471) were higher in the 

same letter-set test than in the changed letter-set test. 

Table 3 
Experiments 4-6: Probability of Correct Classification 
as a Function of induction Task and Test Letter Set 

Experiment Induction Task Test Letter Set 
Same Changed 

4 Incidental Repetition .5 6 .5 2 

5 incidental Analysis .56  .57 

6 Memorizaticn .59 .5 3 

i t  was concittded that subjecls in the inciaeniai repeiiiion condition gained 

knowfedge about the surface structural regularities of the set of grammatical 



training items and could appty this knowledge to the same-set test, in which this 

form of information is applicable, but could not apply this knowledge to the 

changed tetter-set test, in which this form of information is not applicable. 

Because the subjects had no motive to pay a great deal of attention to the training 

stimuii, this surface structural knowledge base was quite likely fragmentary in 

nature, including only parts of the surface structurai sequences that were 

incidentally repeated in training. Subjects did not appear to acquire knowledge 

of deep structural regularities which would be useful for the changed letter-set 

test. This is a resuit of the subjects having no time or motive lo perform any 

processing upon the deep structural features of the training items, or seek 

commonalities between patterns expressed by the training items which would 

result in knowledge pertaining to the deep structural regularities of the set of 

training items. 

The most im~ortant conclusion concerning the results of Experiment 4, is 

that, although the subjects acquired knowledge capable of supporting same 

letter-set grammatical discrimination, this form of knowledge was not capable of 

supporting changed letter-set discrimination. This is directly contrary to the 

structural abstraction account which suggested that the deep, rule-based 

structural regularities underlying a set of training items are automatically 

acquired under incidental conditions, and that this form of abstracted knowledge 

is directly applicable to both same and changed letter-set tests. The results of 

Experiment 4 suggest that memory does not automatically acquire deep 

structural knowledge. 



Experiment 5, ihe incidental analysis condition, was designed and 

conducted to induce subjects to code the deep structural features of the 

grammatical training items. it was expected that this form of coding woirld result 

in a knowledge base capable of supporting both same and changed letter-set 

transfer. In the same letter-set test subjects in the incidentai analysis condition 

were able to classify novel grammaticai and nnngramma!ical items (M = 55.8%) 

at a ievel reliably above chance, 1(25) = 3.377, 2- = ..002. Moreover, in the 

changed letter-set test, classjfication performance (M = 57.1•‹/0 ) was also 

reliably above chance. 1125) = 6.480, g < .001. There was no reliable 

difference between tesl conditions it251 = .604, g = .551. Therefore, subjects 

had knowledge that was eq~rally applicable to both same and changed letter-set 

classification tests. This concfusion is reinforced by the fact that in both the 

same and changed lelter-set tests the proportions of hits (g = ,604 versus g = 

-603) and false alarms (g = 512 versus g = S35) were highly similar. 

It can be concluded that subjects in the incidental analysis condition acquired 

knowledge of the deep structural regularities underlying the set of grammatical 

training items. As argued in the general introduction, only deep structural 

knowledge could support both same and changed letter-set grammatical 

discrimination. Subjects in the incidental analysis were induced to analyze the 

deep structural features of the training items. Specifically, the placement of the 

bar marker mostly iikely caused the subjects to break down each training 

siimuius into separable deep structural features in order to make the necessary 

repetition detection decision. Therefore, the representations acquired in this 

condition were most likely separate codes of each of the individual deep 



structural features occurring in the grammatical training items, rather than 

codes of the conjoint occurrence of these deep structural features within a 

training item found in Experiment 3. However, the exact nature of this 

representation is difficult to determine. Subjecis could have coded these deep 

structural features in terms of the letters that were actually found to repeat in 

the training items. Alternatively, they could have coded this information in a 

more abstract way by simply attending to the location of the repeated letter, but 

not the identity of the fetter that was repeated. Therefore, the surface structural 

identity of the repeated letters in the training items may or may not have formed 

part of the representations of training experiences. 

It is crucial that the changed-letter grammatical sensitivity demonstrated in 

Experiment 5 was not likdy the result of automatic abstraction of the deep 

structural regularities across items. This concfusion is reinforced by the 

results of Experiment 4. In both cases, the particular operations performed by 

the subjects on item structure had a critical influence on the form of their 

structural sensitivity. In Experiment 4, the coding of the surface structural 

sequences of the training items resulted in surface structural knowledge capable 

of supporting discriminating between grammatical and nongrammatical items 

based upon the same letter-set. In contrast, in Experiment 5, the coding of the 

deep structural features of the training items resulted in deep structural 

knowledge capable of supporting discrimination between grammatical and 

nongrammatical items based on either letter-set. In both cases, the particular 

form of processing was applied to satisfy the primary demands of the induction 

task. Clearly, the knowledge acquired in incidental grammar learning is 



conditional, depending upon the particular operations performed on particular 

aspects of item structure in order to achieve some specific incidental purpose. 

Therefore, the knowledge acquired does not appear to be the result of automatic 

structural abstraction. 

Experiment 6, the memorization condition, was designed and conducted to 

delermi~e the form of the knowledge base acquired by subjects who perform 

under this standard training procedure. Memorization of training stimuli has 

been shown to support grammatical sensitivity to both same and changed letter- 

set stimuli (Mathews e i  ai., 1989: Reber, 1969). This was also in the case in 

this experiment, with classification of novel grammatical items instantiated upon 

both the same letter-set &I = 59,2%) and the changed letter-set = 52.6%) 

reliably above chance, respectively, $25) = 5.959, g c .001 and i(25) = 

2.087, p = .047. However, classification performance in the same letter-set 

test was reliably superior to classification performance in the changed letter-set 

test, lf25) = 3.638. g. < .301. This indicates that the major effect of 

memorization was to make available surface structural rather than deep 

structural knowiedge. Moreover. inferior performance in the changed letter-set 

condition was largely a result of a reduction in the proportion of correctly 

classified grammatical items {hits) rather than a reduction in the proportion of 

correctly classified nongrarnmatical iiems {correct rejections). That is, the 

proportion of hits in the same letter-set test (p = .652) was much higher than 

the proportion of hits in the changed letter-set test fg = -5351, but the 

proportion of correct rejections was not (g = .533 versus g = 517, 

respectively). Therefore, success reiied largely upon the correct classification 



of grammatical items and this occurred most frequently when test items were 

instantiated upon the same letter-set as the training items. 

In support of the conclusion that memorization made availabfe mostly surface 

structural knowledge it is necessary to compare the changed letter-set transfer 

in the memorization condition to the changed letter-set transfer in the incidental 

analysis condition. f he incidental analysis condition should have supported 

greater changed letter-set transfer because was concluded to support the 

acquisition of a deep structural knowledge base. In fact, changed letter-set 

transfer was reliably greater following incidental analysis than following 

memorization, b(50) = 2.724, Q = ,009. Therefore, it was car.cluded that there 

was a greater availability of desp structural knowledge following incidental 

analysis than following memorization, and that memorization, as indicated by 

good same letter-set transfer, supports the acquisition of mostly surface 

structural knowledge. 

These differences in performance appear to indicate that memorization 

instructions caused subjects to primarily code the surface structural sequences 

of the t ra in i~g items, That is, subjects in the memorization condition coded the 

training items in a way similar to subjects in the incidental repetition condition. 

The difference between these two conditions was that subjects in the 

memorization condition, informed Ehat there would be a later memory test, had a 

direct motive to rehearse this form of information. It is also apparent from the 

reports given by subjects concerning their own memorization strategies that 

approximately half of ihem a h  attempted, at least once, to analyze the deep 

structural features of the training items. A tentative conclusion is that this form 



of deep structural item coding was responsible for the small amount of changed 

letter-set transfer demonstrated in the inemorization condition. However, 

because no subject reported consistently analyzing the deep structural patterns 

of individual training items throughout the entire training phase, it is difficult to 

determine the effect that this processing strategy had. 

Memorization instructions, in fact, leave the experimenter with very little 

opportunity to determine which of the critical aspects of item coding are 

responsible for grammatical discrimination. In light of the results of 

Experiment 4 and 5, in which the well defined encoding task had criticai 

infiuence on the form of knowledge acquired by subjects, it is clear that 

memorization instructions do not give the experimenter enough control over the 

critical aspects of item coding. Subjects given memorization instructions adopt 

various strategies to encode the training item that range from the form of 

encoding performed in the incidental repetition condition to the form of encoding 

performed by subjects in the incidental analysis condition. The idea that under 

memorization instructions, memory reveals its highiy adaptive abiiity to 

unconsciousiy and automatically abstract the complex rufe-governed regularities 

of a set of stimuli is both powerful and exciting (Reber, 1989). However, given 

the results of the current experiments, it appears far more likely that 

memorization js simply a task in which subjects perform various encoding 

operations on the stimuli presented, in highly adaptive preparation for a later 

memory test whose form has not been specified. 

It is concluded that the demands of the induction task caused the processing of 

different aspects of the structure of individual training items. Sensitivity to the 



deep structurat regularities of grammatical items was served by the coding of the 

deep structurai features of a set of grammatical training items. Sensitivity to 

the surface structural regularities of a set of grammatical items was served by 

the coding of the surface structural sequences of grammatical training items. In 

both cases, it is thought that the operations performed to satisfy the primary 

demands of the induction task resulted in representations of different aspects of 

the structure of individual training items, which served to later support a 

specific form of sensitivity to set-wise structural regularities. It is concluded 

thst! there is no reason, given the evidence, lo posit that memory has addjtionai 

processes specially adapted to automatically absiract structure across 

grammatical training items. 

General Discussion 

As predicted by the episodic-processing account, the purpose for which 

subjects incidentally encountered grammatical training items was shown to have 

a critical impact on later classification of rlovel grammatical and nongrammatical 

items. ln Experiment 4, it was demonstrated that subjects who were led to code 

the surface structural sequences of the training items could later discriminate 

between grammatical and nongrammatical items instantiated upon the same 

letter-set, but not between the same items based on a different letter set. In 

contrast, Experiment 5 demonstrated that subjects who were led to code the deep 

structural aspects of training items could later discriminate between 

grammatical and nongrammatical ilems presented in either the same or a changed 

letter-set. This indicates that the operations performed to satisfy the primary 



demands of the indudlon task caused memory to form representations of different 

aspects of the structure of individual training items. These representations later 

supported different but specific forms of sensitivity to set-wise structural 

regularities. 

Experiment 3 was conducted to investigate whether changed letter-set 

transfer is supported by particular knowledge of individual items, or general 

knowledge of set-wise structural regularities. it demonstrated that coding the 

set of deep structurai features of individual training items can support 

identification of items instanfiated upon a different letter-set. This indicates 

that the abstraction of set-wise structural regularities is not necessary for 

strong transfer to items instantiated on a changed fetter-set, Together, the 

results of Experiments 3 and 5 demonstrated $hat subjects can code either the 

individual deep structural feztures or' individual items, or c~mpounds of those 

deep structural features depending upotl the nature of the task demands. 

These results support the episodic processing account's contentions fhat: If 

in order to satisfy task demands. memory processes particular aspects of 

training item slructure and forms representations of these processing 

experiences; and 2) grammatical sensitivity is dependent upon the extent to 

which these representations of past processing experiences are applicable to 

specific tests of grammatical knowledge. 

With respect lo the first point, the variable and specific nature of the 

knowledge acquired in implicit learning appears to result from memory's ability 

'to process specific aspects of siimufus structure for particular purposes. Every 

purpose given to a subject invokes operations that are functional in achieving 



that purpose. For example, subjects can process the surface structural 

sequences of individuat training items in order to achieve their intended purpose 

of repeating the letters of the string out Ioud. Alternatively, subjects can 

process the deep sfructuraf features of individual training items in order to 

achieve their intended purpose of judging whether individual Ietters are repeated 

or not repeated. Memory appears to form representations of these particular 

processing experiences. Moreover, with respect to the second point, 

grammatical discrimination appears to be supported only to the extent that the 

processing performed at test can make use of the products of the specific 

processes performed in training. For example, the products of surface 

structural coding can support transfer to items based upon the same letter-set, 

but not items based upon Ehe changed letter-set. This is possibie because items 

instantiated upon the same letter-set share surface structural sequences, but 

items instantiated upon different letfer-sets do not. in contrast, representations 

of the deep structural fealgres of individual training itenis can support transfer 

to both the same and changed letier-set cfassification tests. This is possibie 

because grammatical items. regardiess of the ietter-set they are instantiated on, 

share deep structural features. 

It is concluded that the current results, and implicit learning in general, can 

only be explained by a theory that claims !hat memory processes different 

aspects of stimulus stri3ure under the guidance of an incidental purpose given 

by the experimenter, forms a representation of these processing experiences, 

and retrieves these experiences to support, later performance under similar 



circumstances. Therefore, the episodic-processing account is the only current 

acco~int that can fully explair; implicit learning. 

Reber's Structural Abstraction Account and the Current Exprimen& 

The results of the current experiments cannot be explained by Reber's 

(1989) theory of implicit Grammar learning, which posited a default tendency to 

abstract stiuctural regularities, The results of Experiment 5 demonstrated that 

sensitivity to deep structural regularities is conditional upon the coding of the 

deep structural features of individual trainin2 items. Moreover, Experiment 4 

demonstrated that subjjecfs can became sensitive to set-wise surface structural 

~egularities, without becoming sensitive ZCP general deep structuiat re~ufarities- 

These resulls canna be easily explained by the automatic abstraction of deep 

structural regufarities across experience or a switch to an instance mode of 

learning. These results i~dicafe that sensitivity to set-wise deep and surface 

str~fcturaf reg~~larities is conditional an performing operstions upon particular 

aspects of item strticttfre. Such conditionaf sensitivity is not, part of Reber's 

account of impticit learning. isr addition. Experiment 3 danonstrated that 

subjects can code the conjcrirtt occurrence of deep strt~cturai features of 

individual items in order to support transfer across tetter-sets. This 

demonstrated that changed letter-set transfer can be supported by knowledge 

a b u t  Individual irems. Given that changed letter-set transfer was considered by 

Reber (1989) to be ?ne strongest evideface for set-wise structural abstraction, 

this iestlft places Reber's theory sf impticit learning in further doubt. 

Therefore, Reber's ~tructurai abstraction account cannof explain the current 

resutts, whereas, the episodic-processing account can. 



There is one aspect of the Reber's account of implicit learning that is 

superficjally similar to the episodic-processing account. This is the contention 

that the nature of the processing performed by subjects given different task 

requirements is functionai. Reber (1989) suggested that the learner "assumes a 

cognitive stance that is functional, that will accomplish the task at hand" fp. 

226). Reber argued that under observation or standard memorization training 

conditions it is functional to abstract the structural regularities underlying a set 

of items. When the subject is strongly encouraged to code instances it is more 

functional to switch to an instance learning mode. However, it is unclear why it 

is only functional to code instances when performing paired-associate learning 

and not standard memorization. In both cases the primary requirement of the 

task is to memorize items for a taler test. Therefore, it should be equally 

functional to switch to an instance learning mode in both cases. Moreover, it is 

difficult to understand why. when observing items, it is functional to abstrzct 

general structure- To perform the task of observing items it is only necessary to 

pay attention to the items, not abstract generai structure. Therefore, Reber is 

presenting a theory in which memory has a default tendency to abstract 

structure. This default tendency is disrupted when instance coding takes place. 

As a result, Reber does no? appear to be providing a theory in which different 

modes of learning are functionally appiied to the current situation. 

ts Artificial Grammar Learnina t m~f ic i t?  

-* 
I ne acquisition and uiiiizaiion of knowledge in the current experiments 

appears io be quiie cornpiex. The sittiatiisn $acing the sirbJecis in these 

experiments is somewhat fike the following situation. A person has been in a 



friend's living room many times. She has walked through the room avoiding the 

furniture, has sat on the furniture and has looked about while talking to her 

friend. These everyday purposes have created experiences concerning the 

arrangement of the furniture in the room. However, the position of the furniture 

has always been incidental to the primary purpose for encountering the 

furniture. Moreover, this knowiedge has been acquired without anticipation of 

ever needing knowledge about the position of the furniture. Nonetheless, one day 

she walks into the room and has the feeling of uncertainty, a feeling that 

something is different This feeling could serve as the basis of a conscious 

decision, namely "that something is different". Moreover, it could compel her to 

start looking at the room to consciously seek what has changed. Upon looking 

around the room, she gets a strong feeling that a chair seems to be in a different 

place. Although she cannot consciously recall where the chair was before, she 

coufd state with a great deal of certainty that it had been moved. 

Although this example pertains to a specific roam, it can also apply to the 

category of any one type of room. For example, walking into a living room for the 

first time one can get the ieeiing that the furnitura is arranged in a pleasing 

manner or a non-pleasing manner. This t-ipe of feeling state likely stems from 

multiple past experiences with rooms of that type, which share commonalities in 

furniture arrangement. People are implicitty sensitive to the regularities in 

furniture arrangement. As in the above example, this form of sensitivity could 

be supported by specific representations of particular experiences. That is, past 

encounters with the objects in similar rooms for specific purpose could result in 

representations of those experiences. In turn, these representations could, as in 



the case of artificial grammar learning, support sensGivity to general structural 

regularities. 

In the current experiments, performance in the incidental training 

conditions (Experiments 1, 2, 4 and 5) could be considered analogous to the 

above example. Subjects in the incide~tal training conditions, while they were 

aware they were encountering the training items for a particular purpose, did 

not anticipate that their encounters with the training stimuli would be relevant 

to performance on a later test. Because the later test was unanticipated, subjects 

could not simply atiempt to acquire the form of knowledge that they believed 

would be most applicable to the lesi task. Therefore, the acqdsition of knowledge 

relevant to performance on a later classification test was incidental, The 

incidental nature of the learning process made it difficult for the subjects to 

consciously evaluate what they had learned. 

Also analogous to the above example, subjects in the current experiments 

appeared to have the feeling that something was "different" or "wrong" about 

nongrammatical test items and that something was the "same" or "right" about 

grammatical test items. With respect to con.;ciousness, subjects reported having 

few or no rules or other forms of conscious knowledge with which to classify test 

items. However, subjects reported consciously attempting to orient their 

attention toward certain structural characteristics of the test strings in an 

attempt to determine what is "wrong" or "right" about that item. For example, 

subjects reported directing their attention toward the pattern of repetition 

within a test item in the hopes that the whole item, or parts of the item, would 

fee! familiar of unfamiliar. Thus, above-chance classification performance 



appears to be largely a result of unconscious processing resulting in a 

consciously available feeling state. Consciousness appears able to focus attention 

on different aspects of item structure in order to make that feeling state 

available. 

Thus, the acquisition and utilization of the knowledge supporting grammatical 

sensitivity does not appear to be entirely independent of the subjects' intentions 

and strategies. However, because the knowledge incidentally acquired in the 

current experiments was not easily retrieved into consciousness, the learning 

process can be described as implicit. This does not mean that subjects were 

unaware that they were performing operations upon the training stimuli, or that 

they were unaware that they had knowledge relevant to performing the test task. 

It only means that the products of their learning were difficult to retrieve to 

consciousness because such direct retrieval was not supported by the cuing 

conditions offered in the test situation. 

Even if subjects could have retrieved the products of their learning into 

consciousness, it would not necessarily indicate that classification aecisions were 

made explicitly. The conscious utilization of directly retrieved past experiences 

may not be capable of supporting grammatical discrimination. That is, 

retrieving one or two past exemplars into consciousness and comparing them to 

the current test stimuli may be an inefficient basis for classification response. 

tt is possible that only the reliance upon consciously available feeling states, 

resulting from implicit paralief access to multiple past experiences, can 

efficiently suppoti grammatical discriminaiion. Conscious and unconscious 

memory processes may use the same products of experience, but in qualitatively 



different ways, for qualitatively different purposes (Jacoby E: Witherspoon, 

1982). 

The Interaction Between Processino and Structure 

The episodic-processing account suggests that the operations performed on a 

stimulus are both supported and limited by the affordances of that stimulus' 

structure. In the current experiments, the structure of the items supported the 

forms of processing required, but under other circumstances these forms of 

processing would not have been possible. For example, if !he items had been 

created with lights of different frequencies as elements, then the verbal 

repetition of surface structural features in the incidental repetition condition 

would not have been possible. Regehr and Rooks (in press) provided important 

results and arguments concerning the interaction between stimulus structure and 

various perceptual operations that can be performed on that structure. Regehr 

and Brooks showed that the same general analytic structure (set of rules) could 

be represented by stimuli in various perceptual form.  They demonstrated that 

the perceptual form of the stimuli, independent of the analytic structure, 

controlled and limited the form of processing that could be applied to the stimuli. 

in turn, the form of processing applied to the structure of individual stimuli 

controlled sensitivity to the underlying analytic structure. Therefore, they 

concluded that the perceptual manifestation of analytic structure has a critical 

impact on sensitivity to set-wise analytic structure. 

This same impact could be demonstrated in the artificial grammar learning 

paradigm by manipulating the type of eiements used to instantiate the stimuli. 

For exampfe, a grammatical paftern could be represented by a series of light 



flashes in various locations on a computer monitor. That is, each element of a 

stimulus would be represented by a different location, rather than a different 

letter. Subjects might be induced to code the individual elements of a 

grammatical training item in a separable fashion if the series of light flashes 

were far apart in either distance or time. However, they might code the 

individual patterns in a more integral fashion if the light flashes were close 

together in distance or time. This ci~clnge in the perceptual manifestation of the 

training stimuli could have a critical effect on later sensitivity to the general 

structure of the grammar. As indicated by Experiment I and 2, the separable 

coding of individual elements could result in only a small amount of grammatical 

discrimination. However, in this case, separable element coding would result 

from the perceptual characteristics of the stimuli, rather than from an overt 

processing demand. 

Future investigation should determine the impact of the perceptual 

manifestations of the training stimuli in the artificial grammar learning 

paradigm, However, this investigation should not ignore the fact that the 

structural properties of stimuli will be experienced, and represented, in terms 

of the operations a subject performs on the stimuli to achieve a specific purpose. 

im~lications for Future Research 

The current experiments demonstrated the importance of tightly controlling 

the coding operations performed by subjects when learning. For example, in 

Experiment 4 and 5, control over the induction task resulted in an ability to 

determine the criticat aspects of item coding that were responsible for 

grammatical discrimination on the same and changed letter-set tests. This is in 



contrast to the more usual memorization instructions, which leave the 

experimenter with very little opportunity to determine the aspects of item 

coding that are responsible for grammatical discrimination. Moreover, a tight 

control over the structure of the sei of items was also necessari. For example, 

in Experiment 3, the nonpredictive nature of any set-wise structural 

regularities in the set of stimuli made it possible to conclude that the abstraction 

of set-wise structural regularities is not necessary for strong transfer to items 

instantiated on a changed letter-set. Even more highly specific control over both 

the structure of the set of items and the training and testing conditions will be 

necessary in future investigation of implicit learning, 

Future research should include the investigation of a number of partially 

independent dimensions which could be used to describe the nature of the implicit 

teaming process. For example, the utilization and acquisition of grammatical 

knowledge could be described as deliberate or incidental, conscious or 

unconscious, and could be described as occurring with or without awareness. 

Moreover, the knowledge base acquired could be verbalizable or nonverbalizable. 

To dale, some investigators of artificial grammar learning have assumed that 

because the knowledge acquired in artificial grammar learning is difficult to 

verbalize, it must be qualitatively different from consciously available, 

verbalizable knowledge (e.g., Reber. 1989; see also Berry and Broadbent, 

1984, for similar arguments concerning knowledge in other types of complex 

rule learning situations). In addition, researchers have assumed that the process 

involved in acquiring verbatizabie knowledge is qualitatively different from ihe 

process involved in acquiring nonverbalizable knowledge (Dienes et al., 1991; 



Reber, 1976, 1989). As a result, these researchers have assumed that people 

can deploy a deliberate, conscious mode of lear~ing which results in verbalizable 

knowledge, or an incidental, unconscious mode of learning which results in 

nonverbslizable knowledge (Berry and Broadbent, 1984; Dienes et at., 1991 ; 

Reber, 1976, 1989). 

However, the knowledge acquired under incidental and deliberate learning 

conditions may not be qualitatively different. For example, encouraging subjects 

to deliberately search for the rules underlying the set of grammatical training 

exemplars was demonstrated to have no influence upon their later classification 

performance, or ability to verbalize the knowledge they had acquired (Dienes et 

al., 1991 ; Mathews et at., 1989; Perruchet & Pacteatl, 1990). This suggests 

that it is unlikely that there are two neatly defined, stable moaes of learning 

which can be specified by using the dimensions conscious/unconscious, 

incidentalldeliberate and verbalizable/nonverbalizable. It is far more likely 

that in any situation the acquisition and utilization of knowledge can be described 

as occurring at some point on each of %ese partially independent dimensions. The 

possibility that changes in the learning process are caused by changes along any 

of these dimensions can only be discovered by independently manipulating 

particu!ar aspects of the learning situation. For example, subjects could be 

informed that the training stimuli are created by a set of rules which they must 

discover, and then given the item analysis training used in Experiment 5. Any 

differences in classification performance between this deliberate condition and 

the incidental condition used in Experiment 5 would be the result of a switch 

from an incidental to a deliberate form of learning. Moreover, the manipulatior! 



of factors that might seiectively affect conscious or unconscious memory 

processes could be used to determine the importance of conscious and unconscious 

aspects of performance. Manipuiations of this nature could result in a better 

description and understanding of the artificial grammar learning process. 

Conclusion 

As predicted by the episodic-processing account, ihe results of the current 

experiments demonstrated that different purposes for encountering exemplars of 

a grammar cause critically different operations to be performed on particular 

aspects of stimulus structure. in the experiments conducted, manipulation of the 

demands of the task in which exemplars were incidentally encountered and 

encoded was shown to radically modify the nature of the knowledge base acquired 

in implicit learning. These modifications in the nature of the knowledge base 

acquired in implicit learning cannot be explained by the automatic abstraction of 

structure. However, they can be explained by the episodic-processing account 

which postulates that memory performs whatever operations are functional in 

satisfying current demands, preserves the products of those operations, and 

applies those products in a iatei test. To date, the episodic-processing account 

has also had success in explaining phenomena as widely divergent as the word 

superiority effect (Whittlesea & Brooks, 1988), pseudoword perception 

(Whittlesea & Cantwell, l987), semantic priming (Whitttesea & Jacoby, 

1990j, illusions of memory driven by perceptual and conceptual fluency 

(Whittlesea, 1992; Whitttesea, Jacoby & Girard, 1990) and sensitivity to 

typicality in clustered categories (Whittlesea, 1987). Moreover, similar 

processing accounts have been used to explain performance on explicit and 



implicit measures of memory {e.g., Jacoby, 1983; Masson & MacLeod, 1992; 

Roediger, 1990; Roediger, Weldon & Challis, 1989). The episodic-processing 

account promises to provide a general framework of mental performance capable 

of explaining remembering, attention, perception and learning. 
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Grammatical 

Appendix 1 

Training and Test Items of Experiment f and 2 
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Grammatical 
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Appendix 2 

Training and Test Items of Experiment 3 

New T e s t  
P a t t e r n s  

New T e s t  
I t e m a  
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m - K X P C  

TCZ Z-CTGG 

LGKL-ZKGZ 

cm-VTLV 

ZCCV-VZTT 

G'I"Il;-TPPG 

@KC-L;LPK 

Gm-LPPG 

Note: Training and test items lisied are examples only. Actual stimuli varied 

between subjects: See text. 
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Appendix 3 

Training and Test Items of Experiment 4-6 

Same-Set 
Test Items 

Grammatical 
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Example of Different-Set 
Test Items 
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I NonGrammatical 
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Appendix 3 (continued) 

Training Same-Set Example of Different-Set 
Items Test I tems Test 1 tems 

- - - - - - - - - ....................... ...................... 

Grammatical Grammatical NonGrammatical Grammatical NonGrammatical 

Note: The changed-letter test items presented are only examples. In practice, 

leiters were randomly assigned to the deep structure of the items on a trial-by- 

trial basis. 


