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Abstract

People can become sensitive to the structural regularities of an artificial
grammar without awareness. After experiencing a set of representative
exemplars people are able to classify novel exemplars with above chance
accuracy. Numerous accounts of this form ofimplicit learning emphasize the
automatic abstraction of structure. However, becausr,ev these accouhts ignore the
- functional nature of structural processing, they méy be insufficient to explain
the variability found in performance. A new approach to implicit learning, the
episodic-processing account, emphasizes thaf different purposes for
" -encountering exemplars of a grammar will cause criﬁc'ally different operations
to be performed on particular aspects of stimulus structure. In the experiments
"‘c'o;n'dructed, manipulation of the demands of the task ‘Tin which exemplars were
| ‘incidentally encountered and encoded was shown to radically modify the nature of
the knowledge base acquired in implicit learning. Coding of pérticular properties
of exemplars, under the guidance of the different purposes given to incidentally
- encounter items, sponsored: 1) distributed representations of the deep
structural features of individual items; 2) representations of the surface
structural features of the entire set; 3) representations of the deep structural
features of the entire set, and; 4) possibly, context-specific representations of
the surface structural features of individual items. It is concluded that memory
does not automatically abstract structure; instead, memory performs and

preserves whatever operations are functional in satisfying current demands.
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Reber (1989), in a review of over twenly years of experimentation in his
laboratory, has put forward a modet of human cognition endowing memory with
the ability to implicitly abstract the rule-governed regularities embodied in a
set of instances. This model has received extended criticism (e.g., Brody, 1989;
Brooks, 1978; Dulany, Carlson & Dewey, 1984; Perruchet & Pacteau, 1990;
Servan-Schreiber & Anderson, 1990; Vokey & Brooks, 1992), and has
generated interest in the incidental learning of‘c‘omple‘x structural regularities.

The primary interest in implicit learning has centéred around the artificial
grammar learning paradigm. In this paradigm, subjects are found 1o be sensitive
to the rule-governed regularities of novel grammatical test items after simply
memorizing a set of training items generated from ihe same artificial grammar.
-~ The nature of the learning process involved in ‘artifiéiél ‘g’rammar !earning is
‘ intriguing. Subjects gain knowledge fostering sensitivity to the underiying
structure of the set while unaware that any such structure exists, and the
knowledge they gain, knowledge driving their classification performance, is
difficult to verbalize and may be unavailabie to consciousness (Dienes, Berry &
Broadbent, 1991; Reber, Kassin, Lewis & Cantor, 1980; Reber & Lewis,
1977).

Conflicting theories describing the acquisition, form and utilization of
implicit knowledge have been forwarded by numerous researchers (e.g.,
Mathews, Buss, Stanley, Blanchard-Fields, Cho and Druhan, 1989; Perruchet &
Pacteau 1990; Reber, 1989; Servan-Schreiber & Anderson, 1990; Vokey &
Brooks, 1992). At the current time, the nature of implicit learning is widely

debated. Researchers studying artificial grammar learning must uncover the



- nature of the memory representations formed while encountering items

fkf;‘}g‘enerated from an artificial grammar, and how these memory representations,
once formed, support grammatical sensitivity. o

Th ; Standard Arificial Grammar Learning Paradigm

The standard training procedure in the artiﬁcia}i Qrammar learning paradigm
fa,_",;requ‘res subjects to memorize consonant strings geh;é,rartéd frpm: a complex set of
ru!es that can be represented in schematic form (see f%iéi.rre 1) Consonant
~'~atrings are generated by following the pathways of'tkhe grammar yff’kom the initial
atate (State 1) to any of the three terminal states.(S’tates 4,5 0r6). For

'e,xample,' the item MTTC can be generated from the grammar.shown-in Figure 1.

: '51, __First the M is picked up between States 1 and 2, then the first T by following the
""loop around State 5, then the second T by fonowmg the same !oop a seGOnd Irme

: and then ‘the c by following the pathway between States 2 and 4. Typ ical trai mng
rnvoives individually presenting twenty-five strings generared from a grammar |

- three times each for 1en seconds.

Figure 1. Example of a finite state grammar.



Subjects are not told about the complex set of rules generating the letter
strings until they have completed the training task. At test, they are required to
categorize novel grammatical items, conforming to the generating rules, and
" novel nongrammatical items, created to violate at least one of the generating
- rules. All test items are formed from the same subset of letters (e.g., M, T, V, R,

X, Subjects given this standard form of training and test are able to

_ discriminate between grammatical and nongrammatical items in the absence of

feedback (e.g., Dienes, Broadbent & Berry, 1991; Dulany et al., 1984;

Perruchet & Pacteau, 1990; Reber, 1976).

Reber (1967, 1969, 1976, 1889) has explained implicit learning by

| ";ki;f thearizing that memory is capable of veridically representing the complex

: : structure of the environment. Reber has argued that when people are faced with
'siimufi conforming to underlying structural regularities, such as exemplars
conforming fo the rules of an artificial grammar, an automatic process abstracts
those structural reguiarities into an internalized representation which, in turn,
sponsors structura! sensitivity. The structure of an artificial grammar is
internaiized in a form that, although not identical to the formal Markovian
system, is still "deep, abstract, and representative of the structure inherent in

the underlying invariance patierns of the stimulus environment” (Reber, 1989,
Reber {198%) supported the coniention that memory's internalized

by providing evidence that subjects, given standard training, do not use rules



that misrepresent that underlying structure. Specifically, Reber argued that a
knowledge base which misrepresented the underlying general structure of the
domain would cause consistent misclassification of items presented more than
once at test. In contrast, he argued that a knowledge base that represented the
general structure of the domain would result in consistent correct classification
of test items presented more than once. Summarizing the results of nine
experiments with learning conditions claimed torbe: neutral, all similar or
identical to the standard conditions summarized above, Reber reported that
subjects did not make more errors classifying the same items twice than would
~be expected by estimates of chance. However, these same subjects did correctly
classify the same items twice more often than would be expected by estimates of
chance. Therefore, Reber concluded that subjectsrwjer'e in'ducing and. utilizing
kon!y representative, veridical rules. However, because classification
performance was less than perfect, Reber concluded that the rules acquired were
incomplete representations of the underlying structure.

The Instance Account of Implicit Learning

The first response to Reber's theory of implicit learning was made by Brooks

{1978) who provided an alternative account of implicit learning and concept
learning in general. Brooks argued that the acquisition of a concept does not
involve abstraction across all experienced instances of a category in order to
create summary representations like a prototype or a set of analytic rules, but
instead, involves storing all experienced instances. According to the instance
view, a novel grammatical stimulus is classified by an analogy to a similar

instance. For example, seeing a stimulus (e.g., a dog), causes memory to



automatically access a highly similar instance along with the information that it
was a dog, and by anaiogy the new stimulus is classified as a dog. Brooks argued
that the unconscious abstraction of rules across instances of a graminar, although
sufficient to explain grammar learning under standard conditions, may be
unnecessary; knowledge may be distributed across representations of individual
instances.

To demonstrate the power of the instance view, Brooks (1978) performed an
experiment using two artificial grammars and a paired-associate learning
procedure. In training, exactly half of the letter strings generated from each
“grammar were paired with an animal associate and half with a city associate.
This ensured that an item's grammatical status could not be predicted by the
city/animal status of its associate. However, unknown to the subjects, the
animal and city associates could be divided into a nonsélient second category that
did perfectly predict an item's grammatical membership. Specifically, all letter
strings generated from one grammar were paired with an animal or city from the
New World, and ail letter strings generated from the other grammar were paired
with an animal or city from the Old World. Therefore, the nonsalient New
World/Old World status of letter string’'s associate was perfectly predictive of its
grammatical membership. In training, subjects memorized the letter strings
and their associates. They were not aware that they were in a grammar learning
experiment. With respect to the associates, subjects reported only being aware
of the nonpredictive city/animal category and not the critical New World/Old
World category. Therefore, the subjects were not aware, until informed just

before test, that the New World/Old World status of a letter string's associate



was perfectly predictive of its grammatical status. Nonetheless, subjects were
successful in sorting novel items into the two grammatical categories.

Because subjects, while learning, were unaware of the critical New

World/Old World associate category, Brooks (1978) argued that subjects were
‘nOt simultaneously abstracting the two different grammatical structures. In
'support of this view, another group of subjects performed the same acquisition

" task with the New Worid and Old World associates randomly assigned to the

training items. These subjects experienced the same grammatical items but,

~ contrary to the predictions of an automatic abstraction account, had no ability to

~ discriminate between the two grammars. Therefore, subjects could only

discriminate between the two grammars when they could utilize the critical New

" World/Old World associate category at test. Brooks cdnCIudéd that successful

“categorization of novel grammatical items in this experiment must be based upon

the use of analogies to similar grammatical items sto'réd in memory with their

associates. For example, the test string MRMRV might seem similar to the

training string MRRMRYV which was associated with Vancouver. Because

Vancouver is a New World city, the subject might decide that the test string is
also from the New World category. Although the utilization of instances appears
to be very explicit in this case, under other circumstances the influence of
instances on categorization can be entirely implicit (Allen & Brooks, 1991;
Jacoby & Brooks, 1984; Vokey & Brooks, 1992).

The strength of an instance account to explain grammatical sensitivity is
further enhanced if, as Vokey and Brooks (1992) suggested, it is assumed that

classification depends not simply on the most similar instance as suggested by



Brooks (1978), but rather, on the simultaneous similarity of the current
stimulus to multiple known instances retrieved in parallel (Estes, 1986;
Hintzman, 1986; Nosofsky, 1988; Whittlesea, 1987). This multiple item
retrieval would allow wide generalization to novel grammatical items without
necessitating the unconscious abstraction of a set of rules. In fact, this form of
on-line computation, involving the simultaneous averaging of stored episodes,
produces sensitivity to many of the statistical properties of a domain.

Moreover, this form of on-line computation can give identical results to the pre-
compution performed by models generating summary representations such as
prototypes or rule-sets (Estes, 1986). Therefore, eithér pre-computation and

on-line computation could be responsible for grammatical sensitivity under

- standard training conditions.

Instanges Ver r ral_Abstraction

in reply to Brooks (1978), Reber and Allen (1978) agreed that under some
circumstances, such as paired-associate learning, the memory base supporting
grammatical decisions is in the form of specific instances, but under other
circumstances, such as learning under an observation procedure, the memory
base is an abstract representation of the rules of the grammar. Reber and Allen
argued that memory deploys either a rule abstraction procedure or a more
concrete instance-based procedure under the guidance of "the type of material to
be learned, the way it is presented, one's expectations about the task, and one's
previous success with these procedures” (p. 219). Reber (1989) added that in

the pure implicit acquisition mode, in which no overt request or experimental



manipulation causes the use of elaborative operations, the default procedure is
abstraction.

Reber and Alien (1978) argued that the differences in recognition and
“classification performance between subjects given paired-associate training and
) subjects given observation training supported their dual-knowledge model.

,7 QObservation training required the subjects to simply pay attention to the items
presented. Reber and Aflen suggested that instance-based memory
representations, when compared to abstraction-based representations, should
supporrt greater item-knowledge, as measured by Etekm Vr'ecognition, but less
" generalization to novel items, as measured by classification accuracy. In Reber
Vand Allen's study, paired-associate learning resulted in reliabl»y 'bett'err
k'réco‘gnition of old items and reliably poorer generali}_ation to novel grammatical
items whern compared to observation learning. Therefore, they concluded that
paired-associate learning supports the development of a knowledge base of
instances and observation learning supports the development of an abstract
representation of the rules of the grammar. This conclusion was also supported
by the fact that subjects given paired-associate training were ten times as likely
to justify their classification decisions by using the words "it reminds me of",
which was hypothesized to be a form of justification that should result from the
utilization of instance-based knowledge.

This variable item-knowledge and generalization, under control of the
induction task, can be explained by the Reber and Allen (1578) model
postulating two modes of learning. However, it could also be explained by a form

of exemplar model postulating only one mode of learning. Vokey and Brooks (in



an unpublished version of their 1992 article, as cited by McAndrews and

Moscovitch, 1985) suggested that an exemplar model tightly linking item
individuation and breadth of generalization could explain Reber and Allen's
‘results.

The account proposed by Vokey and Brooks suggestgdrthat encoding
‘manipu!ations could affect the degree of item indivriq‘ua"[fsjon,y and if items are very
well individuated, they would not support wide generalization to novel items.
However, these highly individuated items would be easily recognized, indicating
rgood item-knowledge. With respect to the two tasksyusﬁed by Reber and Allen

: (1978), this exemplar model would predict that pairéd+as*soc§3te* training leads
" to greater item individuation than does observation. Thérefore, this model would
'als‘o predict that paired-associate training should supbOrt gréatér iterﬁ |
knowledge as measured by recognition, but less generélizétio‘n as meésmed by
classification. This is the result reported by Reber and Allen in support of their
model postulating dual modes of learning.

Therefore, the results provided by Reber and Allen (1978) can be explained
by a model of instance learning alone, or a model including both instance learning
and abstraction. To determine which model better explained artificial grammar
learning, Vokey and Brooks (1992) and McAndrews and Moscovitch (1985)
attempted to test instance models against dual-knowledge models. Both sets of
researchers attempted to test these models by unconfounding specific similarity,
the similarity of one test item to one training item, with grammaticality, the
similarity of one test item with the entire set of training items. This

unconfounding of specific and general similarity provides the experimenter with
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the ability to interpret the source of generalization. Any influence of specific
similarity, independent of grammaticality, can be interpreted as the effect of a

single, highly similar item in memory controlling classification. In contrast,

S ~any influence of grammaticality, independent of specific similarity, can be

4 'interpreted as the effect of knowledge pooled across itéms controlling

‘_ classification. This latter effect could result from an absiract representation of
:i‘,k"",t'h'e rules of the grammar, or parallel access to multiple items at retrieval.

| The results of Vokey and Brooks' (1992) experi‘rﬁenfs demonstrated thét both
‘the specific similarity and the grammaticality of the stimuli are determinants of
“ classification performance. However, under various encoding conditions
Wiintrod'uced to influence the degree of item individuation, ranging fromr standard
ﬁf‘ﬂ]iemoriz:a’tion to mnemohic training, variation in thé influence of thekrs‘peciﬁc‘;

R similafity of the stimuli did not result in a compensatory variatiOn in the
influence of the grammaticality of the stimuli. Instead, across encoding
manipulations, there was no clear tradeoff between the influence of the specific
“similarity and the grammaticality of the test stimuli.

These results indicated that there is a complex mechanism governing the
varriable utilization of the different sources of information available to support
classification. This complex mechanism is not part of either the dual-knowledge
or instance positions. The difficulty facing both types of model centers around
their inability to explain why the variation in the effect of specific similarity did
not result in @ compensatory variation in the effect of grammaticality. The dual-
knowledge position (Reber & Allen, 1978) cannot explain this result because it

suggested that any training whichenCourages item individuation, such as
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mnemonic training, should cause a switch from the default abstraction mode to an
instance learning mode. This switch to the instance learning mode should cause
subjects, at test, to :2ly upon the specific similarity of the test item to a well
learned instance (Reber & Allen, 1978). Importantly, this switch should always
be accompanied by a smaller reliance upon the grammaticality of items which is
hypothesized to be a result of the alternative, abstraction mode of learning.
| However, across encoding manipulations in the experiments reported by Vokey
‘and Brooks (1992), there was no clear tradeoff between two neatly defined
“modes of learning controlled by the requirements of the traihing task.

This same result causes problems for the modified instance account of
grammar learning prop’osed by Vokey and Brooks (as cited by McAndrews &
: M,oscoxﬁtch, 1985) which proposed that an increase initem indiv’iduaﬁo‘n causes
a decrease in the breadth of generalization to novel testitems. It doés not appear
“that an increase in item individuation necessarily decreases the breadth of
generalization to novel grammatical items. Therefore, neither position can
easily handle the variable impact of different encoding instructions on item
knowledge and the breadth of generalization to novel grammatical items.

Thus, the dual-knowledge position (Reber & Allen, 1978) and the instance
account (Brooks, 1978; Vokey & Brooks, 1992) have led to experiments
demonstrating the variable reliance of classification performance on different
forms of information, but these two theories have been unable to clearly

disentangle the mechanisms underlying this variation.
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The Fragmentary Knowledge Account of Implicit Learning

In addition to the instance-based and abstraction-based representations,
other possible forms of representation have been hypothesized to support
sensitivity to the structure of an artificial grammar. With respect to the
complexity of the structure necessary to support grammatical sensitivity,
Perruchet and Pacteau (1990) have provided the simpl‘e,ét account of
grammatical knowledge. They argued that fragmentary knowledge of legal side-

by‘side letter pairs (bigrams) extracted from grammé'tiéat'training items, in
: addition to knowledge of the acceptabie initial and final 5étters in grammaticatl

~items, is sufficient to explain the results obtained in standard tests of
grammatical sensitivity.

- To demonstrate this point, Perruchet and Pacteau cohducté'd an ergperiment in
v’vhichrs’ubjects memorized. legal bigrams whose frequenrcy of presentation
“matched their’ frequency of occurrence in the entire set of grammatical training
strings. They demonstrated that in a standard test of grammatical sensitivity
o 'these subjects performed as well as subjects who had memorized whole
grammatical training items. Moreover, the results of another test measuring
recognition of legal and illegal bigrams following standard item memorization
were included in a simulation programmed to make a judgment of
"nongrammatical” for any test string containing at least one bigram not
recognized by individual subjects. This simulation predicted the actual
classification performance of subjects in a standard grammar learning condition.

They concluded that under standard grammar learning conditions subjects
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memorizing whole training items may only gain knowledge of permissible
bigrams.

Because the location of legal bigrams within items is constrained (e.g., MT
might occur exclusively in the first and second position of legal strings), it is
possible that subjects may learn not only bigrams but also their positional
dependencies. To test this possibility, Perruchet and Pacteau (1990) analyzed
their data in terms of nongrammatical test items that ’vi'olated the rules of item
construction by including illegal bigrams and those violaﬁng the rules by
including legal bigrams in illegal positions. The resuits of their analysis
demonstrated that in the usual grammar learning paradigm a small amount of the
grammatical sensitivity may stem from correct rejection of nongrammatical
iktejms with permissible bigrams in impermissible positions; that is, subjects
were sensitive to the positional dependencies of legal bigrams. However, because
this effect was small Perrucnet and Pacteau down-played the importance of
positional information under standard grammar learning conditions.

The potential sensitivity of subjects to the positional dependence of bigrams
was further examined by Dienes et al. {1991). Using a sequential letter
dependencies (SLD) test, they were able to directly test subjects’ sensitivity to
the positional dependencies of bigrams. This test required subjects to state which
letters were allowed to foliow a stem of one to five letters extracted from the
beginning of a grammatical item. They demonstrated that subjects, after
receiving standard memorization training, were sensitive to the positional
dependence of bigrams. In contrast, sensitivity to the positional dependence of

bigrams was absent when subjects were required to simultaneously generate
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random numbers and study the training items. Therefore, it appeared that
| knowledge of both valid bigrams and their positional dependencies were learned

| under standard conditions; however, it also appeared that the knowledge of

~ positional dependencies developed only after more extensive practice than is

. necessary to simply learn the bigrams independent of their positions.

Adding to this line of research, Servan-Schreiber and Anderson (1990)

ERS demonstrated that when subjects received extended practice memorizing the

letter strings (to a criterion of two successive correct reproductions of each set
of five exemplars), their performance could be simulated by a model postulating
’t’hiat subjects learned small chunks (bigrams and trigrams) of each letter string
and then integrated these small chunks into a hierarchy Qf more encompassing
| kch’Unks. In support of the contention that chunkingr‘ is aﬁ importaht,prokcess
involved in artificial grammar learning, Servan-Schreiber andrAnders'on induced
surbjects to chunk the letter strings in a way consistent with the specific
organization imposed by the training presentation. As a result of this training
manipulation, subjects were least sensitive to violatiens. in letter ordering that
occurred between the chunks of specific letter sequences they had originally
| eﬁcoded. Subjects were most sensitive to the violations that occurred within the
chunks of specific letter sequences that they had originally encoded. Importantly,
they also demonstrated that subjects not induced to chunk the items by some overt
manipulation also showed this same dependence upon chunk preservation.
Therefore, it would appear that under standard memorization training with
grammatical items knowledge of bigrams and possibly trigrams develops along

with some knowledge of the positional dependencies of these groupings, and then if
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more practice memorizing items is allowed, bigrams and trigrams are integrated
into even larger groupings forming representations of whole items. It is also
possible that the entire set of small, intermediate and item sized "chunks” are
represented in an all-encompassing hierarchical network of "chunks" (Servan-
Schreiber & Anderson, 1990).
Fragmentary Knowi Ver r ral_Absiraction

On the surface, describing the form of the knowledge acquired in standard
artificial grammar learning conditions as bigrams, trigrams and their locations
contradicts Reber's (1989) contention that subjects acquired knowledge that can
be characterized as deep, abstract, and representative of the structure
underlying the stimulus environment. Avoiding this contradiction, Reber

{1989; Reber & Lewis, 1977) claimed that the khowle'dge acquiréd in_implicit

~ learning is in the form of permissible bigrams, but that this knowledge of

bigrams reflects the deep structural characteristics of the grammar. Reber and
Lewis ciaimed that memory first abstracts the bigrams that have the highest
relational invariances and then abstracts the less invariant bigrams. This
abstraction, supported by sensitivity to the deep structural regularities of the
domain, was hypothesized to be independent of the frequency of bigram
occurrence in the training set. To support this position and refute any account of
grammar learning positing that subjects are simply sensitive to the frequency of
bigram occurrence in the training set, Reber and Lewis provided the results of an
anagram solution test. This test required subjects to unscramble anagrams,
randomly mixed letters from novel grammatical items, info grammatical items.

The frequency with which each bigram occurred in the subject's solutions to the
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anagram task was then correlated with; a) their frequency of occurrence in the
training strings (r = .04), and b) their frequency of occurrence in the entire set
of grammatical items {r = .72). From these data, Reber and Lewis concluded that
~ subjects were "learning the overall structural relations that hold between

| letters and letter pairs and not simply logging frequencies [of letter pairs in the
trrain'ing set]" (p. 347). ' 7
iHowever, Perruchet and Pacteau (1990) uncovéred séﬁefal important
E 'pfobiéms with Reber and Lewis' (1977) study. Spebifica‘ﬁy, Perruche’t and
Pacteau suggested that the impact of three methodological factors in the study
| ~gonducted by Reber and Lewis could explain the fact that the frequency of -

‘occurrence of bigrams in the anagram solutions most closely matched their

rf:rreqqénéy of occurrence ih the entire set of gramhﬁéticél itérrn's,, and not their
fréquency ~of'bccurrénce in the training set. First, Perfﬂchétiand Paéteau' pointed
but that the variance in the distribution of bigram ffequency of the items selected
for training was approximately one ninth of the corresponding variance
- calculated for the entire set. This comparatively low variability in the training
’bigra’m frequency distribution could fead to the result reported by Reber and
Le\&is because it makes it difficult 10 obtain as high a correlation with the bigram
frequency of the whole set.

Second, Perruchet and Pacteau {1990} pointed out that the individual letters

used to create the anagrams were more representative of the frequency of
individual letters in the entire set than the frequency of individual letters in the

fraining set. This restriction would naturally cause the bigrams, created by
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combining this restricted set of individual letters, io match the bigrams in the
entire set more closely than the bigrams in the training set.

Third, Perruchet and Pacteau (1990} pointed out that the bigrams tnat were
underrepresented in the original training list were highly salient "doublets”
{(VV, XX, TT) and a highly salient abbreviation (TV); however, the bigrams that
were overrepresented were non-salient (PV, XS and PX). As a resuit, a
misrepresentative overuse of these highly salient and easily memorized bigrams
in the subsequent anagram solution task would reduce the overail correlation
between the bigram frequency in the training set and the anagram solution test.
Together, these three biases raise questions about the proper interpretation of
Reber and Lewis' {1977} results because none of them require more than "the
ubiquitous ability to learn pairwise associates" {Perruchet & Pacteau, 1990, p.
| 271).

In the absence of Reber providing a plausible mechanism to explain how
memory gathers bigram knowledge under the guidance of deeper knowledge of the
underlying grammatical structure, and how this deeper structure is apprehended
in the first place, the arguments made by Perruchet and Pacteau (1930} are
compelling. It is far more parsimonious to suggest that subjects in the standard
grammar learning paradigm simply learn bigrams and to some extent their
positional dependencies.

Fragmentary Knowledge in the Form of Condition-Acticn Rules

Mathews and his associates {Drunan & Mathews, 1989; Mathews, 19%0;
Mathews, 1991; Mathews et al., 1989; Roussel, Mathews & Druhan, 1890)

have argued that bigrams and trigrams and their positional dependencies may be
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internally represented in the form of specific condition-action rules. To develop
this position, Druhan and Mathews (1983) have created a model, THIYOS (THe
ldeal YOked Subject), based upon the classifier systems proposed by Holland,
Holyoak, Nisbett and Thagard (1986). THIYOS was originally used by Druhan
and Mathews to mimic the performance of yoked subjects given the verbal
protocols created by subjects who had performed in the Mathews et al. (1989,
Experiment 1) grammar learning experiment. In the condition that was
simulated, subjects performed in a string discrimination task in which they had
to select one of five exemplars presented as grammatical. The set of exemplars
was composed of one grammatical exemplar and four nongrammatical exemplars.
Subjects were given feedback after each trial and the correct choice remained on
the screen for five seconds. After every ten trials they had to verbalize "teach-
aloud instructions” to an "unseen partner” who was also performing the task.
These verbal protocols of each subject were given to a yoked subject who
performed the same task without feedback. This practice continued for 200
trials per week for three weeks.

THIYOS performed the string discrimination task by first storing the verbal
protocols of human subjects modified into specific condition-action rules (for
example, if the string begins with SCT then choose it) and then modified again
into a specific format amenable to computer programming. These rules competed
for control of response selection based upon the parameters of strength,
specificity and support from other rules. In this model the strength of a rule was
based upon its past success in guiding classification, the specificity of a rule was

based on the number of the positions within a string it uniquely specified, and the
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support for a rule was based on the number of other rules that were in agreement
with the decision it indicated. In a first round of bidding, the rules were
compared with the stimuli presented and the strongest rules that match the
stimuli were sent on to working memory. Once in working memory, these rules
"can be consciously manipulated based on their strength, specificity and support”
(Druhan & Mathews, p. 7). This conscious manipulation was modeiled by an
equation calculating a second set of response bids for every rule. A bid was
created for each rule by substituting the specific values of the parameters
(strength, specificity and support) attached to each competing rule, weighting
them, adding them together and multiplying the resuit by a constant. The highest
bidder governed the response made arid, if the system was given feedback, had its
strength increased if it led to correct classification or decreased if it led to
incorrect classification. Without feedback, this system performed at a level
similar to that of human yoked subjects. Moreover, the inclusion of feedback
allowed this system to perform at a level similar to that of the original subjects.
Roussel, Mathews and Druhan {1990) modified THIYOS by adding a
"forgetting” algorithm which allowed it to retain a subset of features of any item
the existing system declared grammatical. These features were coded i‘n the form
of a rule that said to select strings with those features. Roussel et al. also added
an internally generated feedback algorithm which responded to the structure of
the exemplars presented. These modifications allowed the system to learn
without the input of the rules generated from subjects’ verbalizations and
without feedback: in fact, it learned so well it performed well above chance on the

two grammar tasks it was tested on. However, Roussel et al. reported that human
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subjects in the Mathews et al. (1989) study did not exceed chance on the same
tasks. Roussel et al. explained that these differences resulted from human
subjects explicitly generating and maintaining hypotheses of littie or no validity
while THIYOS did not.

Mathews and his associates are strict believers in the psychological realism
of their computational model: they assume that their computational model
(THIYOS) is the psychological model of implicit grammar tearning (cf. Mathews,
1991). This psychological model involves human memory re-coding the
features (sequences of letters and their locations) of items deemed to be
grammatical into specific condition-action rules that could unconsciously
compete to create optimal relative strengths for each competing rule (Mathews,
1991). The rules themselves are variably available to consciousness depending
upon their strength, but the mechanisms creating these rules, selecting them for
consciousness and optimizing their strength, are not. Once in consciousness
rules are manipulated according to an equation based upon their strength,
specificity and support.! In summary, their belief that a "good theory of

implicit learning is close at hand" (Mathews, 1991, p. 118) revolves around the

1 1t is difficult to interpret what Mathews and his associates meant when they
stated that their second bidding process is "conscious”. Clearly, subjects in their
experiment were never aware of substituting numbers into a complicated
equation. Mathews and associates appear to assume that working memory and
consciousness are very tightly linked. However, if this bidding process occurred
in working memory, it would not have to be available to consciousness. Only the
end result, in the form of a rule or a decision, would have to be made consciously
available.
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notion that "a large part of the nonverbalized, tacit knowledge acquired about an
artificial grammar appears to be the optimal relative strengths of competing
rules resulting from the nonconscious rule-tuning” (Druhan & Mathews, 1989,
p. 8).

Contrary to the statements made by Mathews and his associates, the limited
success demonstrated by THIYOS does not indicate, by any means, that there is a
psychological process occurring analogous to the processes performed by THIYOS.
Although such a representation of knowledge successfully simulated experimental
results to some degree, it does not mean that it is relevant to any actual
psychological process (cf., Kolers & Smythe, 1984, for detailed arguments
concerning this issue). In fact, any number of alternative representation
systems can explain a small set of results from psychological experiments
(Anderson, 1978, 1979). Therefore, when a number of very different accounts
have the ability to explain a smali set of behavioral results, the ability to explain
these results becomes an insufficient reason to prefer any one of those accounts.
With respect to implicit learning, Servan-Schreiber and Anderson's Competitive
Chunking Model (1990), the PDP model created by Kushner, Cleermans and
Reber (1991) and THIYQS, all with radically different processing and
representation systems, can all adequately explain a specific set of behavioral
results. Because such a diverse set of models can explain the results of artificial
grammar learning studies, the only true support for any model must come from
the results of psychological experiments, in which each model makes numerous
specific and unique predictions (cf., Anderson, 1978, 1979, for arguments that

even this may not be sufficient). The validity of THIYOS as a psychological model
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of implicit learning will be discussed briefly with respect to the psychological
data it is based upon, and later with respect to the studies presented in this
thesis.

THIYOS is an attempt to simulate a set of results from psychological
experiments and, as yet, has made no actual predictions concerning artificial
grammar learning. It is a computational model with possible relevance as a
psychological model. This distinction between computational and psychological
models is an important one. For example, there are computational models
successful at playing chess at the Grand Master Level; however, such models may
or may not have relevance to psychologists with respect to their ability to act as
models of how expert humans play chess (Kolers & Smythe, 1984). Cn the
whole, such models seem to tell us little about human chess éxpertise. However,
there are other computational models such as Servan-Schreiber and Anderson's
Competitive Chunking Mode! {1990) which can also inform psychologists about
human performance by acting as psychological models. The Competitive Chunking
Model is a successful model within a limited domain because it is backed by
behavioral evidence that supports its main operating assumption. This
assumption states that people chunk information, and in the domain of artificial
grammar this has very specific behavioral consequences. This model, in fact,
predicted and modeled the findings presented by Servan-Schreiber and Anderson
(1990) in a more specific way than any other psychological model. To be
similar in its ability to act as a valid psychological model THIYOS must also iead
to interesting psychological predictions which it is capable of modelling (Estes,

1986; Kolers & Smythe, 1984).
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One possible form of confirmation for THIYOS would be finding behavioral
support for its representational assumptions. Mathews and his associates made
the suggestion that the verbal reports given by subjects were a valid index of the
form of the representation of knowledge implicitly supporting decisioris
(Mathews et al., 1989). In fact, they justified the use of rules in their model on
the nature of the verbal reports of the subjects in a number of experiments
conducted by Mathews et al. {(1989). If it could be demonstrated that the
verbalized knowledge given by subjects following the teach-aloud procedure was
in the form of condition-action rules, which were hypothesized to be consciously
available, then there would be at least some support for the psychological
relevance of THIYOS. However, even this would be exceptionally weak support:
verbal statements in the form of condition-action rules could be a product of the
"teach aloud procedure”, rather than a reflection of true "implicit" knowledge.
Statements in the form of "if you see X then choose that string” are the most valid
of any possible verbal information that can be explicitly generated by subjects
and then passed on in verbal form. This in no way means that the knowledge
fostering implicitly-driven decisions is in a corresponding form. Almost any
information about the features of items could be reformulated into a condition-
action rule by either the experimenter, a computer induction routine, or the
subjects themselves attempting to come up with something to say into a tape
recorder. Thus, even if the subjects did speak in perfect condition-action rules
there is no reason to believe that this was the form of their implicit knowledge.
To underscore this point, Allen and Brooks (1991) demonstrated that even when

subjects were given a very simple, perfectly predictive rule in verbal form to
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categorize simple stimuli their performance relied on prior episodes rather than
rule automatization.

This argument against the validity of verbal reports as an index of implicit
knowledge, although powerful, is perhaps unnecessary because the verbal
reports given by subjects were not in the form of condition-action rules as they
should have been if they are a direct reflection of implicitly-held knowledge. In
fact, Druhan and Mathews (1989) thanked their scorer for "translating scores
of verbal transcripts into regular expressions that could be parsed inio
classifiers" (p. 9). Therefore, there is no evidence that human subjects are
using rules in the form necessitated by THIYOS even thoUgh some of those rules,
as argued by Mathews and his associates, should be directly available to
consciousness.

The most critical problem that may totally undercut the validity of THIYOS as
a psychological mode! of implicit learning 1s the fact that it was based upon and
simulated situations in which subjects may have learned explicitly. The most
successful simulation was conducted by Druhan and Mathews (1989) who used
the data from two human subjects who performed a task, described above, which
would appear to orient the subjects toward active, explicit hypothesis testing.
Subjects made their choice of the most grammatical item out of a set of five
items, and then were given feedback in the form of the correct answer.
Therefore, subjects were given every opportunity to form and test explicit rules
about the correct stimuli on each trial and, in fact, they were encouraged to do so

by the fact they had to verbalize their knowledge every ten trials.
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Surprisingly, Roussel et al. (1990) argued that it was their no-feedback
condition, similar to the more usual grammar learning conditions, that caused
subjects to suddenly use "explicit processes". These explicit processes were
hypothesized to cause the generation of invalid rules, thereby interfering with
the usual implicit processes that occurred with feedback. Their only evidence
supporting this claim was that explicit processing, invoked by instructions to
search for rules, has been reported by Reber (1976) to cause poor performance
on grammar learning tasks. However, this seems rather weak evidence
considering that this same instructional manipulation was a part of the Mathews
et al. (1989) study and had no reliable effect on learning {cf. Dienes et al.,
1990; Dulany et al.,, 1984; Perruchet & Pacteau, 1990, for other failed
attempts at replicating Reber, 1976). Therefore, Roussel et al. must argue that
giving subjects instructions to explicitly search for rules does not lead to
explicit processing, but removing feedback does.

A much simpler account of the Mathews et al. (1989) study is that the nature
of the learning task, which included extended practice and verbal justification
every ten trials, caused subjects to use explicit rule generating strategies in the
absence or presence of feedback or instructions to proceed explicitly, and that
this explicit strategy was successful only when the feedback supported the
selection of appropriate rules. Therefore, subjects in the task being modelled by
Mathews and his associates were very likely using explicit knowledge.

It does not appear that there is any evidence suggesting the model! presented
by Mathews and his associates is relevant to the psychological phenomenon of

implicit learning. The formation of condition-action rules and their optimization
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is a well defined "in principle" method by which impilicit learning could occur.
Although bigrams and their positional dependencies can be described as
‘condition—action rules, there is no evidence that there is a psychological
mechanism that performs this transformation.
The Im n f Transfer Acr r

Although Reber's theory of implicit learning has been placed in question by
the numerous studies on the standard grammar learning. conditions, a line of
evidence still exists suggesting that there is more to grammar learning than
- simply coding items or parts of items. This evidence comes from studies in
“which subjects classify test items instantiated upon a letter-set different from
the one used to instantiate the training items. For example, subjects might study
~_grammatical items instantiated upon the letter set {M, T V, R, X} and then at test
crléssify grammatical and nongramm.atical items that have been 1ransléted into the
letter set {Z, J, F, K, L}. For example, by consistently replacing every M with a
Z, every T with a J, every V with a F and every R with a K, the item MTRVM
becomes ZJKFZ. Experiments by Reber (1969) and Mathews et al. (1989) have
demonstrated that the knowledge gained from memorizing grammatical items
 instantiated upon one letter set can support grammatical sensitivity to items
generated from the same grammar but instantiated upon a different letter set.

Reber (1989) claimed that this changed letter-set transfer cannot rely upon
knowledge that is based on the superficial physical form of the stimuli. Instead,
it must rely upon "knowledge of the deeper, more abstract relations that can, in
principle, be said to underlie them" (p. 225). Reber's full argument can be

stated as follows: 1) strong transfer across letter sets demonstrates that the
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knowledge supporting grammatical sensitivity is not tied to the specific letter-
set on which the training items are instantiated; 2) a knowledge base consisting
of only learned instances or parts of instances would be tied to the letter set used
to instantiate the instances, and therefore; 3) the knowledge base that leads to
strong changed letter-set transfer cannot consist of learned instances or parts of
instances. Reber concluded by postulating that the only possible form of
knowledge not tied to the letter set used to instantiate items, and therefore the
form of knowledge that must govern changed letter-set transfer, is a mental
representation of the abstract rule-governed regularities that define the
structure of the domain.

Mathews and his associates (Mathews, 1990, 1991; Mathews et al., 1989)
are in general agreement with Reber's claim. Méthews (1991) reported that
THIYOS, the rule induction system, could perform above chance on changed
letter-set transfer tests if the occurrence of repeated letters or runs and their
spatial locations were transformed into specially created condition-action rules.

It is generally accepted that Reber (1989) was correct in stating that a
knowledge base consisting of parts of items (e.g., bigram knowledge proposed by
Perruchet & Pacteau, 1990) cannot account for changed letter set transfer. For
example, Mathews (1990) argued that sensitivity to the grammatical status of
items across letter sets necessarily involves location information. In addition,
Servan-Schreiber and Anderson (1990) conceded that their model of grammar
learning, relying on chunking of particular letter sequences, could not explain

changed letter-set transfer.
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However, Reber's proposition that a knowledge base consisting of whole
instances cannot explain this form of transfer has been contested. Brooks and
Vokey (1991) proposed a mechanism by which changed letter-set transfer could
be supported by similarity to a set of learned instances. Introducing the term
abstract analogy (Gentner, 1983} to the artificial grammar paradigm, Brooks
and Vokey pointed out that there can be an abstract similarity between items
instantiated upon different letter sets. For example, MXRVVVM can be considered
similar to BDHCCCB because they both begin and end with the same letter and
have a repeated letter triplet in the same position. They claimed that whole
instances are stored in memory and classification is goverhed by a similarity
mechanism; if a test item is similar enough to an item stored in memory on an
~ abstract, relational dimension then the person will call the item grammatical.

In an attempt to test their position, Brooks and Vokey (1991) used materials
in which the similarity of test items to specific training items was unconfounded
from the grammaticality of the test items. They concluded from the results of
their study that changed letter-set transfer, similar to same letter-set transfer,
- was supported by both specific similarity to individual training items and by
general similarity to the whole set of training items. The 