g+g

National Library
of Canada

Acquisitions and
Bibliographic Services Branch

395 Weliington Street
Ottawa, Ontario
K1A ON4

Bibliothéque nationale
du Canada

Direcuon des acqguisitions et
des services bibliographiques

395. rue Wellington
Ottawa {Ontano)
K1A ON4

NOTICE

The quality of this microform is
heavily dependent upon the
quality of the original thesis
submitted for  microfilmirig.
Every effort has been made to
ensure the highest quality of
reproduction possible.

If pages are missing, contact the
university which granted the
degree.

Some pages may have indistinct
print especially if the original
pages were typed with a poor
typewriter ribbon or if the
university sent us an inferior
photocopy.

Reproduction in full or in part of
this microform is governed by
the Canadian Copyright Act,
R.S.C. 1970, c¢. C-30, and
subsequent amendments.

Canada

AVIS

La qualité de cette microforme
dépend grandement de la qualité
de la thése soumise au
microfiimage. Nous avons tout
fait pour assurer une qualité
supérieure de reproducticen.

S’il manque des pages, veuillez
communiquer avec ['université
qui a conféré le grade.

La qualité dimpression de
certaines pages peut laisser a
désirer, surtout si les pages
originales ont été
dactylographiées a I'aide d’un
ruban usé ou si l'université nous
a fait parvenir une photocopie de
qualité inférieure.

La reproduction, méme partielle,
de cette microforme est soumise
a la Loi canadienne sur le droit
d’auteur, SRC 1970, c. C-30, et
ses amendements subséquents.



NEW BICMOS DRIVER CIRCUIT WITH IMPROVED ANALYTICAL
DELAY MODEL

by

Z.X.Yan

B.Sc., Shanghai University of Science and Technology, 1963

A THESIS SUBMITTED IN PARTIAL FULFILLMENT OF
THE REQUIREMENTS FOR THE DEGREE OF
MASTER OF APPLIED SCIENCE

in the school
of
Engineering Science
© Zhixin Yan 1991
Simon Fraser University

November 1991

All right reserved. This work may not be
reproduced in whole or in part, by photocopy

or other means, without permission of the auther.



L4 |

National Library
of Canada

Acquisitions and
Bibliographic Services Branch
395 Wellington Street

Cttawa, Ontario
K1A ON4

Bibliotheque nationale
du Canada

Direction des acquisitions et
des services bibliographigues

385, sue Wellington
Citawa {Ontario)
K1A ON4

" The author has granted an
irrevocable non-exclusive licence
allowing the National Library of
Canada to reproduce, loan,
distribute or sell copies of
his/her thesis by any means and
in any form or format, making
this thesis available to interested
persons.

The author retains ownership of
the copyright in his/her thesis.
Neither the thesis nor substantial
extracts from it may be printed or
otherwise reproduced without
his/her permission.

Your e Vorie rdfdience

QOui fie Notie retérence

L’auteur a accordé une licence
irrévocable et non exclusive
permettant a la Bibliotheque
nationale du Canada de
reproduire, préter, distribuer ou

" vendre des copies de sa thése

de quelque maniére et sous
quelque forme que ce soit pour
mettre des exemplaires de cette
these a la disposition des
personnes intéressées.

L’auteur conserve la propriété du
droit d’auteur qui protege sa
thése. Ni la thése ni des extraits
substantiels de celle-ci ne
doivent étre imprimés ou
autrement reproduits sans son
autorisation.

ISBN 0-315-91082-8

Canada



APPROVAL

Name: Zhixin Yan
Degree: Master of Applied Science (Electrical Engineering)

Thesis Title: New BiCMOS Driver Circuit with Improved Analytical Delay Model

Examining Committee:

Committee Chairman: N
Dr. J. Jones ,/[/
School of Engineering Science, SFU

Senior Supervisor: -

Dr. M. J. Deen

School of Engineering Science, SFU

~

Committee Member: R VS Y

Dr. S. Stapleton

Scheol of Engineering Science, SFU

External Examiner:

Colin Harris

Pacific Microelectronics Centre, MPR

Date Approved: 'l !/ ! 1/ i



PARTIAL COPYRIGHT LICENSE

| hereby grant to Simon Fraser University the right to lend
my thesis, project or extended essay (the title of which is shown below)
to users of the Simon Fraser University Library, and to make partial or
single copies only for such users or in response to a request from the
library of any other university, or other educational institution, on
its own behalf or for one of jts users. | further agree that permission
for multiple copying of this work for scholarly purposes may be granted
by me or the Dean of Graduate Studies. It is understood that copying
or publication of this work for financial gain shall not be allowed

without my written permission.

Title of Thesis/Project/Extended Essay

New BiCMOS Driver Circuit with Improved Analytical

Delay Model

Autrhor:

(signature)

Zhixin Yan

{name)

12 pDecember 196G

(cate)



ABSTRACT

BiCMOS technology which combines Bipolar and CMOS transistors in a single
integrated circuit is now proposed as a very promising candidate for VLSI circuits with
speed-power-density performance that was previously unattairable with either technology
individually.

A new BiCMOS driver circuit is proposed in this thesis. This new drive circuit uses
a "dynamic-resistor” device to replace the original "on-resistor" device in conventional
BiCMOS drivers. This dynamic-resistor-behavior was achieved using depletion mode
PMOS devices and making appropriate feedback connections to control its switching
current properly. A comparison of the proposed and two typical BICMOS driver circuits
using SPICE shows that the major features for this new BiCMOS driver circuit are: (1)
better noise margin for DC characteristics; (2) faster falling edge for transient response;
(3) more compact structure with merged PMOS-NPN devices; and (4) larger tolerance
for additional process step control. The detailed DC and transient analysis of this new

BiCMOS driver circuit is also presented and discussed.
In addition, an improved analytical model for the propagation delay t, suitable for

BiCMOS driver with large capacitance load was also developed in this thesis. This new
model explicitly incorporates the high-level injection effect (so called the Kirk effect)
into Ebers-Moll bipolar transistor model, but still maintains its simple formulation. By
comparison with the SPICE simulation results, this new model has the following
advantages: (1) it has better accuracy (less than 10%) with respect to those important
parameter variations of B, (the forward current gain), I~ (the Knee current), T, (the
forward transit time) and I (the drain current); (2) it is simple, easy to use and requires

no empirical constants; (3) the effect of T on 1, is inherent in this model.
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CHAPTER 1:
INTRODUCTION

BiCMOS technology combines both bipolar and CMOS transistors in a single inte-
grated circuit for improved performance. It is now becoming an increasingly attractive
technology for VLSI as shown in Figure 1.1. This is mainly because BiCMOS-based
VLSI circuits have speed-power-density performance that was previously unattainable

with either technology individually [1.1-1.3].

20 T NMOS

18 + CMOS \SRRuuwnaw
= 83 BICMOS Double Metal
§ 16 L oSS
Q %
QO 14 + 0
¢ :
" g2 4 e
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Figure 1.1 Evolution of digital MOSFET technology
from NMOS to CMOS to BiCMOS



1.1 Main features of BiCMQOS

i.1.1 Comparison between Bipolar and MOS transistors

In order to understand the main features of BiCMOS technology, it is necessary to
be knowledgeable of those important differences between bipolar transistors (BJT) and

MOS transistors (MOSFET) [1.1] as shown in Table 1.1:

CHARACTERISTICS BIT MOSFET
1. Type of signal Current Voltage or Charge
2. Transconductance (g,,) IV, (Ve=kTlg) \2kI, (k =pCoWIL)
3. Output resistance (r,) Vi, Jp)?
4. Input resistance {r;) Vg oo
5. Intrinsic Gain {A,) =V IV; N2k, A
6. Frequency Response {(w,) 2D, 1w} NI /2% /L
7. Noise (v2/5/) 4k, Tr,+2ql.1g2 4k, T/(1.58,) + KIWLC oy f)
8. Mismatch tolerance 8V (smaller) 8V, (larger)
9. Device size larger smaller
16. Major process steps =17 >18
11. Latch-up susceptibility no yes
12. Temperature Sensitivity good poor

Table 1.1 Comparisons between BJT and MOSFET characteristics



Based on the above tabulation, it can be appreciated why bipolar transistors are
usually used for high speed, large current drive, low noise, and high performance analog
circuits. On the other hand, MOS devices are much more suitable for VLSI system with
low power dissipation, high packing density, especially for a CMOS circuit (combining
both NMOS and PMOS devices) which has extremely low quiescent power consumption.

1.1.2 Advantages and disadvantages of BICMOS

Compared with either CMOS or bipolar technology that are now used for VLSI,
BiCMOS technology offers the following advantages:

i) higher speed over CMOS;

ii) lower power dissipation than Bipolar;

iii) flexible I/O’s (TTL, CMOS, ECL);

iv) high performance analog circuits; and

v) immunity to latch-up.

On the other hand, due to the additional process steps required to build both CMOS
and bipolar devices, the main drawbacks for BiICMOS technology are:

i) higher costs; and

ii) longer fabrication cycle time.

Although the above disadvantages have limited the success of BICMOS’s at present,
it could be improved in the near future because both the technology and CAD tools
associated with BICMOS would be improved and become comparable to that available
for either CMOS or Bipolar technologies. Note however that the advantages with
BiCMOS are unique and significant, especially for the higher performance required in
advanced VLSI systems. Therefore, it is expected that BICMOS technology would be

of ever-growing practical importance.



1.2 Advanced BiCMOS technology
1.2.1 P-well BiCMOS technology

NMOS PMOS NPN
N+ o N+ P+ e
P-WELL N EPI
( BurieDN+ ) ( BURIED N+ )
P- SUBSTRATE

Figure 1.2 BiCMOS device structure with P-well CMOS process

Figure 1.2 schematically shows the typical BiICMOS structure with P-well CMOS
process. Compared to typical CMOS technology, the following four process steps can
be shared for both CMOS and NPN devices:

i) the PMOS N-epi process and the NPN collector;

ii) the NMOS P-well process and the NPN isolation steps;

1ii) the NMOS N+ source/drain, the NPN emitter and collector contact steps; and

iv) the PMOS P+ source/drain and the NPN base contact steps.

In addition, three extra process steps are needed in order to form good BiCMOS
circuits:

i) heavily-doped buried N+ layer for minimizing NPN collector resistance and also
reducing the susceptibility to latch-up of CMOS;

i) P-base region reguired for NPN transistor;

iii) Deep N+ conuection to the buried N+ subcollector added for further reduction

of collector resistance.



Therefore this P-well BiICMOS approach merges the process steps needed to achieve
low bipolar collector resistance with those required to reduce CMOS latch-up suscep-
tibility,

1.2.2 Twin-well BiCMOS technology

NMOS PMOS EMTTER  NPN

/7Y, 1Y
N+ N# P+

P-WELL N-WELL
( BURIEDN+ ) ( BURIED N+ )

7

P- SUBSTRATE

Figure 1.3 BiCMOS device structure with twin-well CMOS process

Figure 1.3 shows an optimized BiCMOS structure with both P and N-wells (twin-well
CMOS). As compared with above single well structure, a key feature included in this
design is the self-aligned P and N+ buried layers for improved packing density, separately
optimized N and P-wells formed in an epitaxial layer with intrinsic background doping,
and a polysilicon emitter for improved bipolar performance. In total four additional mask
levels (buried N+, deep N+ contact, P-base and poly-emitter) are required to merge this
higher performance BiCMOS process with a baseline CMOS process flow.

1.2.3 State-of-the-art BiCMOS technology

In Table 1.2 below, a listing of some of the state-of-the-art BICMOS technology that
have been recently reported are presented to give an idea about the processing features

and design details:



Manufactures Process feature L 7 4 Source
[Ref.] (um) | (GHz) s)
Siemens AG | MCSL: merged CMOS/bipolar logic| 1.5 9 150(car.) 1989
{1.4] (adder). 700(sum) ISSCC
AT&T Bell | NOVA: Non-OVerlapping  super| 1.5 12 87(ECL) 1988
{1.5] self-Aligned Structure. 128(CMOS) IEDM
Siemens Buoried layer, LDD NMOST,| 1.2 10 ECL: 1989
f1.6] Implanted E/B (LC) or Polysilicon 300(L.C) IEEE
sclf-aligned E/B (HP) 65(HP)
Fujitsu DOPOS: Doped polysilicon emitter] 1.0 6 500(CMOS) 1988
{1.7] structure. Fujitsu J.
Hitachi BiCMOS Macrocell library 1.0 9 TO0MHZ/ 1989
{1.8] 32bit uP ISSCC
NTT LSI SST: Super Seif-aligned process| 1.0 13(N) | 230(BiCMOS)| 1988
[1.9] technology. 5(P) 39/76(N/P) IEDM
LS1 Bipoiar-PMOS merged structure 0.8 8 250(BiCMOS)| 1990
[1.10] IEEE
Fairchild Optical polysilicon buried-contacts to| 0.8 9 150(ECL) 1989
{1.11}) both N+ and P+, Walled polysilicon 75(CMOS) IEEE-ED
emitter.
Signetics HS4: A single polysilicon layer| 0.8 13 no date 1989
{1.12} advanced super high speed. IEEE
NS ASPECT MI: with self-aligned inte-| 0.8 14 SO(ECL) 1990
[1.13]) grated well taps, silicided local 9{CMOS) IEEE
nterconnect, 150(BiCMOQOS)




Tektronix Self-aligned double-polysilicon] 0.8 16 65(ECL) 1988

{1.14] bipolar device. IEDM
Toshiba BiPMOS: A base and drain merged| 0.7 10(P) | no data 1990
{1.15] bipolar-PMOSFET structure IEDM
Motorola A triple polysilicon process 0.5 14 115(ECL) 1990
[1.16] IEDM
IBM Merged complementary BiCMOS:| 0.5 17 250(BiCMOS) | 199G
{1.17] merging the NPN base with PMOS IEDM

source, and PNP base with NMOS

drain.
Philips SABR: using ultra-thin epitaxy and| 0.5 18 57(CMOS) 1990
{1.181 polysilican buffer LOCOS. 182(BiCMOS)| IEDM
NTT LSI HSST:  self-aligned double-poly{ 0.2 22 25(ECL) 1990
{1.19] bipolar process using e-bcam direct 44(CMOS) IEDM
writing tech. 66(BiCMOS)

Table 1.2 The state-of-the-art BiCMOS technology

1.3 Typical applications of BiICMOS

Based on the advanced BiCMOS technology which combines both bipolar and CMOS
devices, it is clear BICMOS fills the market niche between very high speed, but power
hungry bipolar ECL, and the very high density, medium speed CMOS. It basically covers

the following area:



1.3.1 Digital systems

BiCMOS can provide memories with faster access times at the same power, or the
same access times at lower power. Since the bipolar transistor provide large output drive
current, BICMOS logic gates are effectively applied at high capacitive nodes like
decoders, wordline drivers, write drivers and output buffers in memories. BiCMOS
memories now covers the full density spectrum from 1K to 1M at access time below
10ns. A typical example is the ~8ns 256K and 1M bit BICMOS ECL SRAMs were
successfully demonstrated in 1988-1989 [1.20-1.21].

In the area of semi-custom chip, BiCMOS offers performance and I/O flexibility
advantages over CMOS, or lower power and higher density at nearly the same speed
level compared with bipolar. Initially, the internal core section was CMOS-only with
the 1/0O employing the bipolar devices as required. The current trend focuses on the use
of bipolar devices in large macro functions (for example as adder, register, ST flip-flops)
to make more efficient use of the bipolar devices in an average option and will be used

in very high (30K-100K gates) density arrays.

Microprocessor (1P) is an another important area for using BiCMOS to enhance the

performance by reducing delay through critical paths, reducing clock skews, and
increasing I/O throughput. For example, BiICMOS can utilize CMOS design methodol-
ogies used to design previous generations of uP’s while also providing ECL data paths
48 necessary, or integrate large and fast on-chip RAMs, or keep the power manageable
by focusing it where required to optimize the speed-power tradeoff. Recently, a test chip
of a BiCMOS pP with 25ns (worst case) machine cycle time was demonstrated by

Hitachi [1.22].



Fig. 1.4 shows a digital circuit example of BiCMOS adder cell with 2 new MCSL
logic (merged CMOS/Bipolar logic) [1.4]. The circuit for carry and sum is realized using
three-level series gating. In the lower two levels, the MOS inputs control the current
path. In the third level, only the bipolar transistors are used to provide fast propagation
of the carry bit to the next adder cell. The ECL sum output communicates directly with
fast bipolar logic. An optional ECL/CMOS level converter makes it possible to work in

a CMOS environment.

S N

Sum Cout

Level-3 E'—*"K_} HK.,/I K_jj
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Ref1
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Figure 1.4 BiCMOS adder cell

1.3.2 Analog/Digital systems

In addition, it is expected that BiCMOS technology will play an increasingly
important role for analog/digital VLSI systems in future. This is simply because BiCMOS

can offer combined advantages of both bipolar and CMOS circuit design like



i) high gain of the bipolar;

ii) >1GHz toggle frequency;

iii) lower 1/f noise;

iv) high impedance inputs (FETs) for sample and hold applications;

v) low input offsets voltage for differential pairs;

vi) "zero offset” voltage analog switches;

vii) good voltage references; and

viii) minimal current drain, automatically scalable for low and medium speed digital

control logic.

These design advantages can be used in communication circuits, such as a single
chip direct divide synthesizer. A further example of BiCMOS’s flexibility is in the fast
growing realm of oversample noise shaping and predictive coders. The circuit require-
ments for the coder itself demands low-noise high-speed linear devices, but these must
be followed by a complex digital filter. Thus advanced coders of this type would reside

in two packages unless BiCMOS is employed.

Fig. 1.5 shows an analog circuit example of BICMOS operational amplifier [1.1].
The PMOS input stage is used to provide infinite input resistance, while the bipolar
second stage with high transconductance offers higher frequency response. The input
resistance of the second stage amplifier is r, +r, (on the order of a few kilo ohms),
which is much smaller than the output resistance of the first stage. To reduce this loading,
an emitter-follower is added. The frequency response of this circuit should be better than
the source-follower buffered bipolar design due to the absence of the potentially low
frequency parasitic pole. The emitter degeneration resistors in the current mirror are
added to reduce the noise contribution from the bipolar current mirror. The PMOS input

differential pair also improves slew rate compared with a bipolar differential pair.
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Figure 1.5 BiCMOS operational amplifier
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CHAPTER 2:
NEW BiCMOS DRIVER CIRCUIT

2.1 Introduction

The new BiCMOS driver circuit, proposed as part of this research, is described in
detail in this chapter. After reviewing the basic features of the typical BICMOS driver
circuits (which are widely used at present) and the improved BiCMOS driver circuit
(which was designed by one company recently), this new BiCMOS driver circuit is
introduced in section 2.2. This new driver circuit uses a "dynamic-resistor-behavior"
device to replace the original "on-resistor-behavior” device in the improved BiCMOS
driver. This dynamic-resistor-behavior was achieved using depletion mode PMOS
devices and making appropriate feedback connections tc control its switching current
properly. SPICE simulation results show that this new BiCMOS driver circuit has distinct
advantages compared with the other two BiCMOS drivers: (1) better noise margin for
DC characteristics; (2) faster falling edge for iransient output response; (3) more compact
structure with merged PMOS-NPN devices; and (4) larger tolerance for additional
process step control. In the following sections 2.3 - 2.6, these features will be qualita-
tively discussed.

2.2 Schematic circuit diagram

2.2.1 Typical BiCMOS driver circuit

Figure 2.1 shows the typical BICMOS driver circuit (to be referenced to as a BCD-4
in future) that is currently widely used in VLSI digital systems [2.1-2.3]. It consists of

four enhancement MOSFETs (three NMOS and one PMOS devices) and two NPN BJTs.
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Basicaily this driver uses the CMOS inverter to perform the logic function, and the
bipolar transistors to drive the output load. The logic operation principal for this BiCMOS

driver can be described simply as follows:

? Voo

~ M1

] (24)

__ o

[ M2 (44)

iR 0

(1) - ’—l M3 Vout

O ==
Vin o F—FK a2 == c.

e

Vss =

Figure 2.1 Typical BICMOS driver circuit (BCD-4)

A. When V,, is low (~0V), M1 (PMOS) is on, M2 and M3 (NMOS) are off, so the

base voltage of Q1 is high (= V) due to CMOS inverter function. This high voltage
then turns Q1 and M4 (NMOS) on. Meanwhile, because M3 is off and M4 is on, the
base voltage of Q2 is pulled down to ground and this forces Q2 to be off. It results in
no noticeable current flowing through Q1, but some inevitable leakage current. Therefore
the logic "1" output voltage Vy is equal to Vj, — Vyp,, where Vy,, represents the turn-on
base-emitter voltage (about 0.5-0.6V) for Q1. This V,,; value is obviously lower than

the corresponding output voltage of V,, =V, for a typical CMOS inverter.
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B. When V,, is high (~5V), M1 is off and M2, M3 are on, the base voltage of Q1

is pulled down to Vs (0V) and it turas both Q1 and M4 off. Since M3 is on and M4
is off, Q2 is now in the active region, but also with only unavoidable leakage current
flow because Q1 is off. Therefore the logic "0" output voltage V,, would approach to
Vpeoa above ground, here Vjz), represents the turn-on base-emitter voltage (about
0.5-0.6V) for Q2 required to flow its leakage current. The V,,; value here is higher than

the Vo, = OV for a typical CMOS inverter.
C. When the input step waveform V,,(z) goes from high to low, the node voltage

V(24) of the CMOS inverter output will correspondingly change from low to high. This
results in turning on both Q1 and M4, and cutting off Q2. The output voltage V,,(t)
would then rise up by charging the load capacitor C; through Q1. The charging current
for C, is equal to I, (= Iz +1), which is approximately B, times of the drain current
Ips; (because I, is equal to I,). It is obvious that the rising response of V,,(#) in this
BiCMOS driver should be much faster than the corresponding one with only the CMOS

inverter output,
D. Similarly, when the input step waveform V,,(z) from low to high, the node voltage

V(24) would correspondingly change from high to low. It turns off Q1 and M4, and
also turns on Q2 (because M3 is already on). Then the output voltage V, ,(¢) falls by
discharging the load capacitor C, through Q2. This discharge current (=1, +Ipg; = Brlpss)
is of course much larger than the drain current 5, which would be the discharge current

of the CMOS (M1-M2) inverter.

Based on the description above, the main features for this typical BiCMOS driver

compared with typical CMOS driver is: the static logic swing (=Vp4-V,,) and related
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DC noise margin is somewhat reduced, but the transient behavior is imiproved signifi-
cantly for larger capacitance loads. That is why this BICMOS circuit shown m Fig. 2.1
is also called a driver.

2.2.2 Improved BiCMOS Driver circuit

? Vpp

M1
(25) L/
M5 A Q1
M2 -i 5
L M3 g O
(1) = — Vout
O —_—
Vin (35) —————K Q2 ——C,
| M4

Figure 2.2 Improved BiCMOS driver circuit (BCD-5)
In order to achieve full rail-to-rail (Vg to Vpp) static logic swing as typical CMOS

inverter does, an improved BiCMOS driver was proposed by an industrial organization
and is shown in Fig. 2.2 (short for BCD-5). The differences between this driver and the
typical one in Fig. 2.1 are:

A. The gate of M4 (NMOS) is connected to V), instead of to the output node (24)
of CMOS (M1-M2) inverter in Fig. 2.1;

B. The additional enhancement mode PMOSFET M3 is placed between the base and

the emitter terminals of QI, with its gate terminal connected to ground V.
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By examining this improved BiCMOS circuit diagram, it is easy to understand that
both M4 (NMOS) with gate connected to Vp, and M5 (PMOS) with gate connected to
Vs are always operating in the active region and act as "on-resistors". Since there is no
DC current flowing through this circuit for the static status of either logic "0" or logic
“1” output as described above in typical BICMOS driver, these two "resistor-like" devices
of M4 and M5 would pull the Vj; voltage of Q2 or Q1 down to zero respectively.
Therefore the logic "0” or logic "1" output voltage will now approach to either

Voo = Ve =0V or Vo, =V, =5V, the same as the typical CMOS inverter output.

On the other hand, during the transient rising and falling response periods, these two
“on-resistor-behavior” devices of M4 and M5 in BCD-5 would also take some portion
of the drain current from Ig; or Ipg; when Q1 or Q2 is on, because the voltage across
the M4 or M5 is equal to Vg = 0.8V. Therefore during the rising time of output voltage
response, the base current Iy; (= Ipg-1pss) and its collector current /; for Q1 are reduced
somewhat. The same argument is also true for the falling time of output voltage response,
with reduced base current Iy, {= I5-I5s.) and related collector current /., for Q2. That
means the transient response rise and fall-times in BCD-5 would not be as fast as that
with typical BICMOS driver of BCD-4. Nevertheless, with careful design of making /g,
and Ipgs much smaller than Iy, and /5, and also taking high-level injection effect of
NPN BJT into account (which means the current gain B would be degraded after I,
increases over the Knee current /), this negative effect on transient response in BCD-5

might not be so significant, especially for larger capacitance loads.

In summary, this improved BICMOS driver shown in Fig. 2.2 indeed has full rail-
to-rail static logic output of Vg to Vpp, and still shows much larger current drive

capability for fast switching response.

16



2.2.3 New BiCMOS driver circuit

In terms of the above discussion, the function of M4 in the BICMOS driver of BCD-5
is actually two-fold: on the one hand, M4 should be on when the output response V,,(¢)
goes towards logic "0" voltage, in order to reach the lowest output value of V,, = Vi;
on the other hand, M4 should be off during the transition time period of output response
V() from high to low, in order to get the largest base current for Q2. There is a similar
situation for M5. By carefully examining these two opposite-like requirements for M4
(or M5), it was found that these two conflicting requirements actually take place in
different time periods of the output voltage response. The question "is it possible to
design M4 (or M5) like a dynamic resistor to meet the above contradiction demands?"
can then be raised. To solve this problem, the new BiCMOS driver developed in this

thesis was proposed.

(I) Vpp
~ M1
] s Q1
s "I
M M2 @
1 | o
O(1) - M3 I'T Vout
v, L.-—.E-_ I/
In (3) R@2 —— C.
i
Vss —

Figure 2.3 New BiCMOS driver circuit (BCD-N)
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Figure 2.3 shows this new BiCMOS driver circuit (short for BCD-N). It also consists
of five MOS devices and two NPN BITs, but using two depletion mode PMOS devices
to replace original enhancement mode M4 and M5 in BCD-5. The key points for this
new driver circuit are:

A. By connecting the gate of M4 to the output node, this depletion mode PMOS
device is now controlled by the output voltage to be turned either on with lower V,,(z),
or off with higher V,,(z). The specific range of the output voltage for distinguishing
these two cases are determined by the thresheld voltage Vi, of depletion mode PMOS
device M4;

B. With the connection of the substrate of M4 also to the output node, and substituting
the original enhancement mode M5 with the same depletion mode PMOS device as M4,
both M4-Q2 and i I5-Q1 devices show the same connection and can be merged together

for more compact structure.

A point to note here is that this proposed BICMOS driver circuit solves the problem
related to M4 in BCD-5, and it has almost nothing to do with M5 in BCD-5. In other
words, for this new BiCMOS driver shown in Fig. 2.3, M4 now functions as a "dyna-
mic-resistor-behavior” device, but M5 is still an "on-resistor-behavior" device. The reason
for not solving the problem related to MS in BCD-N is twofold.

First, it is not as easy as being done for M4 in BCD-N because its gate terminal can
not be connected directly to the output node (it should be inversely controlled by V,,(z)
according to its logic function);

Second, the negative effect of M5 on the rising output response in BCD-5 is less
serious as compared with M4, and this will be explained more detail in the following

secton 2.4.
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In summary, the major advantages of this new BiCMOS driver shown in Fig. 2.3
are:

1) better noise margin for DC characteristics;

1i) faster falling edge for transient response;

iii) more compact structure for merged PMOS-NPN devices; and

iv) larger tolerance for Vj, process control.

To verify the above feature, SPICE [2.4] was used to simulate all DC and transient
characteristics for this new BiCMOS driver circuit, together with those of BCD-4 and
BCD-5 for comparison. Table 2.1 lists the input data file with all parameters for
MOSFET and NPN devices required in SPICE simulation, which were either chosen
from the typical values or referenced from the industrial company. For example, the
threshold voltage value of Vi used in the simulation was slightly different for

NMOSFET (Vpzy = 0.8V) and for PMOSFET (Vg = -0.85V).

At Input BICMOS data file for SPICE Simulation — #HHH#

o ke ke e PARAMETER ke 3k 2k e e

.STEP PARAM VID 02 1
.PARAM CLOAD=10PF VTEN=0.8V VTEP=-0.85V VTD=1.V
.PARAM L1=0.8U L2=1.6U W1=4U W2=1.4U

ek ek BIAS ek ok

VCC505V
VIN 1 0 PULSE 5 0 2NS ON ON 20NS 40NS
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Kk ke kK BCD-N kokokkk

MI-N2155 PMOSE L={L1} W={W1}
M2-N2100 NMOSE L={L1} W={W1)}
M3-N4130 NMOSE L={L1} W={W1]}
M4-NO0 434 PMOSD L={L2} W={Wz)
M5-N4025 PMOSD L={L2} W={W2)}
QI-N524 NPN

Q2-N430 NPN

CL-N 4 0 {CLOAD)

%2k ok okok BCD_S skokokkok

M1-5251 5 5 PMOSE L={L1} W={W1)}
M2-5251 0 0 NMOSE L={L1} W={W1)
M3-5451 350 NMOSE L={L1} W={W1)}
M4-5355 0 0 NMOSE L=(L2} W={W2)
M5-545 0 255 PMOSE L={L2} W={W2}
Q155 2545 NPN

Q2545350 NPN

CL-5 45 0 {CLOAD)

0 ok ke ke ke BCD-4 skokk kok

Mi1-4241 5 5 PMOSE L={L1} W={W1)
M2-4241 0 0 NMOSE L=(L1} W={W1)
M3-444 1 340 NMOSE L={L1} W={W1)}
M4-4 34 24 0 0 NMOSE L={L2) W=({W2}
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Q1-45 24 44 NPN
Q244434 0 NPN
CL-4 44 0 {CLOAD}

.MODEL NPN NPN BF=100 BR=1 VAF=10 RB=100 RC=50 RE=20

+ IS=1E-16 NF=1 NR=1 NE=1.5 NC=2 EG=1.11
+ =3E-3 VJE=0.75 MJE=0.33 VJC=0.75 MJC=0.33
+ CJE=40F CJC=33F CJS=0.05P TF=40P TR=800P

.MODEL NMOSE NMOS LEVEL=3 VTO={VTEN} TOX=1.75E-8 TPG=1
+ NSUB=3.8E16 XJ=.15U UO=550 THETA=0.05

.MODEL PMOSE PMOS LEVEL=3 VTO={VTEP} TOX=1.75E-8 TPG=1
+ NSUB=4.5E16 XJ=.15U UO=200 THETA=0.05

.MODEL PMOSD PMOS LEVEL=3 VTO={VTD} TOX=1.75E-8 TPG=1
+ NSUB=2E17 XJ=.15U UO=200 THETA=0.05

.DC VIN 0 5 0.025
.TRAN .INS 40NS
.PROBE

.END

Table 2.1 Input BiCMOS data file for SPICE simulation
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2.3 Noise margin for DC characteristics
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Figure 2.4 The DC voltage transfer curve for BCD-N, BCD-5 and BCD-4
Fig. 2.4 shows the simulated DC characteristics of the voltage transfer curves (VTC)

for the above three BICMOS drivers. The differences between these three drivers circuit
are now described.

i) Both BCD-5 and BCD-N have full rail-to-rail static logic swing of V,, =V =0V
to Voy=Vpp =5V, but BCD-4 has smaller logic swing of V,, =Vgg=~0.5V to

Vou =Vpp — Vg =~4.5V (the value of Vg is strongly related to the leakage current
flowing through the BJT and is approximately 0.5V);

it) BCD-N has the best low noise margin NM,; (= V;; =V, =1.52V) of the three
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circuits. Here Vv, is defined as the input voltage which corresponds to the output voltage
of 90% of (Vyy-Vy,) in VTC. By comparison, the NM; value is 1.18V for BCD-5 (with
smaller V) or 0.95V for BCD-4 (with larger Vj,);

iti) BCD-N has almost the same high noise margin NM;, (= Vo — Vi, =29V) as
BCD-5. Here Vy, is defined as the input voltage which corresponds to the output voltage

of 10%(Vyu-Vor) in VTC. For BCD-4, its NM}, value is 2.5V (with lower V).
The reason for this improvement of NM; in BCD-N can be explained clearly with

the help of Fig. 2.5 showing the simulation results to compare the related drain or base
currents between BCD-N and BCD-5. When the input voltage V;, is in the range of
0.8-1.45V, due to its threshold voltage V;; of 0.8V for enhancement mode NMOS device
M3 and turn-on voltage Vpg, of ~0.65V for bipolar NPN transistor Q2, M3 is on and
Q2 should be off. Whether there is a current flowing through M3 or not is now deter-
mined by the state of M4 since it is in parallel with Q2. In BCD-5, both M4 and M5
are designed as "on-resistor-behavior" devices, so as long as M3 is on (V,, > 0.8V),
there would be a certain amount of drain current /¢ flowing through M5 — M3 — M4
as shown in Fig. 2.5. This causes an increase of the drain-source voltage V. In addition,
this conductive path is connected in parallel with M2, so it would also increase the total
drain current I, (= Ipg, + Ipgs), or its associated drain-source voltage Vg for M1. That
causes the output voltage V,, (= Vpp-Vps-Viss) to decrease rather steeply as the input
voltage increases in this region. On the other hand, in BCD-N, the threshold voltage Vi,
of depletion mode M4 is set to 1V in the simulation. The gate voltage (= V,,,,) and the
source voltage (= Vjpg;) for M4 are > 4V and < 1V respectively in this region. So M4
in BCD-N should be operating in the cutoff region due to its Vg, being larger than Vi,
+ Vi (notice this is a depletion mode PMOS device). It then follows that no current

is flowing through M5 — M3 — M4 due to its series connections, as shown in Fig. 2.5
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with 1. = 0. Therefore the output voltage V_, in this region is obviously higher than
that in BCD-5 because Vg is zero and also Vjg is smaller, as compared with the
corresponding ones in BCD-5. That is why the noise margin NM; in BCD-N is better
than that in BCD-5.

5E-04

4E-04 -

5
€
T

Current (A)
=
R
] T
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0E+00
0 3
Vin (V)
Figure 2.5 The drain current comparisons of /I and I,
between BCD-N and BCD-5
As to the noise margin NM,, there is almost no difference between BCD-5 and

BCD-N as shown in Fig. 2.4. This is mainly because both M4 and M5 in BCD-N are
on when V,, =V, and act similarly to the corresponding "on-resistor" of M4 and M5

in BCD-5.
The input voltage which corresponds to the V,, = V,, in the middle of the voltage

transfer curve, is slightly smaller (about 0.05V less) for BCD-N compared with BCD-5.
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The reason can be explained briefly also from the Fig. 2.5. When the input voltage
further increases into this region, the larger drain current of /5 in BCD-5 would turn
on Q1 for smaller V;, and then diminish the drain current /g5 dramatically as shown in
Fig. 2.5. On the other hand, due to the off state of M4 in BCD-N, a similar process
would take place for larger V;, after first turning on Q2, which results in increasing Ipg;,
and turning on Q1 which results in diminishing /s as also illustrated in Fig. 2.5.
Therefore in this V,, region, Iz in BCD-5 is less than /55 in BCD-N as also skown in
this figure. Since Vg is equal to Vi, which is the same for both BCD-5 and BCD-N,
the output voltage V., (= Vpp-Vpsi-Vpss) is a little lower for BCD-N than for BCD-5.

Based on the above discussion, it is clear to see that compared with BCD-5, this new
BiCMOS driver keeps the same rail-to-rail static logic swing, but has better noise wnargin

NM,; and almost the same noise margin NM,,.

2.4 Transient output response characteristics

Fig. 2.6a and 2.6b show the transient waveforms of both falling output response or
rising output response for these three circuits with a step function input respectively.
The transient output response for a cycle time of the pulse period in the real application
case is also shown in Fig. 2.6¢c. The load capacitances C;, for these three circuit are fixed
at 10pF. The simulation results clearly show that

i) BCD-N has the faster falling output response of 1, (50%) = 1.41ns and approxi-
mately the same rising output response of 1, ,(50%) = 1.79ns, as compared with BCD-5
of 1, (50%) = 1.55ns and 7,,(50%) = 1.76ns respectively. Here 1, {50%) and 1, ,(50%)
are defined as the delay time corresponding to 50% output voltage swing for the falling
output response and the rising output response respectively;

ii) due to its lower static logic swing of BCD-4, it shows the fastest falling output
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response of 7, (50%) = 1.31ns and also the fastest rising output response of 4.(50%)
= 1.65ns in Fig. 2.6a and 2.6b. But as far as the slope of the transient output response
is concerned, BCD-4 has the same slope for falling output response with BCD-N, and
a little steeper slope for rising output response, when compared to BCD-5 and BCD-N;

iii) the transient logic swing for both BCD-N and BCD-5 are lower than its static
logic swing (about Vyz to Vpp —Vpe) as shown in Fig. 2.4, and are approximately the
same as BCD-4, except the transient logic "1" voltage for BCD-N is even lower (~4V);

1v) for the simulated transient output waveform after the first input pulse cycle (which
is closer to the real application sitnation) as shown in Fig. 2.6¢, BCD-N demonstrates
the fastest falling output response and also the same rising output response compared to
both BCD-5 and BCD-4. This is partly due to the contribution of the lower transient

logic swing for BCD-N (which is also true for BCD-5).

The simple explanation for above transient output response comparison is now

presented.
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Figure 2.6a. Falling output response waveform comparisons

27

7E-09



Vout (V)

5 e ;
H
i i
i
4 r i
i
- i
i
3+ i
!
i i
i
]
r i
§
i
i
1| i
i
N P
....................... g..--"
0 i ! 1 ] ]
1E-09 2F-09 3E-09 4E-09 5E-09 6E-09

Time (s)

Figure 2.6b. Rising output response waveform comparisons
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Figure 2.6¢c. The transient output response waveform comparisons

2.4.1 Falling output response comparison

As mentioned in section 2.2, the falling output response difference between BCD-5
and BCD-N is mainly due to the different type of MOS devices M4 are used. Fig. 2.7
further shows the simulated current response of Ipg;, Ips, and Iy, (which are related to
the falling output response process) for both BCD-N and BCD-5. It clearly shows the
enhancement mode NMOS device M4 in BCD-5 is operating in the active region with
an almost constant drain current /g, = 0.365mA flowing through it during this time
period. This results in a decrease in about 20% base current /;, from the total drain
current /pg;. Meanwhile the depletion mode PMOS device M4 in BCD-N is operating

in the cutoff region with no current taken by M4 in the same time period. So all the
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drain current [, flows as the base current [, for Q2. Obviously the discharge current
of C, through Q2 (= I) for 3CD-N should be larger. That is why the falling response
rate of oV, (¢t} / & for BCD-N is larger (absolute value) than that for BCD-5.
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Figure 2.7 The comparisons of discharge eurrent I, Ipg, and Ip,

between BCD-N and BCD-5



Theoretically, the falling output response for BCD-N and BCD-4 should be the same
because M4 in BCD-4 is also off during this time period. This can also be verified by
almost the same falling output response rate of dV,,(r) / 8 as shown in Fig. 2.6a.

2.4.2 Rising output response comparison
For the rising output response waveforms of V,,(r) shown in Fig. 2.6b, there are

some differences between these three circuits, especially for the higher output voltage
part of the rising output waveform. That is BCD-4 is a little faster than BCD-5, and
BCD-5 is also a little faster than BCD-N. The reason for these differences is that during
the time period of rising output response, the depletion mode PMOS device M5 in
BCD-N would take away the most current from /g, as compared with less current taken
from the enhancement mode PMOS device M5 in BCD-5 (with the same bias voltage
and device size), and with no such current taken in BCD-4, (since there is no M5 device
in BCD-4). But in reality, as shown in Fig. 2.8 with the simulated current response of
Ipg;, Ipgs and Iy, (which are related to the rising output response process), the drain
current /;¢5 in both BCD-5 and BCD-N increases very slowly from zero to the maximum
value of ~0.1mA (BCD-5) or ~0.135mA (BCD-N). The significant current sunk by M5
from drain current Ig, only takes place at the time of t > ~4ns (as shown in Fig. 2.8),
or the output voltage V,,(r) goes higher than 50% of the maximum output voltage (as
shown in Fig. 2.6b). The initial maximum charge current of /5, = ~1.35mA flows during
the most leading edge of the rising response time. That is why using additional M5 in
either BCD-5 or BCD-N does not affect this rising output response seriously at least for
the leading edge, as it does with M4 for the falling output response just discussed above.
It is also clear that by substituting the enhancement mode M5 in BCD-5 with the
depletion mode M5 in BCD-N, the negative effect on this rising output response could

be neglected because the maximum base current difference for this substitution is quite
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small (about 0.035mA or < 3% of total J,;, current), and only appear at the higher output
response region of the rise-time period. This outcome in BCD-N actually can be further

diminished if M5 is designed with smaller channel width-to-length ratio W/L.
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2.4.3 Transient ontput logic swing comparison

The transient output logic swing in Fig. 2.6 shows BCD-N and BCD-5 do not have
larger logic swing as compared with BCD-4. This result seems to contradict the static
voltage transfer characteristics shown previously in Fig. 2.4, where both BCD-N and
BCD-5 have the full Vg to V), static logic swing.

The reason for this difference is the transient output response for BCD-5 and BCD-N
are divided into two sections. The first section is referred to charging (or discharging)
load capacitor C; process through Q1 (or Q2) until its base-source voltage is reduced
to approximately the turn-on value of Vy; = 0.6V. During this process, because Q1 (or
Q2) is operating in the active region with large current flowing, its associated charging
(or discharging) time constant is quite small (that is why BiCMOS otfers fast speed).
But the transient logic swing which could be reached in this process is obviously lain
between V;, = Vg 10 Vo = (Vpp — Vpgs), about the same as that for BCD-4 as shown
in Fig. 2.6. When this first section process is almost ended, the drain-source voltage
Vpsy for M1 (or Vg for M3) are about zero, and Q1 (or Q2) is now operating in the
cutoff region. Then the second section following should be the charging (or discharging)
C, process through M1 — M5 charge path (or M3 — M4 discharge path). Clearly these
charging or discharging currents are very small and result in a very large time constant
in this section, as observed in Fig. 2.6. The simulation result showed that it would take

more than 20mS to reach the final maximum logic swing of (Vp, — V).

As to the lowest transient logic "1" output for BCD-N just mentioned at the beginning
in this section, it is mainly due to the off state of M4 when V() goes higher, and will

be discussed in detail in chapter 5.
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2.5 Compact structure with merged PMOS-NPN devices

B c
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Figure 2.9 (a). Merged PMOS-NPN device diagram;
(b). Merged PMOS-NPN device structure

34



With the BCD-N circuit diagram shown in Fig. 2.3, it is easy to see that due to the
A replacement of the enhancement mode PMOS device MS in BCD-5 with the depletion
mode PMOS device M5 in BCD-N (which is the same as M4), both M4(PMOS)-
Q2(NPN) and MS5S(PMOS)-Q1(NPN) pair devices in BCD-N have the same connection
and can be merged together. Fig. 2.9a shows the schematic diagram for this merged
PMOS-NPN devices which share the same P-type region for both drain (PMOS) and
base (NPN), and the same N-type region for both substrate (PMOS) and collector (NPN).
These two merged devices of M4-Q2 and M5-Q1 are entirely symmetrical. So the layout
design for these merged devices could be quite compacted. Fig 2.9b shows one possible

structure for the design of these merged PMOS/NPN devices.

2.6 Better tolerance for V,, process control

From a processing point of view, one problem with this new BiCMOS driver is an
additional requirement for fabricating the depletion mode PMOS device together with
the enhancement mode PMOS and NMOS devices which are typically used in BiCMOS
technology. However, our simulation results show that the threshold voltage V,, for this
depletion mode PMOS device is not a critical parameter for BCD-N circuit performance.
Figs. 2.10 ead 2.11 show both the DC and transient characteristics as a function of
threshold voltage V., variation from 0 to 2V for this new BiCMOS driver. From these

two figures, we make the following observations.
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Figure 2.10 The DC voltage transfer curve for  Vy, varied from 0 to 2V

A. For the DC characteristics, the Vy, variations of 0 to 2V have no effect on static

logic swing of V,, — Vg, and also no effect on NM,, but with slight decrease for NM,,.
Since NMy, is usually larger than NM; for BCD-N, then this decrease of NM,, does not

seriously affect the overall DC characteristics;
B. For the transient output response, similarly this Vy, variations of 0 to 2V have

almost no effect on the falling output response, and would increase a little bit for the

rising output response. The reasons for these effects are:
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i) for the fall-time period, because the gate voltage of M4 (same as the output
voltage) is higher than or equal to the source voltage of M4 (same as the base
voltage of Q2), this depletion mode device is in the cutoff region, so the Vi

variations of 0-2V for M4 should have no effect on this falling output response;

ii) for the rise-time period, because the drain current taken by M5 would increase
as its threshold voltage Vi, increases, this results in the decrease of the base
current I, accordingly. But as mentioned above, this drain current I, itself does
not significantly affect the rising output response, so its effect due to the Vyp

variation of 0-2V could also be neglected as shown in Fig. 2.11.
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Figure 2.11 The transient output response waveform for V;, varied from 0 to 2V
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Therefore the requirement for the process control of the threshold voltage Vi for

this depletion mode PMOS devic~ is . t critical. It can be implemented either using
additional ion-implant step, or even sharing with other possible step in the typical

BiCMOS technology.

38



CHAPTER 3:
DETAILED DC ANALYSIS

3.1 Introduction

This chapter will derive the analytical expression of the DC characteristics for BCD-N
and also discuss the effects of some important device parameters cn this voltage transfer
curve (VTC). It is well know that due to the highly nonlinear function of the large signal
I-V characteristics for both NPN BJT and MOSEET, it is very difficult to derive the
entire DC curves (as shown in Fig. 3.1 with solid line) analytically for this new BiCMOS
driver circuit based on each individual device model. In order to implement the quan-
titative analysis, the piece-wise linear approximation model [3.1] is used here to analyze
the voltage transfer curve (VTC) for BCD-N. In the following sections, simplified I-V
models for both bipolar and MOSFET device in each operation region are listed first,
which form the basis of the piecewise linear function approximation model. Based on
the region of operation for each device in BCD-N and the associated equivalent circuit,
the analytical expressions for the slope of the voltage transfer curve, denoted as S =
oV, / OV, in this thesis, are derived individually for each segment in VTC. The cal-
culated values S for each segment from this model are in very good agreement with the
simulated results by SPICE. In the final section, some important effects on this DC curve
with device parameter variations like threshold voltage Vi, for depletion mode MOSFET

and Vg for enhancement mode MOSFET are briefly discussed.
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Figure 3.1 The DC voltage transfer curve for BCD-N with six-segment
piecewise linear func‘ion approximation model

3.2 Piece-wise linear approximation model

From a close examination of the voltage transfer curve (VTC) shown in Fig. 3.1, we
can approximate it by a six-segment piecewise linear function, as also illustrated in this
figure by the dash line. Therefore it is possible to use piece-wise linear function
approximation model to analyze this voltage transfer curve in terms of the linear I-V

approximation model for both BJT and MOSFET devices as described below.
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3.2.1 Linear approximation for large signal I-V model of BJT

Taking NPN BJT as an example, linear approximation expressions of large signal
I-V model for NPN BJT can be written for the following three regions of operation

[3.2]:

(1). In the cutoff region:

When V,. < Vg (turn—on voltage), (3.1

I =1, = 0. (3.2)

(2). In the forward active region:

When V,, 2 Vg and Ve < 0, (3.3)
I. = BFIB G4
with
I _1
c
BF(IC) = Bpo(l +7—) . (3.5)
KF

The above By expression includes both low-level and high-level injection effects for the
BJT. Bgp is its ideal maximum forward current gain. Iyy is the Knee current which

represents the corner for B high-current roll-off.

(3). In the saturation region:

VCE(JaI) = CEO(.\'aI)+ICRC (With VCEO(.\'al) = O.IV) (3.7)
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3.2.2 Linear approximation for large-signal I-V model of MOSFET

Taking enhancement mode NMOSFET as an example, lincar approximation

expressions of large-signal I-V model for NMOSFET can be written for the following

three regions [3.3]:

(1). In the cutoff region:

When V.. < Vp  (threshold voltage), (3.8

s = 0. 3.9)

(2). In the linear (or ohmic) region:

When V.. > V, and V,s < (Vo= Vi), (3.10)

Ips = k(Vgs = Vg —05Vpe)Vy (3.11)
with

k = p,CoyW/L. (3.12)

Here, k is the transconductance parameter, [, is the channel electron mobility, C,y is
the gate capacitance per unit area, W and L are the channel width and length respectively.
The equivalent resistance R, (/in) for NMOSFET operating in this region with

Vps — 0 is approximately equal to

VDS

R, (lin) = = {k(Ve— Vi)Y (3.13)

(3). In the saturation region:

Ips(sat) = I = 0.5k(Vgg—Viy) (3.15)

The transconductance g,(sar) for NMOSFET operating in this region can be
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expressed as

g,,,(sat) = = k(v(;s"'v'rg)- (3.16)

Notice that this g,(sat) expression in the saturation region is happened to be the reci-
procal expression of R, (/in) in the linear region.

The dynamic output resistance R, (sar) in the saturation region is theoretically infinity
(for a large MOSFET), as implied in equation (3.15). However, due to channel length
modulation effect, this R, (sar) value is reduced somewhat and can be described by the

parameter A in typical MOSFET model as

Ig(sar) = Ipgs(1+AV)g) (3.17)
1%

R, (sar) = 81” = (Mpss) ™ (3.18)
DS

The difference between the NMOSFET and the PMOSFET for above models is
distinguished by different sign for all the voltages and currents used in above models,
that is, with plus signs for NMOSFET and minus signs for PMOSFET. The voltage
values in equations (3.8), (3.10) and (3.14) should be taken as the absolute values in
the PMOSFET case. The difference between the enhancement mode and the depletion
mode PMOSFETs in the above models is simply to replace V;; by V.

3.3 Analytical expressions for different operating regions

Before deriving the analytical expressions for the slope of VTC, the regions of
operation for all devices in BCD-N should be clarified first. Fig. 3.2 - 3.8 show the
simulated currents of Ips or I, and the simulated voltages of Vg, Vps, or Ve for all
seven devices in BCD-N as a function of V,, (varied from 0 to 5V). The detailed analyses

for this six-segment linear approximation regions arc now given.



Current (A)

Voltage (V)

Linear |  Saturation | off
0E+00
1E-04 |-
2E-04 |
3E-04 |- fos
4E-04 :‘ M 1
sE0a L L . . y
0 1 2 3 4
Vin (V)
0
ab Vos
2+
| Ves
3k
_4 [
M1
5 L 1 L L
0 1 2 3 4
Vin (V)

Figure 3.2 Vg, Vpsand I versus V, for M1 device




Current (A)

Voltage (V)

SE-04

4E-04

3E-04

2E-04

1E-04

OE+00

off | Sat | Linear

M2

Ips
1' 2 3 y
Vin (V)
Vos
Vas
M2
1' > 3 y
Vin (V)

Figure 3.3 Vg, Vs and I versus V,, for M2 device

45




Voltage (V)

off | Sat. Linear
2.5BE-05
M3
2E-05
l Ds
1.5E-05
1E-05
SE-06
OE +00 1 1 1 i
0 1 2 3 4
Vin (V)
5
4
Vbs
3
2 Ves
1 M3
0
-1 1 1 ! 1
1 2 3 4
Vin (V)

Figure 3.4 Vg, Vpsand Iy versus V, for M3 device




off ’ * Sat.

Linear

OE+00
2E-06 |-

4E-06 -

-8E-06 [~

-1E05 | u

-1.2E05 -

Current (A)

Ips

M4

-14E-05

i Ves

Voltage (V)
[\
T

M4

-1 ! I 1
0 1 2 3

Vin (V)

Figure 3.5 Vg, Vs and Iy versus V,, for M4 device




Current (A)

Voltage (V)

-2E-05 |-

-4E-05 |-

-6E-05 |-

-8E-05 |-

Linear

0E+00

-

M5

-1E-04 L L

Vin (V)

Vos

Ves

M5

Vin (V)

Figure 3.6 V., Vysand I, versus V,, for M5 device

48




Current (A)

Voltage (V)

off |on off

1.5E-05 |-

1E-05 |~

5E-06 |-

Q1

0E+00

0.8

0.6

04

0.2

Q1

Ve

i J 1 I

1 2 3 4
Vin (V)

Figure 3.7 Vy; and [; versus V,, for Q1 device

49




Current (A)

Voltage (V)

off l onl off

2E-05

1.5E-05

1E-05 |-

SE-06

Is

Q2

0E+00
0

Vin (V)

08 -

Vie

02 -

| 1 ! !

Q2

1 2 3 4

Vin (V)

Figure 3.8 V;; and ], versus V,, for Q2 device

50




3.3.1 Region <I> (0V < V,, < 0.8V)

This region is referred to the input voltage V,, from 0 to 0.8V, which is equal to

threshold voltage Vi of M2 (NMOSFET).

o Vop
' |
M1 Ips1=0 2) 1)
| 1 -~ Q1
M2 \j- M5 % IDS5 :0 ’\\[
== [ O Vout
N )
M3
-~ —X @2
M4\ W

Figure 3.9 The equivalent circuit diagram of BCD-N in region <I>
In this region, it is easy to see that because V,, is less than Vg, M2, M3 and Q2

are off; M1, QI, M5 are on, but with no DC current path or Ipg = Ipgs = 0; Q1 is off
due to Vg = 0; M4 is off because its Vggy (= Vpp — Vpgy) is larger than Vo, (1V) for
this depletion mode PMOSFET. Therefore the schematic equivalent circuit for BCD-N
in this region is shown in Fig. 3.9. Since the output voltage V,, in this region <I> is

equal to Vjp, a constant value, so its slope of 8V, / 8V, is simply equal zero:
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S, = 0. (3.19)

3.3.2 Region <II> (0.8V < V,, < 145V)

This region is referred to the input voltage V;, from 0.8V (Vygy) to 1.45V, which is

equal to threshold voltage Vizy (0.8V) of M3 plus the turn-on base-emitter voltage Vg,

of Q2 (~0.65V).

M1

% ),
G i )

Figure 3.10 The equivalent circuit diagram of BCD-N in region <II>
First, in this region both M2 and M3 are turned on because of V,, > 0.8V. But it is

also seen from Fig. 3.4 that there is no DC current flowing through M3. The reason for
Ipg; = 0 here is because both M4 and Q2 are still Hff. For M4, similar to region <I> its

Vese 18 still larger than Vi, so M4 remains in the cutoff region as seen in Fig. 3.5. For
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Q2, because its base-emitter junction is connected in serious with M3, the input voltage
V., is not lager enough to turn on both M3 and Q2 until it reaches to ~1.45V (Vpgy +
Varo)- Therefore the schematic equivalent circuit of BCD-N for this region can be drawn
in Fig. 3.10. The physical meaning for this region can be expressed as: from M2 turned
on (at V, = 0.8V) to M3 (or Q2) turned on (at V,, = 1.45V). Since no drain current
flows through M5, then the output voltage V,, is equal to the node voltage V(2) which
is the output voltage of CMOS inverter (M1-M2).

According to Figs. 3.2 and 3.3, in region <II>, M1 is operating in the linear region
with Vg, closer to zero, and M2 is operating in the saturation region due to its Vg,
(~5V) being larger than Vg — Vogy (<0.7V). Also these expressions of 8l = /),
oV, =0V(2) =8V, OV, =08V, are valid from the equivalent circuit in Fig. 3.10. So

the analytical expression for the slope of VTC can be expressed directly as:

s = OV s _ dVps1 8lpsy

kl(VGS - VTEN) _ ]"a(Vm - VTEN)
k(Vos—Vige) (V= Vop—Vige)

= R, (in)g(sat)

(3.20)

Substituting the parameter values used in the simulation into the above equation, one

can get the slope value of VTC at V, = 1.3V as:

550(1.3—-90.8)
= = . . . 1
San 200(1.3-5+0.85) 0.48 (3:21)

The simulated value for this S, from Fig. 3.1 is ~0.485, which is in very good agreement
with the value derived in above model.
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3.3.3 Region <III> (145V < V, < 1.65V)

This region is referred to the input voltage V;, from 1.45V (Vpgy + Vpg) to 1.65V,

which corresponds to Q1 being just turned on as shown in Fig. 3.7.

(I) Voo

N

% 2)
o - I\ 01
@ Ipso M5 % Ipss

D Ipss fez
(e

M3

M4\_

IB2

= Vss

Figure 3.11 The equivalent circuit diagram of BCD-N in region <III>
In this region, because V,, is larger than 1.45V, both M3 and Q2 are now on. Also

MS is a resistor-like device, so there is a DC current flowing through M5 — M3 — Q2.
This conduction path is in parallel with M2. Since the current through Q2 (= Ip,) is
exponentially proportional to the voltage across its base-emitter junction which is also
related to V,,, it is easy to understand the slope of VTC in this region is much larger

than that in region <II>. Fig. 3.11 shows the schematic equivalent circuit related to this



region. Clearly as V, increases, the DC current flowing through M35 is also increased
so that its drain-source voltage Vg would reach to Vg, and results in turning on Ql,
Therefore the physical meaning for this region is: from Q2 turned on to Q1 turned

on.

The analytical expression for the slope of VTC in this region can be derived based
on the Fig. 3.11 with the following steps:

First, the output voltage variation can be expressed directly as

oV,

out

= 8VDS} + 8VDSS

= R, (8lps, + Olpgs) + R, 58l s (3.22)

eqs
Second, since M1, M5 are in the linear region, and M2, M3 are in the saturation region,

to the first order approximation one can get

R, (in) = g, (sar),

R s(lin) = g,s(sar),

Olps; = 8ma®Vi,

Olpss = Olpsy+0lc; = Blpg;+ Prydly

= (1+Bp)0lps; = PBr8usVoss- (3.23)

Because Vg is equal to Vi, — Vg, (as shown in Fig. 2.3), and Q2 is now in weak
conduction mode (with I, varied from ~50nA to ~1pA from Fig. 3.8). So its Vj,, value
is related to V, in a complicated way and can not be simply assumed as constant (say
~0.8V), as also shown in Fig. 3.8. Based on the simulation result in Fig. 3.4 or Fig. 3.8,
one could assume the following empirical relationship between V; and V, for simplicity
as:

Vs, = (Vo ~ V) = 0358V, (3.24)
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Substituting above expression into equations (3.23) and (3.22), one can finally get the

slope expression as:

OV Em2 Em3  8m3
S, = — = —+035 —+—). 3.25
“h Vi 8mi sz(gml Ems ) ( )

To estimate this value around the Vi, = 1.6V, the parameters used in simulation are
substituted into above equation:

8m2 (Vs — View) _550(1.6 -0.8)

— = ~ 0.86, 3.26

0 (Ve —Vir) — 20001.6-57085) ~ ° (3.26)

8m3 k3(Viss = Vrew) 500(1.6 - 0.7 -0.8)

— = = ~ 0.108, 27

0 (Vos—Vi) _ 200(16-5+085 ~ 108 (3.27)
bV — V. 07—

8y _ 3(Viss — Vraw) _ 550x5(1.6 0.7 -0.8) ~ 0314, (3.28)

ms ks(Vst - VTD) 200x0.875(0 -4 - 1.0)
So the slope value of VTC at V,, = 1.6V in this region can be found as:

Emz Em3  Bm3
S = —+0.353,(—+—)
v Emi Pro Emt Ems

0.86+0.35x100x(0.108 +0.314) = 15.6. (3.29)

The simulated value of Sy, from the Fig. 3.1 at V, = 1.6V is ~14.7, in fairly good
agreement to the value of 15.6 given above.

3.3.4 Region <IV> (1.65V < V,, < 2.05V)

This region starts from V,, = 1.65V to 2.05V, which is referred from the turn-on of

Q1 to the turn-off of Q2.
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Figure 3.12 The equivalent circuit diagram of BCD-N in region <IV>
The output voltage V,, in this region decreases dramatically from ~3.5V down to

~).8V. Since V,, is larger than 1.65V, so M1, M2, M3, Q1 and Q2 should be on as
already explained above. M5 is always on and behaviors as a resistor. But for M4, its
operation region is a little complicated as shown in Fig. 3.5. At the beginning of this
region, the higher output voltage V,,, which is connected to the gate of M4, causes M4
to still be in the cutoff region. When V_, goes below ~1.8V (= Vyp, + V), the gate-source
voltage Vg (=V,,— V) is less than its threshold voltage value of Vi, (1V), so M4
begins to turn-on. The schematic equivalent circuit of BCD-N in this region is shown

in Fig. 3.12. As the output voltage V,,, further decreases down to ~0.8V (Vj,,), the drain
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voltage V.. and related Lo for M3 would goes towards zero, which means the base
current [, is also about zero, or Q1 enters in the cutoff region. Therefore the physical

meaning for this region is: from Q1 turn-on to Q2 turn-off.

This region actually can be further divided into two parts as shown in Fig. 3.2 and
3.3. The first part of V,, from ~3.5V down to ~2.0V (or Vg, from ~4.3V to ~2.8V) is
attributed to M1 in the linear region and M2 in the saturation region respectively. The
second part of V,, from ~2.0V down to ~0.4V (or Vp, from ~2.8V to ~1.2V) is refrred
to both M1 and M2 in the saturation region. As M1 is operating from the linear region
to the saturation region, its dynamic output resistance increases significantly and would
tneoretically approach infinity. On the other hand, M2 is in the saturation region with
larger drain current /), and also larger value of &I, (~0.2mA) as shown in Fig. 3.3.
Compared with this, the variation of the drain current Ijgs and the base current I, with
oV, are quite small (< 0.05mA) as shown in Figs. 3.6 and 3.7. This is mainly due to
its almost fixed and small voltage values of Vjgs = Vi, = ~0.8V in this region. Therefore,
to the first order approximation, it is reasonable to neglect both &8/, and &5, and use

only 8/, to calculate the slope of VTC as

oV,

ow

= R,q,(ﬁlmz + 08I, + 0lp,)

it

R, dp = R,,8,20V,. (3.30)

Because M1 is in the saturation region, then from the equation (3.18), R, can be

expressed as
R, = (Mpg)" = {0.5M,(Vy~Vpp— Vi), (3.31)
so that
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Em2
Swr = R = T

_ k’l(Vm - VTEN)
T 0.5M(Vig— Vopp — Viwp) (3.32)

The slope value at V,, = 1.9V can be estimated with the typical parameter value of

A = 0.05 as

s k(Via = Vi)
M 050 (Via— Viop — Viep)

_ 550x(1.9-0.8) _ =~ 239, (3.33)
0.5x0.05x200x(1.9 -5 +0.85)

which is fairly close to the simulation result of about 20 from Fig. 3.1.

As to the beginning part of this region, say from V,, = ~3.5V down to V,,,, = ~2.7V,
because M2 is still in the linear region with relatively lower dynamic resistance than
that in the saturation region, so the slope of VTC around this range is shown smailer
as compared with both the previous region <III> or the following range of V,,, below

~2.7V.

3.3.5 Region <V> (2.05V < V, < 2.3V)

This region starts from V,, = ~2.05V, which refers to Q2 turned off, to V,, = ~2.3V,

which refers to the drain voltage Vjg of M4 and also the output voitage V,,, goes down

to zero.
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Figure 3.13 The equivalent circuit diagram of BCD-N in region <V>
In this region, Q2 is off due to its Vg, being less than ~0.7V, and Q1 is also off

because there is no DC current flowing through it. M1 and M2 are in the saturation and
linear regions respectively. M5, M3 and M4 are all in the linear region and form a
conduction path, which is in parallel with M2. But through this path there is only a few
MA current flowing (see Fig. 3.4) because the drain-source voltage Vg is almost zero,
as mentioned above. The schematic equivalent circuit for this region is shown in Fig.
3.13. This region would not be ended until the drain-source voltage Vj, reduces to zero.
So the physical meaning for this region is: from Q1 turned off to Vg, = 0V of M4.
Knowing that the gate-source voltage Vg; is larger than the threshold voltage Viygy, its

equivalent resistance is relatively small, as compared with the other two depletion mode
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PMOS devices M4 and M5 and can be neglected. Also both PMOS devices of M4 and
M5 have the same drain-source voltage of Vg, but the gate-source voltage Vi is ~0V
for M4, and ~-0.6V for MS5, which means that the equivalent resistance of M4 is larger
than that of M5. Therefore the variation of the output voltage 8V,,, would be mainly

determined by the variation of the node voltage 8V (2) and can be expressed by:

R R -
&V, = —Z—8V(2) = { “"+1} V) = V(). 3.34
o R, +R., () Ros (2) 2] (3.34)
with
V() = R, (lin)dlys, = gp(sat)g,,(sat)dV,,. (3.35)

The slope value of VTC at V,, = 2.2V can then be estimated as:

Vo  k(Via—Vop—Vigr)
Sy = ~
Vi, ky(Via— Vrgn)

_200x(22-0.8)
T 550x(22-0.8)

0.5. (3.36)

The simulated value of Sy, at V,, = 2.2V is about 0.33, in fair agreement with the above
model.
3.3.6 Region <VI> (23V < V,, < 5V)

This region corresponds to the output voltage V,,, = OV, so the slope of VTC is equal

to zero as:

Suny = 0. (3.37)
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Figure 3.14 The equivalent circuit diagram of BCD-N in region <VI>

In this region, M1 is first in the saturation region, and then enter into the cutoff
region when Vi, > 4.15V (or | Vggl <|Vige|). All other devices remain in the same
operation region: M2 is in the linear region with I,5, — 0; M3, M4 and M5 are all in
the linear region with no drain current; Q1 and Q2 are in the cutoff region. So the
physical meaning for this region is: from the I3, = 0 to M1 completely turned off.

Fig. 3.16 plots its schematic equivalent circuit for this region.

Finally Table 3.1 lists the summary of the regions of operation for all the devices in

BCD-N corresponding to above six segments of VIC:

62



Region: V. (V) M1 M2 M3 M4 M5 Q1 Q2
(PMOS-E) |(NMOS-E) |(NMOS-E) |(PMOS-D) |(PMOS-D) |(NPN) [(NPN)

<I>:0-> 0.8 Linear Cutoff Cutoff Cutoff Linear Off Off
<II>: 0.8 -> 1.45 |Linear Saturation |Saturation |Cutoff Linear Offt Off
<[k>: 145 -> 1.65 | Linear Saturation |Saturation |Cutoff Linear Off On
<IV>: 1.65 -> 2.05|Lin -> Sat |Saturation |Saturation JOff -> Sat. }Linear On On
<V>: 2.05 -> 2.3 |Saturation |Linear Linear Linear Linecar off off
<VD:23 ->5 Sat -> Off |Linear Linear Linear Linear Off off

Table 3.1: The regions of operation for all the devices in BCD-N
corresponding to six segments of VTC




3.4 Effects of some important parameter variations

3.4.1 The effect of V, variation on voltage transfer curve

It is very important to understand how the Vi, variation could affect the DC char-

acteristics for this new BiCMOS driver circuit. In the previcus section 2.6, the simulated
voltage transfer curves for the threshold voltage variation of Vp, from 0 to 2V was
demonstrated in Fig. 2.9. Based on the piecewise linear function approximation model
developed in this chapter, the VTC variations as a function of Vp shown in Fig. 2.9

can be explained physically as follows

(1) In region <IV>, the DC curves are shifted a little bit (about 0.02V) towards lower
range of V,, as the Vp, varied from OV to 2V. The reason for corresponding smaller V;,
value when the V;;, value increases is mainly due to the lower equivalent resistance of
MS5. That is for the same voltage biases and device size, the larger positive V, value
would reduce the equivalent resistor R,, of the depletion mode PMOS device as implied
in the model equation (3.13). This lower equivalent resistance results in a higher drain
current flowing through M1 - M5 — Q2 (I) as shown in Fig. 3.15, or the larger
drain-source voltage V, for the fixed input voltage V;,. Therefore the output voiiage
V.. 1s slightly reduced.

(2) In region <V>, the slopes of the VTC are changed with different V,;, values. This
would enlarge the input voltage range for this region especially with a larger V;;, value
(2V), as shown in Fig. 2.9. By looking at the equivalent circuit for this region <V>
shown in Fig. 3.13, it is seen that the ratio of the equivalent resistance of M5 over M4

(both are PMOS depletion mode devices) would increase with increasing Vi, values. So



the output voltage variation 3V, becomes smaller as compared with the node voltage
variation 8V (2) as given by the equation (3.34) above. That is why the slope of VTC

in this region is also smaller with larger V,, value.

OB+l Primio-o—o o o
vTD
-2E-05 |
ov
1V
= E05 |-
< 2v
E 5 2 -
E loss
O -6E-05 |
-8E-05 }—
1E.04 i R 1 I
0 1 2 3 4 5
0E+00
-SE-06 — ViD
B ov
-1E-05 |- 1V
~~
5 - 2v
g -15E05 [~
|
@]
-2E05 |-
-2SE05 |-
-3E05 1 1
0 1 4 5

Vin (V)

Figure 3.15 The drain current of I, and I, for Vi, varied from 0 to 2V
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3.4.2 The effect of Vy; variation on voltage transfer curve

It is well know that this is the important parameter which would affect the DC
characteristics for CMOS inverter, and also for the BiICMOS driver. Figs. 3.16 and 3.17
show the DC voltage transfer curves and the transient output response waveform with
Ve varying from 0.5 to 1.4V. It is clear to see that as the Vi increases, the BiCMOS
driver has better noise margin, especially for NM,. On the other hand, the drain currents
for both M1 and M2 become smaller with larger Vo as described by the MOS device
model equations (3.11) and (3.15). It would then cause slower transient output response
for the BiCMOS circuit as shown in Fig. 3.17a for rising output response, and Fig. 3.17b
ior falling output response. So this Vi value should be chosen with both DC and transient
characteristics taken into consideration. The V; value of ~0.8V is tiz typical value

widely used in the CMOS inverter and also the BICMOS driver circuit.

5
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Figure 3.16 The DC voltage transfer curves for  V;; varied from 0.5 to 14V
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CHAPTER 4:
IMPROVED ANALYTICAL DELAY MODEL

4.1 Introduction

Since the BiCMOS driver is mostly used in digital VLSI applications for its capability
to drive large load capacitances at high speed, it is particularly important for the VLSI
circuit designer to understand its transient characteristics quantitatively, and to derive its

associated analytical delay model with an accurate and simple expression.

As discussed in chapter 2, the new BiCMOS driver (BCD-N) shown in Fig. 2.3 has
approximately the same transient characteristics as that for the typical BICMOS driver
(BCD-4) shown in Fig. 2.1, so the transient response analysis carried out in this chapter
was based on this typical BCD-4 circuit just for simplicity. All the model and results

actually can be used directly for the case of BCD-N.

In its high speed applications with large load capacitance, the bipolar transistors (BJT)
in the BiICMOS driver are usually operated under high-level injection condition, or in
the saturation region [4.1-4.5]. Either mode of operation depends mainly on the
parameters such as the Knee current Iy, collector resistance R. and load capacitance
C,. For the BiCMOS driver with the BJT operating in the saturation region, an analytical
expression for the propagation delay t; can be found in [4.1,4.2]. However, when the
BJT operates in the high-level injection region (so called Kirk effect), which is typical
in the BiCMOS drivers, rather complicated analytical delay model were developed
[4.4-4.6] based on Gummel-Poon large-signal BJT model [4.7]. In these models, the
propagation delay time 1, is usually expressed as the sum of 1, (referred to the turn-on

time of the BJT), 1, (referred to the delay time in which the BJT is operating at low-level
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injection condition) and ¢, (referred to the delay time in which the BJT is operating at
high-level injection condition). Since each delay time expression in these model are
rather complicated (especially for T, and 7j;), they are obviously not easy to use.
Meanwhile the empirical expression proposed in [4.2] seems quite simple and available
for practical use. The propagation delay T, with the BJT under high-level injection

condition was modelled in [4.2] as

VapenCh N AC, Vs

Ty =
Ips \UKFBFI DS

where A is an empirical constant. The first term in the above expression represents the

4.1)

turn-on time of the BJT, and is only important when driving small output capacitors.
Although this empirical model is quite simple, we found that: (a) it has less accuracy
than SPICE simulation results over certain ranges of parameter variation; (b) the
empirical constant A in equation (4.1) is not easily determined; and (c) this T, expression

does not depend on forward transit time Tz, an important omission in equation (4.1).

In this chapter, an improved analytical propagation delay model, particularly suitable
for high-level injection condition of the BJT in BiCMOS driver was developed [4.8] in
section 2. This new model incorporates the Kirk effect into the Ebers-Moll BJT model
so that the propagation delay T, in BiCMOS driver could be solved analytically. The
following section shows detailed comparisons between this new model and the above
empirical model based on the SPICE simulation results. Very good improvements
compared to the model in [4.2] were achieved for this new model over the load
capacitance ranges of 5 to 20pF with the typical parameter variations of /4. T, By and
Ips Tespectively. In section 4, we discuss the effects of different V;; or R value on this
new model, and the optimal value for the bipolar device layout area design. Finally, the

conclusions are presented in section 5.
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4.2 Simple analytical delay model

Before deriving this new analytical delay model for BICMOS driver, we first made
the following assumptions for simplicity: (a) because the circuit of BCD-4 has similar
characteristics when charging or discharging the load capacitance C, due to emitter-
follower configuration of bipolar transistor Q; or Q, respectively, only analysis of the
rise time response was made in this paper, as is usually done [4.1,4.2]; (b) the propagation
delay t, is defined as the rise time corresponding to 0-50% output voltage swing Vi,
although this definition can also be extended to 10-90% rise time if necessary; (c) since
the turn-on time of the bipolar transistor as expressed in the first term of the equation
(4.1) is independent of either low-level or high-level injection mode of BJT, this term
is teﬁpor&ly neglected in the derivation, but will be finally added to our new model.

4.2.1 Equivalent circuit with Ebers-Moll BJT model

Voo
C
Ips R Y
Ry Ce ¢
B 1
I'p = I I o=
F—
N F L
Br ¢ Isexp(-Lte)
E O Vout
CCS+CL —

Figure 4.1 Equivalent circuit for rising response time analysis
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Figure 4.1 shows the equivalent circuit of the BICMOS driver associated with the
rising response at the output. It is based on the Ebers-Moll (EM) large signal model for
the BJT. All the parameters used in this equivalent circuit have the general physical
meaning. Among these, two parameters I and Cp, could be further expressed in the EM

model [4.7] as

q Ve
I, =1 4.2
F seXP( oT ) (4.2)
qlp
CD = ’Cpﬁ. (43)

Following the straightforward derivation in [4.1], the collector current transient response

of Ic(z) can be analytically expressed based on the equivalent circuit of figure 4.1 as

) , t
= B.1,41~ —— 4.4
[C,l(t) Br DS{ CXP( Bt J} 4.4)
with
1 1 Ce
1 _ 1, (4.5)
B Br Cos+Cy
T, = Tz+R.Ce. (4.6)

The subscript 1 in above I () term indicates that this equation is only valid for low-level
injection model of the BJT. For the case of C,» C., which is the focus of our paper,
Br is approximately equal to B,. If the base-width modulation (Early effect) of the BJT
is also included by using the associated parameter V. in modified EM model [4.7], then

the forward current gain By should be further expressed as

V,
Br(Vae) = ﬁp(l ——B“-} 4.7)
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The above cquation (4.4) is also drawn in Fig. 4.2 as the solid line. It is clear to see
the collector current /. ,(r) increases exponentially with time t. The increasing rate of

Ic (t) at t = 0 has the maximum value of

e _ Do @.8)

8,0 1
As the time approaches infinity, the /- ,(e) will asymtotically reach the ideal static value

(denoted as I yp) and given by

Ief2) = B-FIDS = Ic my (4.9)
Because no high-level injection effect is taken into account in above EM model, this
maximum collector current /¢ -y, should be equal to current gain Br (= Br) times base

current [j;.
In the above derivation, all EM model parameters Cg, C., Ces, Ry, Re, Is, Bry Var

and T are assumed to be constant, as required when using this model. The base current
(=Ips) could also be assumed constant (equal to g of M1) during the time period of
0 <1t < 1. This is because M; in Fig. 4.1 is mostly operated in the saturation region
when its Vpg is reduced comresponding to this time period 0 < t < T,. The key parameters
that determine whether the MOSFET is operated in saturation or linear region are the
threshold voltage Vi, and the maximum drift velocity v,,, of carriers which is only
important for short-channel length devices [4.4]. The effect on the delay time T, with
different Vy;, values is discussed in section 4.4.

4.2.2 Incorporation of high-level injection effect using Gummel-Poon BJT model

Since the BiCMOS circuit is usually used to drive large load capacitances with
relatively short delay time, then the bipolar transistor O; would be operating mostly

under high-level injection conditions. Therefore, a more accurate Gummel-Poon (GP)
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large signal BJT model with the associated parameter . (called Knee current) is required
[4.4,4.5]. This Iz current has the specific physical meaning of representing the corner
for the forward-beta high-current roll-off. It can be easily extracted from the Gummel
plot of the BJT and its typical value is 0.1~10mA [4.4]. Due to this high-level injection
effect, the current gain By at I > I, is no longer a constant, so the static collector current
I should be smaller than /¢ gy, in equation (4.9). The analytical expression for larger

I in GP model can be obtained through the normalized majority base charge g, as [4.7]:

I ——I-S—ex 4V
¢ qp P kT

v
~ s exp(gkf) for (> 1. 4.10)

The base current /; in the GP model 1s

i v
I = —f-exp(q “5) @.11)

so the static collector current of the BJT in BiCMOS circuit (with /,=/}¢) under high-level

injection condition (denoted as /¢ py) could be expressed as

Icry = \/IKFBFIDS for (.>1L). (4.12)
It is clear to see that the high-level injection effect (/- > /Iy;) will lead to reducing the
static collector current significantly from f:/,s in EM model to m in GP model.
On the other hand, for low-tevel injection mode (/- <Iyr), the collector current expression
I-=Blp is stll valid. Also, close examination of equation (4.1) reveals that the delay
time T, used in this empirical model is actually obtained by assuming a constant collector
current (equal to the static value of /- ) charging the ioad capacitance C;. It obviously
overestimates the collector charging current /(1) during the time period of 0 <t < T,

which actuaily increases exponentially from 0 to the final static value of /¢ p)
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Since it is complicated to use the complete GP BJT model, which covers both
low-level and high-level injection condition [4.7], to solve for the collector current
transient response /-(z) in the circuit of Fig. 4.1, we modified the EM model-related

equation (4.4) by incorporating the Kirk effect in the following way

. t
I.,@) = BFIDS{ 1- CXP(_ Bty )}

~ B}IDS{ 1 —cxp(-;t: )} @.13)
B = A /If;»vﬁf (4.14)

T = B 4.15)

with

Here, the subscript h in above I ,{(r) stands for high-level injection condition. This

equation has the following two features
i). For the time period of I ,(r) > Iy, the collector current will reduce significantly

and reach the final static value of Bplps :\fIKFB}IDS at ¢ =eo, which is approximately the

same as I gp) given by equation (4.12). It also means the current gain decreases cor-

respondingly to the equivalent value of By given by equation (4.14);
it). For the time period when I ,() <Igp, the collector current should have almost

same response behavior as described by the EM model equation (4.4), especially the

slope of 88t at 1 =0 which is exactly the same as /,s/T; in equation (4.8).
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Figure 4.2 Collector current transient response of NPN BJT
with C, variations of 5-20pF ( 7, from SPICE results)
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Figure 4.2 also shows this I ,(¢) curve, together with the SPICE simulation result of

I-(t) for BICMOS circuit shown in Fig. 2.1. The device parameters used in SPICE

simulation are listed in Table 4.1.

NPN BIJT: 1S=1E-16A, BF=100, IKF=3E-3A, VAF=20V, RB=100 Q, RC=20Q, RE=2Q,

CIE=50fF, CJC=50fF, CJS=100fF, TF=20pF, TR=500pF

NMOS/ Level=3, L=1.0pm, W=10jum(M,, My)/5ym(M,, M), VIO=1.0/-1.0V,
PMOS: TOX=201m, GAMMA=0.6/-0.4\V, UO=500/200 cm*(Vs), THETA=0.05 V",
VMAX=5E4m/ sec

Table 4.1. The NPN BJT and NMOS/PMOS devices parameters used in SPICE
simulations of transient response.

From Fig. 4.2 it is apparent that, for 0 < t < 1, the curve I ,(¢) is much closer to

the simulated I-(¢) from SPICE for both low-level and high-level injection conditions.
By comparison, the curve I~ ,(t) derived from EM model is only correct for the smaller
collector current of I <y, and the constant current curve of I py used in the empirical
model [4.2] is only valid for larger collector current of I > I In this Fig. 4.2, the
simulated /-(¢) decreases on further increase of time t > t,. This corresponds to the
decrease of the base current Ijg, due 1o the PMOS device M, entering the linear region

from its saturated mode as the output voltage increases.

4.2.3 The output voltage response V,(z) and delay model 1,

Using the above modified I ,(¢) equation (4.13), the rising response of the output

voltage V,, can be easily derived as

dVot)  PBrlns { t
= —exp| — |I. 4.16
d: CCS + CL 1 ©xp I‘ ( )
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By integrating the above equation with the output voltage swing of 0.5V, and the cor-

responding time period of 0 to t,, the delay time T, is found to be

- T
T, = rd—r{l—exp(—?f)}. @.17)

with T, given by
_ 05V(Ces+C)

T -
\IxeBrlps

Because the equation (4.17) is a hypergeometric function, it is ver, difficult to solve 1T,

(4.18)

directly. Analytical expressions for T, can be only approximated for the following two

cases
Dot o> T

In this case, since the delay time T, is larger than T (where T =B,T;), then the
exponential term in equation (4.17) T -exp(-T/T)=0 so that T,=T,+7T =T, since
1, > 7. Therefore, to the first order approximation, by substituting T, for 7, of the

exponential term in the equation (4.17), the delay time T, could be expressed as

. T,
Tuh = 'to+’t{1—exp(——g)}. (4.19)
T

The physicalrmeaning of this equation (4.19) is now described. The first term (T,) is

just the delay time used in the empirical model equation (4.1) with A = 0.5, and rep-
resents the time constant for charging load capacitance C; with constant collector current
Ic py The second term represents the compensation due to the overestimation of 1.(1)
in 1, and also incorporates the time constant T = '( Tz + R-Cc ) required for charging
Cp and C.. Therefore, the above new delay time model is suitable for the BiCMOS

driver with larger load capacitance, where the BIT is mostly operated under high-level



injection condition. It is also expected that the accuracy of this model would be improved

by the additional second term in equation (4.19), this point will be demonstrated in the

following section.
i) 1, < 1.
This is usually the case for very load capacitance C,. By expanding the exponential

term in equation (4.17) using a Taylor series and keeping the first three terms, T, can
be solved analytically as
V21,

_ \/ (tr + RcCe) (Ces + Cp)Vs . (4.20)

! DS

fl

Ty

This expression is similar to that developed in [4.1], where only the EM BJT model
was used and low-level injection condition was assumed. Therefore the modified col-
lector current equation (4.13) proposed here can also be used for low-level injection

condition of the BJT.

The criterion to distinguish the above two operating conditions of the BJT in BICMOS
has already been discussed in [4.2]. It can also be roughly estimated using this new
model by comparing T, and T in equations (4.18) and (4.15) respectively. Based on the
discussion above and T, > T, then T, , given by equation (4.19) should be used, otherwise
T4, given by equation (4.20) is desirable. Furthermore, this criterion could be evaluated

by the load capacitance and related device parameters as

T 05Ve(Ces+C) / e Br

T W KFB:FI DS Ips

_ 05V(Ces +Cy) @)

IA’FB;C(TF +Rccc)'

(T +R:Ce)
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Therefore if the calculated value of ¢ ¢* is great than one, it indicates the BITs in the
BiCMOS drivers is operating in the high-level injection mode, otherwise this BJTs is

under the low-level injection condition.

4.2.4 'The final analytical propagation delay expression of 1,

Since the new delay model equations (4.19-4.20) derived above are based on the
assumption that the BJT is already turned-on at t = 0O, then the final propagation delay
expression T; for BICMOS driver should include the additional turn-on time of the BJT

as already used in equation (4.1):

i) for high-level injection condition of BJT, equation (4.19) is modified to

VeEeon . T
Ty, = —;EQ+'CO+'C{1-exp(-—gJ}. (4.22)

DS T

ii) for low-level injection condition of BJT, equation (4.20) is modified to

_ VapenCh 4 V (e +RcCo) (Ces +C )V

Ty =

(4.23)

1 DS 1 DS

Usually this turn-on time expression of the BJT is only important for the t,, given

by equation (4.23). For the larger load capacitance under high-level injection condition,
first term on the right hand side of equation (4.22) is so small that it could be neglected

without introducing significant errors in the results.

4.3 Comparison with SPICE simulation results

In order to verify this new analytical propagation delay model given by equations
(4.22) and (4.23), especially for the 1,, model given by equation (4.22) which is more

important in BiICMOS drivers, SPICE [4.9] is used to compare its simulated results with
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those calculated with the new model. The SPICE program includes not only a completely
built-in GP BJT model, but it also has the capability to simulate the integrated circuit
performance. The device parameters used for the SPICE simulations are listed in Table
1. The load capacitance is chosen from 5pF to 20pF to meet the high-level injection
condition of the BJT. The delay time T, is then calculated with the definition of 50%
output voltage response. This simulation procedure was also repeated for varying
parameters like Iy, Tz, B and I, respectively. Meanwhile, the new model equation
(4.22) and the empirical model equation (4.1) with A = 0.5 are alsc used for the cal-
culated results. The turn-on time term in both equations (4.1) and (4.22) are neglected,
as explained before. The detailed comparison between SPICE and analytical results are

now briefly described.

4.3.1 I, variations from 1mA to 9mA

Figure 4.3 shows the propagation delay T, versus Knee current /. It is clear to see

that for the entire range of Iy and C;, the new model results are in good agreement to
the simulation results, with only small difference (about 2~10%) for smaller C; and
larger Iy, or larger C; and smalier /yz. On the other hand, the T, values from the
empirical model equation (4.1) predicts too low 1, (about 20-50%), especially for larger
Ixr. This is because the empirical model equation (4.1) misses the third term used in
our new model equation (4.22) which has the meaning of compensating the overesti-

mation of the charging current of /.(t) =/ (p for T, calculation, and this term is roughly

proportional to VIgr.
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Figure 4.3 Propagation delay T, vs. Knee current /Iy of NPN BJT
with C, variations of 5-20pF

43.2 B, variations from 50 to 250

Figure 4.4 shows the propagation delay T, versus current gain B.. The agrcements

between the SPICE results and the new model calculation are also very good for the
and C; variations. Some small error (about 5-8%) is expected with the smallest C;, of
SpF and larger fz. The empirical model shows a similar large error behavior as the
above parameter /- does. It is simply due to the same reason for Iy as described above,

since the term /By is present in our new model equation (4.22) and the empirical model
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equation (4.1).

35
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Figure 4.4 Propagation delay T, vs. forward current gain [, of NPN BJT
with C, variations of 5-20pF

4.3.3 71, variations from 10ps to 50ps

The propagation delay 1, versus forward transit time 1t is shown in Fig. 4.5. Due to

the fact that <z is not present in the empirical model, the calculated t, values is inde-
pendent of 1. The SPICE simulation indicates that the delay time T, is almost linearly
proportional to the tr. The new mode! equation (4.22) also implies this relationship, and

shows quite good agreements with the simulation results. Only some error (< 10%)
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appears for larger 1, values. Since the forward transit time <, is linearly proportional to
the emitter-base diffusion capacitance Cp, it could be expected that this T value should
have some kind of linear relationship with the turn-on switching time of BJT, and also

correspondingly the propagation delay T, of the BICMOS drivers.

35
i SPICE  old model newgodel
3 -
25—
—
g 2
i
> o
5
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10pF
1 L e =
® L
os L 5PF e
0 1 | 1 ! ]
0 10 20 30 40 50 60

Forward Transit Time (ps)

Figure 4.5 Propagation delay <, vs. forward transit time 7T of NPN BJT
with C, variations of 5-20pF

4.3.4 Ij variations from 0.54mA to 2.70mA

Figure 4.6 shows the propagation delay T, versus current gain /5. The I, variation

is implemented by altering the channel length over channel width ratio (W/L) from 5/1
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to 25/1 for the MOS devices in SPICE simulations. The new model results are also in
very good agreement with the SPICE results. The empirical model results are about
5-20% lower than the simulation results for all C, values used. For smaller /g, this error

becomes more severe. This is because the second term in new model equation (4.22) is

inversely proportional to \/pg.

4
i CL SPICE
35 -
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L | ]
25
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0 ] 1 | ! i
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Drain Current of M1 (mA)

Figure 4.6 Propagation delay <, vs. drain current /g of M1

with C; variations of 5-20pF

Based on the comparisons above, the new model equation (4.22) proposed in this
paper shows significant improvement with respect to the empirical mode! equation (4.1).

Although the accuracy of the empirical model could be improved by adjusting the
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empirical constant A carefully, it would be very difficult for it to be optimized over the
entire range of device parameter variations and load capacitance variations as demon-

strated above.

4.4 Effect of some important parameter variations

4.4.1 The effect of V; variation on propagation delay 1,

In section 4.2, the new analytical delay model 1, was developed by the assumption

of the constant I writhin the time period of 0 <t < t,. This is usually correct because
the PMOS device M,, which offers the drain current /5 as shown in Fig. 4.1, is mostly
operated in the saturation region at this time period. As the output voltage rises from
Vor = Vg sa 10 0.5(Voy+ Vg ) = 0.5V, [4.3], the drain voltage Vs (in absolute value)
of M, would correspondingly reduce from ~(Vpp —Vpp — Vg (o) t0 ~(0.5Vp, — Vgp). The
criterion for MOS devices to operate in the saturation region is Vps 2 V), here the
saturation voltage V), ., could be expressed in MOS model Level 3 of SPICE for modern

short channel length MOS device as

Vosw = VoV, —\V2+ V] (4.24)
with
VGS_VTH
= = = 425
Ve 14+ F, .25
vmaxLe
V, = ——u—i’ (4.26)
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Figure 4.7 Transient response of /., I, and V,, with V,,,
of 0.5V and 2.5V respectively
Therefore it is clear to see that the V), , is not only determined by the threshold voltage

Vg, but also reduced considerably by the maximum drift velocity v,,, of carriers for
short-channel length device. Larger Vi, or smaller L, would lower the V., value in
favor of meeting the constant /s condition. Figure 4.7 shows the simulated transient

response of the drain current I,,(¢), collector current /-(¢) and output voltage V(1) for
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BiCMOS driver from SPICE. The parameters used here are the same as given previously
in Table 4.1, with V,, = 2.5V and 0.5V respectively, which corresponds the possibly-
chosen maximum and minrimum value for suitable inverter operation. Also the load
capacitance C; is fixed at 5pF for the worst case simulation. The results confirmed very
well that for typical 1pum MOS technology with typical v, value of 5E4m/sec and the
lowest Vi, value of 0.5V, the /5(¢) value in the time period of ¢ <1, could still be kept
almost constant. As the threshold voltage Vi, increases further to 2.5V, this constant
current characteristic would become more obvious due to a higher saturation voltage. In
case of some extremely low Vp; and C, values happened, we suggest that in stead of
using the maximum /¢ value above, choosing the average value of I in the time period
of 0 <t < 1, is stiii good enough for the new delay model equations (4.22) and (4.23)
presented in this paper as also used in reference [4.2].

44.2 The optimal AREA value of the BJT based on minimum propagation delay

Ta

It is clear that the optimal design of the BJT is quite important for minimizing the
delay time of BiCMOS driver. This could be a very complicated problem to solve
analytically, with too many parameters to consider. For example, when the BJT is
operated under high-level injection conditions, we saw from Fig. 4.3 that it results in
delay ume 1, would monotonically decrease as the Knee current /4 increases. Due to
the linearly proportional relationship of this parameter versus the device area [4.6], it
secems possible to increase the I by designing a larger BJT device area. This design
would also reduce the parasitic resistance like RC, RB and RE, but would inevitably
increase those parasitic junction capacitance like CJE, CJC and CJS. Therefore the
optimal design for BJT layout dimension should be examined. Although it is hard to

express this feature in a simple form based on our new delay model, we feel it is worth
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while to see how it works by simulation since there is a parameter called the AREA
factor used in SPICE for the BJT model, which represents the number of equivalent
parallel devices of a specified model. Figure 4.8 shows the related simulation results of
T, vs. AREA with C, variations of 5pF to 20pF. It is quite interesting to see that as the
load capacitance C, increases from 5pF to 20pF, the optimal value of parameter AREA
would correspondingly increase from ~1 to ~3. Of course, this result is strongly related
to the specified model used in SPICE simulation, but the existence of the optimal value

for the BJT device area design is apparent and must be carefully considered in design.
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Figure 4.8 Propagation delay 7. vs. the AREA factor of NPN BJT
with C, variations of 5-20pF
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CHAPTER 5:
SUGGESTED FUTURE WORK

5.1 Further improvement for BICMOS driver circuit design

Based on the above detailed description of the new BiCMOS driver circuit shown
previously in Fig. 2.3, it is clear from the circuit design point of view, that devices such
as M1, M2, M3 (form CMOS inverter), and Q1, Q2 (offer large current) play a fun-
damenta: role for the BiCMOS driver function, and that two other devices M4 and M5
also have an important impact on both DC and transient characteristics for this BICMOS
driver. The ideal design for these two devices are

i) when the BiCMOS driver is operating in the stable output state of either low "0"
level or high "1" level, these two devices (M4 and M5) should be on in order to reach
the lowest output of V,, =V, or the highest output of V,y =V,, for better DC char-
acteristics of this circuit;

ii) when the BiCMOS driver is operating in the switching state of either rising
response or falling response, then these two devices (M4 and M5) should be off in order
to offer the maximum charge or discharge base current to Q1 or Q2 for better transient
characteristics of the driver circuit.

Using the above conclusions, the new BiCMOS driver circuit proposed in this thesis
could be further improved by the following modifications.

i). For M5, its "on-resistor” behavior does not affect the rising output response sig-
nificanily, as already explained in chapter 2. However, if this negative effect from
"on-resistor” M5 has to be diminished, one could either try to find a similar
"dynamic-resistor-behavior” device for M5 to meet the above ideal requirement, or just

replace this depletion mode M5 in BCD-N back with the enhancement mode M5 in
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BCD-5 for a minor improvement. As mentioned earlier in section 2.2.3, it is not very
easy to substitute this M5 by a dynamic-resistor-like device, but it is still worth inves-
tigating for possible circuit performance improvement.

ii). For M4, it has been designed to function like a "dynamic-resistor-bechavior”
device, so it really demonstrates the improvement of the falling output response while
maintaining the lowest static logic "0" output of V,,; = V. But this M4 device also turns
off when the output voltage approaches V;; = Vpp. This off-state of M4 has no problem
with static output of V,, as already shown in Fig. 2.4, but it would cause the transient
logic "1" voltage to be a little lower, as mentioned previously in section 2.4.3. This
undesirable transient response waveform with higher output voltage becomes more
serious for smaller load capacitance as shown in Fig. 5.1. The reason is because during
the rise-time period, the base terminal of Q2 is floating due to the off-state of both M4
and M3, then Q2 could be turned-on temporarily through the parasitic capacitors between
nodes (4) and (3), while the output voltage increases. The faster output response with
smaller C, would results in more current flowing through Q2. Fig. 5.2 clearly shows
the required charge current {,(¢r) and the undesirable current I»(t) with C, =2pF and
10pF respectively. The ratio of the maximum /,(f) over the maximum /() is ~8.8%
(C, =2pF) or ~3.6% (C, =10pF). Also this I,(¢) lasts less than 10ns. By comparison,
in BCD-5 this undesirable current /,(¢) also occurs, but with much lower current ratio
of ~3.6% (C,=2pF) and ~0.8% (C,=10pF) respectively as seen in the same figure
5.2. This is because during this rise-time period, M4 in BCD-5 is on and the base terminal
of Q2 is connected to the ground through a relatively small equivalent resistor. But the
simulation results in Figs. 5.1 and 5.2 show clearly that (a) this problem does not affect
most of the rising transition response, or increases the propagation delay time T,; and

(b) the lowest output voltage for logic "1” is still larger than 4V, high enough for the
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reliable logic function. Since it is apparent that the BICMOS driver is usually used for
the application with large load capacitance, then this should not be a serious problem.
However, if this off state of M4 during the rising time period is not desirabie for some
specific applications like very small load capacitance, then this BiICMOS driver circuit
might have to be redesigned for minimizing this potential problem.

iii) Symmetric DC characteristics can be achieved by increasing Vi as shown pre-
viously in Fig. 3.16. However this is undesirable as it results in increased propagation
delay. Symmetric transient characteristics can be obtained by optimizing the MOS device

size of M1 and M3. This should be investigated in future before the practical realization

of BCD-N occurs.
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5.2 Further improvement for BiCMOS analytical delay model

As mentioned in the beginning of the chapter 4, the delay model 1, determined by

the R-limited saturation region of the BJT in BiCMOS driver could be found in {4.1,4.2].
In the model calculations and SPICE simulations in chapter 4, the R, value was chosen
as 20€2. This collector resistance is low enough to avoid the BJT entering the saturation
region, because the maximum collector current allowed for this bipolar transistor with
Vpp = 5V is about 240mA, which is much larger than the collector current required for
charging the load capacitance of 5-20pF. Of course, too large R values would reduce
the maximum allowed collector current significantly, even much lower than the static
collector current I p, forced by the Knee current Iy,.. It obviously results in large errors
if the above new delay model equation (4.22) is still used. Figure 5.3 shows the delay
time T, versus collector resistance R from SPICE simulation results and the new model
calculations. This figure shows that the new model would not be accurate for R, >
~150-200Q. Therefore an unified analytical delay model which could cover both the
high-level injection effect of the BIT and also the R.-limited saturation region of the
BJT will be a very interesting topic for further improvement of this simple BiICMOS

delay model.
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CHAPTER 6:
CONCLUSIONS

A new BiCMOS driver circuit (BCD-N) is proposed in this thesis. In order to improve
both DC and transient characteristics for BICMOS driver, this new circuit uses a "dy-
namic-resistor-behavior” device (depletion mode PMOSFET) to replace the original
"on-resistor-behavior” device (enhancement mode NMOSFET). The simulation results
show this new BCD-N circuit indeed has the advantages of both rail-to-rail static logic
swing from BCD-5 and the faster transient output response from BCD-4. In addition,
this new BiCMOS driver shows more compact structure with merged PMOS-NPN
devices in BCD-N and larger tolerance for additional process step control. The Table

6.1 below compares the major characteristics for the above three BICMOS driver circuits.

Detailed DC analysis of the voltage transfer curve (VTC) for this new BiCMOS
driver circuit was presented for quantitative evaluation. Due to the highly nonlinear
function of the large signal I-V characteristics for both NPN BJT and MOSFET, the
piecewise linear function approximation model is used for deriving the slope of 6V, /0V,,
individually in each segment of VTC. The calculated values from this model are in very

good agreement with the simulated results by SPICE.

An improved analytical delay model for the BiCMOS drivers was also developed.
By incorporating the Kirk effect directly into collector current transient response derived
from the EM BJT model, a simple but accurate propagation delay 1, model was derived.
This new model is particularly suitable for large load capacitors C,. The effects of those
important device parameters like Knee current /i, forward current gain {3, the forward

transit time 7 and the charge drain current I, on the propagation delay 1, are inherent
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in this model, and shown in good agreement with simulated results from SPICE.

Further improvement on the BiCMOS driver circuit design with faster and reliable
rising output response, and on the analytical BICMOS delay model covering also the

KR.-limited saturation region of the BJT were suggested for the future research work.

Characteristics: BCD+4 BCD-5 BCD-N Comparison
(BCD-N/-5)

Static logic swing lower (~4V) good (5V) good (5V) same

Noise margin NM, fower (~0.95V) low (~1.18V) good (~1.52V) ~28%
improved

Noise margin NM,, lower (~2.5V) good (~2.9V) good (~2.9V) same

Static power dissipation no DC current no DC current no DC current same

Rising output response 1,,] good (~1.65ns) slower (~1.76ns) | slower (~1.79ns) | ~1.7%

(with C, = 10pF) longer

Falling output response| good (~1.31ns) slower (~1.55ns) | better (~1.41ns) | ~9.0%

Tar improved

(with C, =10pF)

Transient logic swing about the same as| aboutthe same as| a litle smaller|] ~10%

(with C, =10pF) in DC case|{ BCDH4 (~3.8V) | (-3.4V) smaller

(~3.8V)
Process complexity typical typical one more siep| one  more
may be required | mask step

Table 6.1: The major characteristics comparisons
between BCD-4, BCD-5 and BCD-N
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