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ABSTRACT 

BiCMOS technology which combines Bipolar and CMOS transist~rs in a single 

integrated circuit is now proposed as a very promising candidate for VLSI circuits with 

speed-power-density performance that was previously unattaicable with either technology 

individually. 

A new BiCMOS driver circuit is proposed in this thesis. This new drive circuit uses 

a "dynamic-resistor" device tv replace the original "on-resistor" device in conventional 

BiCMOS drivers, This dynamic-resistor-behavior was achieved using depletion mode 

PMOS devices and making appropriate feedback connections to control its switching 

current properly. A comparison of the proposed and two typical BiCMOS driver circuits 

using SPICE shows that the major features for this new BiCMOS driver circuit are: (1) 

better noise margin for DC characteristics; (2) faster falling edge for transient response; 

(3) more compact structure with merged PMOS-NPN devices; and (4) larger tolerance 

for additional process step control. The detailed DC and transient analysis of this new 

BiCMOS driver circuit is also presented and discussed. 

In addition, an improved analytical model for the propagation delay T~ suitable for 

BiCMOS driver with large capacitance load was also developed in this thesis. This new 

model explicitly incorporates the high-level injection effect (so called the Kirk effect) 

into Ebers-Moll bipolar transistor model, but still maintains its simple formulation. By 

comparison with the SPICE simulation results, this new model has the following 

advantages: (I) i t  has better accuracy (less than 10%) with respect to those important 

parameter variations of p, (the forward current gain), I, (the Knee current), zF (the 

forward transit time) and I,, (the drain current); (2) it is simple, easy to use and requires 

no empirical constants; (3) the effect of z, on % is inherent in this model. 
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CHAPTER 1: 

INTRODUCTION 

BiCMOS technology combines both bipolar and CMOS transistors in  a single inte- 

grated circuit for improved performance. It is now becoming an ir~creasingly rituactive 

technology for VLSI as shown in Figure 1.1. This is mainly because BiCMOS-based 

VLSI circuits have speed-power-density perfomlance that was previo~lsly unattainable 

with either technology individually [I. 1 - 1.31. 
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Figure 1.1 Evolution of digital MOSFET technohgy 

from NMOS to CMOS to BiCMOS 
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1.1 Main features of BiCMOS 

1.1.1 Comparison between Bipolar and MOS transistors 

In order to understand the main features of BiCMOS technology, it is necessary to 

be knowledgeable of those important differences between bipolar transistors (BJT) and 

MOS transistors (MOSFET) f 1-11 as shown in Table 1.1: 

CHARACTERISTICS BIT MOSFET 

Voltage or Charge 

IJ2kl, (k = pC,,W/L) 

W J 1  
- 

00 

~&Z-/L 

4kBT/(1 .5gm) +KI(WLCoa 

svm (larger) 

smaller 

1 1 8  

Y e s  

Poor 

I .  Type of signal 

2. Transconductance (g,) 

3. output resistance (re) 

4. Input resistance (r,) 

5. Intrinsic Gain (A,) 

Tabte 1-1 Comparisons between BJT and MOSFET characteristics 

Cunen t 

/ V  (V, = kBl'lq) 

vAuc 

WB 

- V,/V, 

6. Frequency Response fq) 

7, Noise (v,2d6fi 

W,liiV,z 

4&Trb + 2q lc/g: 

8. hlismatch taIcrance &V, {smaller) 

9, Device size larger 

10. Major process steps 

1 1. latch-up susceptibitity 

12. Temperature Sensitivity 

2 17 

no 

good 



Based on the above tabulation, it can be appreciated why bipolar trmsistors u c  

usually used for high speed, large current drive, low noise, and high perfonnnnce analog 

circuits. On the other hand, MOS devices are much more suitable for VLSI system with 

low power dissipation, high packing density, especially for a CMOS circuit (combining 

both NMOS and PiMOS devices) which has extremely low quiescent power consumption. 

1.1.2 Advantages and disadvantages of BiCMOS 

Compared with either CMOS or bipolar technology that are now used for VLSI, 

BiCMOS technology offers the following advantages: 

i) higher speed over CMOS; 

ii) lower power dissipation than Bipolar; 

iii) flexible I/O's (m, CMOS, ECL); 

iv) high performance analog circuits; and 

v) immunity to latch-up. 

On the other hand, due to the aat ional  process steps required to build both CMOS 

and bipolar devices, the main drawbacks for BiCMOS technology are: 

i) higher costs; and 

ii) longer fabrication cycle time. 

Although the above disadvantages have limited the success of BiCMOS's at present, 

it could be improved in the near future because both the technology and CAD tools 

associated with BiCMOS would be improved and become comparable to that available 

for either CXGS or Bipolar technologies. Note however that the advantages with 

BiCMOS are unique and significant, especially for the higher performance required in 

advanced VLSI systems. Therefore, it is expected that BiCMOS technology would be 

of ever-growing practical importance. 



1.2 Advanced BiCMOS technology 

1.2.1 P-well BiCMOS technology 

NMOS PMOS NPN 

BURIED N+ 

I P* SUBSTRATE 

Figure 1.2 BiCMOS device structure with P-well CMOS process 

Figure 1.2 schematically shows the typical BiCMOS structure with P-well CMOS 

process. Compared to typical CMOS technology, the following four process steps can 

be shared for both CMOS and NPN devices: 

i) the PMOS N-epi process and the NPN collector; 

ii) the NMOS P-well process and the NPN isolation steps; 

iii) the NMOS N+ source/drain, the NPN emitter and collector contact steps; and 

iv) the PMOS P+ source/drain and the NPN base contact steps. 

In addition, three extra process steps are needed in order to form goad BiCMOS 

circuits: 

i) heavily-doped buried N+ layer for minimizing NPN collector resistance and also 

reducing the susceptibility to latch-up of CMOS; 

ii) P-base region required for NPN transistor; 

iii) Deep Nt conmxion to the buried N+ subcollectar added for further reduction 

of collector resistance. 



Tfrmfof~: this P-well BiCh4OS approach merges the process steps needed to achieve 

low b i p l s  ccokctor resistance with those required to reduce CMOS latch-up suscep- 

tibility. 

NMOS PMOS 
POL Y 

EMlTTER NPN 

P- SUBS TRA TE 

Figure 1.3 BiCMOS device structure with twin-well CMOS process 

Figure 1.3 shows an optimized BiCMOS structure with both P and N-wells (twin-well 

CMOS). As compared with above single we11 structure, a key feature included in this 

design is the self-aligned P and N+ buried layers for improved packing density, sepwatcly 

optimized N and P-wells formed in an epitaxial layer with intrinsic background doping, 

and a polysilicon emitter for improved bipolar performance. In total four additional mask 

levels (buried M+, deep N+ contact, P-base and poly-emitter) are required to merge this 

higher performance BiCMOS process with a baseline CMOS process flow. 

1.23 State-of-the-art BiCMOS technology 

In Table 1.2 below, a listing of some of the state-of-the-art BiCMOS technology that 

have been recently reported are presented to give an idea about the processing features 

and design details: 



Process feature 

MCSL: merged CMOS/bipolar logic 1.5 

(adder), 

NOVA: Non-OVerlapping super 1.5 

self-Aligned Suucture. 

Buried layer, LDD NMOST, 1.2 

Implanted F$3 (LC) or Polysilicon 

self-aligned E/B (HP) 

DOPOS: Doped polysilicon emitter 1.0 

structure. 

BiCMOS Macrocell library 1 .O 

SST: Super Self-aligned process 1.0 

technology. 

Bipoiar-PMOS merged structure 0.8 

Optical pdysilicon buried-contacts to 

both N+ and P+, Walled polysilicon 

emitter. 

HS4: A single polysilicon layer 

advanced super high speed. 

ASPECT III: with self-aligned inte- 

grated well taps, silicided local 

interconnect, 

SOO(CM0S) 1988 

Fujitsu J. 

70MHZI 1989 

32bit pF' ISSCC 

230(BiCMOS) 1988 

39/76(N/P) IEDM 

250(BiCMOS) 1990 

IEEE 

lwJ3m 1989 

75(CMOS) IEEE-ED 

no date 1989 

IEEE 



Self-aligned double-polpsilicon 

bipolar device. 

Toshiba 

il.151 

BiPMOS: A base and drain merged 

bipolar-PMOSFET structure 

Motorola 

[1.16] 

A triple polysilicon process 

IBM 

[1.17] 

Merged complementary BiCMOS: 

merging the NPN base with PMOS 

source, and PNP base with NMOS 

drain. 

Philips 

Il.181 

SABR: using ultra-thin epitaxy and 

polysilican buffer LOCOS. 

rn LSI 

[1.19] 

--- -- - 

HSST: self-aligned double-poly 

bipolar process using e-beam direct 

writing tech. 

1988 

IEDM 

no data 

I 15FCL) 

19W 

IEDM 

1990 

IEDM 

1990 

IEDM 

1990 

IEDM 

1 !NO 

IEDM 

Table 1.2 The state-of-the-art BiCMOS technology 

1.3 Typical applications of BiCMOS 

Based on the advanced BiCMOS technology which combines both bipolar and CMOS 

devices, it is clear BiCMOS fills the market niche between very high speed, but power 

hungry bipolar ECL, and the very high density, medium speed CMOS. It basically covers 

the following area: 



1.3.1 Digital systems 

BiCMOS can provide memories with faster access times at the same power, or the 

same access times at lower power. Since the bipolar transistor provide large output drive 

current, BiCMOS logic gates are effectively applied at high capacitive nodes like 

decoders, wordline drivers, write drivers and output buffers in memories. BiCMOS 

memories now covers the full density spectrum from 1K to 1M at access time below 

10ns. A typical example is the -8ns 256K and 1M bit BiCMOS ECL SRAMs were 

successfully demonstrated in 1988-1989 [I .20-1.211. 

In the area of semi-custom chip, BiCMOS offers performance and I/O flexibility 

advantages over CMOS, or lower power and higher density at nearly the same speed 

level compared with bipolar. Initially, the internal core section was CMOS-only with 

the 110 employing the bipolar devices as required. The current trend focuses on the use 

of bipolar devices in large macro functions (for example as adder, register, ST flip-flops) 

to make more efficient use of the bipolar devices in an average option and will be used 

in very high (30K-100K gates) density arrays. 

Microprocessor (pP) is an another important area for using BiCMOS to enhance the 

performance by reducing delay through critical paths, reducing clock skews, and 

increasing 1/0 throughput. For example, BiCMOS can utilize CMOS design methodol- 

ogies used to design previous generations of pF"s while also providing ECL data paths 

us necessary, or integrate large and fast on-chip RAMS, or keep the power manageable 

by focusing it where required to optimize the speed-power tradeoff. Recently, a test chip 

of a BiCMOS pP with 2511s (worst case) machine cycle time was demonstrated by 

Hitachi [1.22]. 



Fig. 1.4 shows a digital circuit example of BiCMOS adder cell with n new MCSL 

logic (merged CMOS/Bipolar logic) [1.4]. The circuit for carry and sum is realized using 

three-level series gating. In the lower two levels, the MOS inputs control the current 

path. In the third level, only the bipolar transistors are used to provide fast propagation 

of the cany bit to the next adder cell. The ECL sum output communicates directly with 

fast bipolar logic. An optional ECLICMOS level converter makes it possible to work in 

a CMOS environment. 

- - 
Sum Cout 

Sum , t  Cout 
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- 
cin I I 

Level-3 
cin I 
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Figure 1-4 BiCMOS adder cell 

1.3.2 AnalogIDigital systems 

In addition, it is expected that BiCMOS technology will play an increasingly 

important role for analogfdigital VLSI systems in future. This is simply because BiCMOS 

can offer combined advantages of both bipolar and CMOS circuit design like 



i) high gain of the bipolar; 

ii) >IG& toggle frequency; 

iii) lower l/f noise; 

iv) high impedance inputs O;E'rs) for sample and hold applications; 

v) low input offsets voltage for differential pairs; 

vi) "zero offset" voltage analog switches; 

vii) good voltage references; and 

viii) minimal current drain, automatically scalable for low and medium speed digital 

control logic. 

These design advantages can be used in communication circuits, such as a single 

chip direct divide synthesizer. A further example of BiCMOS7s flexibility is in the fast 

growing realm of oversample noise shaping and predictive coders. The circuit require- 

ments for the coder itself demands low-noise high-speed linear devices, but these must 

be followed by a complex digital filter. Thus advanced coders of this type would reside 

in two packages unless BiCMOS is employed. 

Fig. 1.5 shows an analog circuit example of BiCMOS operational amplifier [1.1]. 

The PMOS input stage is used to provide infiiite input resistance, while the bipolar 

second stage with high transconductance offers higher frequency response. The input 

resistance of the second stage amplifier is r, +r, (on the order of a few kilo ohms), 

which is much smaller than the output resistance of the first stage. To reduce this loading, 

an emitter-follower is added. The frequency response of this circuit should be better than 

the source-follower buffered bipolar design due to the absence of the potentially low 

frequency parasitic pole. The emitter degeneration resistors in the current mirror are 

added to reduce the noise contribution from the bipolar current mirror. The PMOS input 

differential pair also improves slew rate compared with a bipolar differential pair. 
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Figure 1.5 BiCMOS operational amplifier 



CHAPTER 2: 

NEW BiCMOS DRIVER CIRCUIT 

2.1 Introduction 

The new BiCMOS driver circuit, proposed as part of this research, is described in 

detail in this chapter. After reviewing the basic features of the typical BiCMOS driver 

circuits (which are widely used at present) and the improved BiCMOS driver circuit 

(which was designed by one company recently), this new BiCMOS driver circuit is 

introduced in section 2.2. This new driver circuit uses a "dynamic-resistor-behavior" 

device to replace the original "on-resistor-behavior" device in the improved BiCMOS 

driver. This dynamic-resistor-behavior was achieved using depletion mode PMOS 

devices and making appropriate feedback connections tc control its switching current 

properly. SPICE simulation results show that this new BiCMOS driver circuit has distinct 

advantages compared with the other two BiCMOS drivers: (1) better noise margin for 

DC characteristics; (2) faster falling edge for transient output response; (3) more compact 

structure with merged PMOS-NPN devices; and (4) larger tolerance for additional 

process step control. In the following sections 2.3 - 2.6, these features will be qualita- 

tively discussed. 

2.2 Schematic circuit diagram 

2.2.1 Typical BiCMOS driver circuit 

Figure 2.1 shows the typical BiCMOS driver circuit (to be referenced to as a BCD-4 

in future) that is currently widely used in VLSI digital systems 12.1-2.31. It consists of 

four enhancement MOSFETs (three NMOS and one PMOS devices) and two NPN BJTs. 



Basically this driver uses the CMOS inverter to perfom1 the logic function, and the 
/ 

bipolar transistors to drive the output load. The logic operation principal for this GICMOS 

driver can be described simply as follows: 

Figure 2.1 Typical BiCMOS driver circuit (BCD-4) 

A. When Vi,, is low (-OV), M1 (PMOS) is on, M2 and M3 (NMOS) are off, so the 

base voltage of Q1 is high (= VDD) due to CMOS inverter function. This high voltage 

then turns Q1 and M4 (NMOS) on. Meanwhile, because M3 is off and M4 is on, the 

base voltage of Q2 is pulled down to ground and this forces Q2 to be off. It results in 

no noticeable current flowing through Ql, but some inevitable leakage current. Therefore 

the logic "1" output voltage Vm is equal to VDD - V,,,,, where VBm, represents the turn-on 

base-emitter voltage (about 0.5-0.6V) for Ql .  This V,,, value is obviously lower than 

the corresponding output voltage of V,,, = VDD for a typical CMOS inverter. 



B. When Vin is high (-5V), MI is off and M2, M3 are on, the base voltage of Q1 

is pulled down to Vss (OV) and it turrls both Q1 and M4 off. Since M3 is on and M4 

is off, 4 2  is now in the active region, but also with only unavoidable leakage current 

flow because Q1 is off. Therefore the logic "0" output voltage VoL would approach to 

Vnm2 above ground, here V,,,, I-epresents the turn-on base-emitter voltage (about 

0.5-0.6V) for Q2 required to flow its leakage current. The VoL value here is higher than 

the V,, = OV for a typical CMOS inverter. 

C. When the input step waveform Vin(t) goes from high to low, the node voltage 

V(24) of the CMOS inverter output will correspondingly change from low to high. This 

results in turning on both Q1 and M4, and cutting off Q2. The output voltage V,,(t) 

would then rise up by charging the load capacitor CL through Q1. The charging current 

for CL is equal to I,, (= I,, +In,), which is approximately P, times of the drain current 

I,,, (because IDS is equal to I,,). It is obvious that the rising response of V,,(t) in this 

BiCMOS driver should be much faster than the corresponding one with only the CMOS 

inverter output. 

D. Similarly, when the input step waveform Vi,(t) from low to high, the node voltage 

V(24) would correspondingly change from high to low. It turns off Q1 and M4, and 

also turns on Q2 (because M3 is already on). Then the output voltage V,,(t) falls by 

discharging the load capacitor CL through Q2. This discharge current (=I,, +ID, = PFIDS3) 

is of course much larger than the drain current I,, which would be the discharge current 

of the CMOS (MI-M2) inverter. 

Based on the description above, the main features for this typical BiCMOS driver 

compared with typical CMOS driver is: the static logic swing (=VoKVoL) and related 



DC noise margin is somewhat reduced, but the transient behavior is improved signifi- 

cantly for largsr capacitance loads. That is why this BiCMOS circuit sllown in Fig. 2.1 

is also called a driver. 

2.2.2 Improved BiCMOS Driver circuit 

Figure 2.2 Improved BiCMOS driver circuit (BCD-5) 

In order to achieve full rail-to-rail (Vss to VDD) static logic swing as typical CMOS 

inverter does, an improved BiCMOS driver was proposed by an industrial organization 

and is shown in Fig. 2.2 (short for BCD-5). The differences between this driver and the 

typical one in Fig. 2.1 are: 

A. The gate of M4 (NMOS) is connected to VDD instead of to the output node (24) 

of CMOS (MI-M2) inverter in Fig. 2.1; 

B. The additional enhancement made PMOSFET M5 is placed between the base md 

the emitter terminals of QI, with its gate terminal connected to ground Vs. 



By examining this improved BiCMOS circuit diagram, it is easy to understand that 

both 544 (NMOS) with gate connected to I/,, and M5 (PMOS) with gate connected to 

VB are dways operating in the active region and act as "on-resistors". Since there is no 

DC current flowing through this circuit for the static status of either logic "0" or logic 

"1" output as described above in typical BiCMOS driver, these two "resistor-like" devices 

of M4 and M5 wouId pull the VB, voltage of Q2 or Q1 down to zero respectively. 

Therefore the logic "0" or logic "1" output voltage will now approach to either 

VoL = V, = OV or V,, = V,, = 5V, the same as the typical CMOS inverter output. 

On the other hand, during the transient rising and falling response periods, these two 

"on-resistor-behavior" devices of M4 and M5 in BCD-5 would also take some portion 

of the drain current from I,,, or I,,, when Q1 or Q2 is on, because the voltage across 

the M4 or M5 is equal to V,, = O.8V. Therefore during the rising time of output voltage 

response, the base currenr I,, (= iDsI-IDS) and its collector current IcI for Q1 are reduced 

somewhat. The same argument is also true for the falling time of output voltage response, 

with reduced base current I,, (= I,,-I,,) and related collector current In for 4 2 .  That 

means the transient response rise and fall-times in BCD-5 would not be as fast as that 

with typical BiCMOS driver of BCD-4. Nevertheless, with careful design of making ID, 

and I,,, much smaller than Im and I,,, and also taking high-level injection effect of 

NPN BJT into account (which means the current gain f$ would be degraded after I, 

increases over the Knee current I,), this negative effect on transient response in BCD-5 

might not be so significant, especially for larger capacitance loads. 

In summary, this improved BiCIMOS driver shown in Fig. 2.2 indeed has full rail- 

tu-rail static logic output of V, to V,,, and still shows much larger current drive 

capzibility for fast switching response. 



2.2.3 New BiCMOS driver circuit 

In terms of the above discussion, the function of M4 in the BiCMOS driver of RCD-5 

is actually two-fold: on the one hand, M4 should be on when the output response V,,(t) 

goes towards logic "0" voltage, in order to reach the lowest output value of 7/ , ,  = V,,; 

on the other hand, M4 shouId be off during the transition time period of output response 

V-(r) from high to low, in order to get the largest base current for Q2. There is a similar 

situation for M5. By carefully examining these two opposite-like requirements for M4 

(or M5), it was found that these two conflicting requirements actually take place in 

different time periods of the output voltage response. The question "is it possible to 

design M4 (or M5) like a dynamic resistor to meet the above contradiction demands?" 

can then be raised. To solve this problem, the new BiCMOS driver developed in this 

thesis was proposed. 

Figure 2 3  New BiCMOS driver circuit (BCD-N) 



Figure 2.3 shows this new BiCMOS driver circuit (short for BCD-N). It also consists 

of five MOS devices and two NPN BJTs, but using two depletion mode PMOS devices 

to replace original enhancement mode M4 and M5 in BCD-5. The key points for this 

new driver circuit are: 

A. By connecting the gate of M4 to the output node, this depletion mode PMOS 

device is now controlled by the output voltage to be turned either on with lower V&), 

or off with higher Vow(?). The specific range of the output voltage for distinguishing 

these two cases are determined by the threshcld voltage V,, of depletion mode PMOS 

device M4; 

B. With the connection of the substrate of M4 also to the output node, and substituting 

the original enhancement mode M5 with the same depletion mode PMOS device as M4, 

both M4-Q2 and i. 15-QI devices show the same connection and can be merged together 

for more compact structure. 

A point to note here is that this proposed BiCMOS driver circuit solves the problem 

related to M4 in BCD-5, and it has almost nothing to do with M5 in BCD-5. Yn other 

wcrds, for this new BiCMOS driver shown in Fig. 2.3, M4 now functions as a "dyna- 

mic-resistor-behavior" device, but M5 is still an "on-resistor-behavior" device. The reason 

for not solving the problem related to M5 in BCD-N is twofold. 

First, it is not as easy as being done for M4 in BCD-N because its gate terminal can 

not be connected directly to the output node (it should be inversely controlled by V,,(t) 

according to its logic function); 

Second, the negative effect of M5 on the rising output response in BCD-5 is less 

serious as compared with M4, and this will be explained more detail in the following 

section 2.4. 



In summary, the major advantages of this new BiCMOS driver shown in Fig. 2.3 

are: 

i) better noise margin for DC characteristics; 

ii) faster falling edge for transient response; 

iii) more compact structure for merged PMOS-NPN devices; and 

iv) larger tolerance for Vm process control. 

To verify the above feature, SPICE E2.41 was used to simulate all DC and transient 

characteristics for this new BiCMOS driver circuit, together with those of BCD-4 and 

BCD-5 for comparison. Table 2.1 lists the input data file with all parameters for 

MOSFET and NPN devices required in SPICE simulation, which were either chosen 

from the typical values or referenced from the industrial company. For example, the 

threshold voltage value of V,, used in the simulation was slightly different for 

NMOSFET (V, = 0.8V) and for PMOSFET (VTEP = -0.85V). 

#### Input BiCMOS data file for SPICE Simulation #### 

***** PARAMETER ***** 

***** BIAS ***** 

VCC 5 0 5v 

VIN 1 0 PULSE 5 0 2NS ON ON 2ONS 40NS 



***** BCD-N ***** 

MI-N 2 1 5 5 

M2-N 2 1 0 0 

M3-N 4 1 3 0 

M4-N 0 4 3 4 

M5-N 4 0 2 5 

Q1-N 5 2 4 

Q2-N 4 3 0 

CL-N 4 0 

PMOSE L={Ll ) W=(Wl} 

NMOSE L={Ll) W={Wl) 

NMOSE L=(Ll) W=(Wl) 

PMOSD L=(L2) W={W2} 

PMOSD L={L2) W={W2} 

NPN 

NPN 

{CLOAD} 

MI-5 25 1 5 5 FbiOSE L=(Ll) W={Wl} 

M2-5 25 1 0 0 NMOSE L={Ll) W=(W1) 

543-5 45 1 35 0 NMOSE L=(Ll} W=(Wl) 

M4-5 35 5 0 0 NMOSE L=(L2} W=(W2) 

M5-5 45 0 25 5 PMOSE L=(L2) W=(W2) 

Q1-5 5 25 45 NPN 

Q2-5 45 35 0 NPN 

CL-5 45 0 {CLOAD) 

MI-4 24 1 5 5 PMOSE L=(Ll) W=(Wl) 

M2-4 24 1 0 0 NMOSE L=(Ll } W=(Wl) 

M3-4 44 1 34 0 NMOSE L={Ll) W=(W 1 ) 

M4-4 34 24 0 0 NMOSE L=(L2) W=(W2) 



Q1-4 5 24 44 NPN 

Q2-4 44 34 0 NPN 

CL-4 44 0 W O A D  1 

***** MODEL ***** 

.MODEL NBN NPN BF=100 BR=1 VAF=10 RB=100 RC=50 RE=20 

+ IS=lE-16 NF=1 NR=1 NE=1.5 NC=2 EG=1.11 

+ IKF=3E-3 VJE0.75 MJE=0.33 VJC=0.75 MJG0.33 

+ CJE=40F CJC=33F CJS=O.O5P TF=40P TR=800P 

.MODEL NMOSE NMOS LEVEL=3 VTO= (VTEN) TOX=1.75E-8 TPG= I 

+ NSUB=3.8E16 XJ=.15U UO=550 THETA=0.05 

.MODEL PMOSE PMOS LEVEk3 VTO=[ VTEP) TOX=1.75E-8 TPG=! 

+ NSUB=4SE 16 XJ=. 15U UO=200 THETA=0.05 

.MODEL PMOSD PMOS LEVEk3 VTO={VTD) TOX=1.75E-8 TPG= 1 

+ NSUB=2E17 XJ=. 15U UO=200 THETA=0.05 

***** ANALYSIS ***** 

Table 2.1 Input BiCMOS data file for SPICE simulation 



2.3 Noise margin for DC characteristics 

0 1 2 3 4 5 

Vin (V) 

Figure 2.4 The DC voltage transfer curve for BCD-N, BCD-5 and BCD-4 

Fig. 2.4 shows the simulated DC characteristics of the voltage transfer curves (VTC) 

for the above three BiCMOS drivers. The. differences between these three drivers circuit 

are now described. 

i) Both BCD-5 and BCD-N have full rail-to-rail static logic swing of V,, = V ,  = OV 

to VoH = VDD =5V,  but BCD-4 has smaller logic swing of VoL = VBEo =-0 .5V to 

V,,, = Vm - VBEO = -4.37 (the value of VBEo is strongly related to the leakage current 

flowing through the BJT and is approximately 0.5V); 

ii) BCD-N has the best low noise margin NML (= V,L - V,, = 1.52V) of the three 



circuits. Here V, is defined as the input voltage which corresponds to the otitput voltage 

of 90% of (VOH-J$,) in VTC. By comparison, the NML value is 1.18V for BCD-5 (with 

smaller VIL) or 0.95V for BCD-4 (with larger VoL); 

iii) BCD-N has almost the same high noise margin NM,, (= VOI, - VIII = 2.9V) us 

BCD-5. Here V,, is defined as the input voltage which corresponds to the output valtttge 

of 10%(VoH-VoL) in VTC. For BCD-4, its NMH value is 2.5V (with lower Volt). 

The reason for this improvement of NML in BCD-N can be explained clearly with 

the help of Fig. 2.5 showing the simulation results to compare the related drain or base 

currents between BCD-N and BCD-5. When the input voltage V, is in the range of 

0.8-1.45V, due to its threshold voltage V,, of 0.8V for enhancement mode NMOS device 

M3 and turn-on voltage VBEo of -0.65V for bipolar NPN transistor Q2, M3 is on and 

Q2 should be off. Whether there is a current flowing through M3 or not is now deter- 

mined by the state of M4 since it is in parallel with Q2. In BCD-5, both M4 and M5 

are designed as "on-resistor-behavior" devices, so as long as M3 is on (Vin > 0.8V), 

there would be a certain amount of drain current IDS flowing through M.5 -+ M3 M4 

as shown in Fig. 2.5. This causes an increase of the drain-source voltage VDs. In addition, 

this conductive path is connected in parallel with M2, so it would also increase the total 

drain current IDS, (= I,, + IDS5), or its associated drain-source voltage V,, for MI. That 

causes the output voltage V,, (= VDD-VDSI-VDSS) to decrease rather steeply as the input 

voltage increases in this region. On the other hand, in BCD-N, the threshold voltage Vrl, 

of depletion mode M4 is set to 1V in the simulation. The gate voltage (= V,,) and the 

source voltage (= V,,) for M4 are > 4V and < 1V respectively in this region. So M4 

in BCD-N should be operating in the cutoff region due to its V,, being larger than Vm 

+ VBa (notice this is a depletion mode PMOS device). It then follows that no current 

is flowing through M.5 + M3 + M4 due to its series connections, as shown in Fig. 2.5 



with I,, = 0. Therefore she output voltage vOUI in this region is obviously higher than 

that in BCD-5 because V,, is zero and also VDs is smaller, as compared with the 

corresponding ones in BCD-5. That is why the noise margin NML in BCD-N is better 

than that in BCD-5. 

5E-04 

r BCD-N 

Vin (V) 

Figure 2.5 The drain current comparisons of ZDsl and zDs5 
between BCD-N and BCD-5 

As to the noise margin N M , ,  there is almost no difference between BW-5 and 

BCD-N as shown in Fig. 2.4. This is mainly because both M4 and M5 in BCD-N are 

on when Vow = VOL and act similarly to the corresponding "on-resistor" of M4 and M5 

in BCD-5. 

The input voltage which corresponds to the Vom = V,  in the middle of the voltage 

transfer curve, is slightly smaller (about 0.05V less) for BCD-N compared with BCD-5. 



The reason can be explained briefly also from the Fig. 2.5. When the input valtnge 

further increases into this region, thz larger drain current of IDS in BCD-5 would turn 

on Q1 for smaller V, and then diminish the drain current I,, dramatically as show11 in 

Fig. 2.5. On the other hand, due to the off state of M4 in BCD-N, a similar process 

would take place for larger Vin after first turning on Q2, which results in increasing I,,, 

and turning on Q1 which results in diminishing I,, as also illustrated in Fig. 2.5. 

Therefore in this V, region, I,,, in BCD-5 is less than I,, in BCD-N as also stown i r ~  

this figure. Since V,, is equal to V,, which is the same for both BCD-5 and BCD-N, 

the output voltage V,, (= VDD-Vm,-V,,) is a little lower for BCD-N than for BCD-5. 

Based on the above discussion, it is clear to see that compared with BCD-5, this new 

BiCMOS driver keeps the same rail-to-rail static logic swing, but has better noise mrgin 

NML and almost the same noise margin NM,,. 

2.4 Transient output response characteristics 

Fig. 2.6a and 2.6b show the transient waveforms of both falling output response or 

rising output response for these three circuits with a step function input respectively. 

The transient output response for a cycle time of the pulse period in the real application 

case is also shown in Fig. 2.6~. The load capacitances CL for these three circuit are fixed 

at 1OpF. The simulation results clearly show that 

i) BCD-N has the faster falling output response of zd,,(50%) = 1.4111s and approxi- 

mately the same rising output response of ~ ~ ~ ~ ( 5 0 % )  = 1.79ns, as compared with BCD-5 

of z,J(50%) = 1 S5ns and zd,,(50%) = 1.7611s respectively. Here rc,,J50%) and z,,,(50%) 

are defined as the delay time corresponding to 50% output voltage swing for the falling 

output response and the rising output response respectively; 

ii) due to its lower static logic swing of BCD-4, it shows the fastest falling output 



response of ~,,J50%) = 1.31ns and also the fastest rising output response of ~,,,(50%) 

= 1.6511s in Fig. 2.6a and 2.6b. But as far as the slope of the transient output response 

is concerned, BCD-4 has the same slope for falling output response with BCD-N, and 

a little steeper slope for rising output response, when compared to BCD-5 and BCD-N; 

iii) the transient logic swing for both BCD-N and BCD-5 are lower than its static 

logic swing (about VnE to Vm - VnE) as shown in Fig. 2.4, and are approximately the 

same as BCD-4, except the transient logic "1" voltage for BCD-N is even lower (-4V); 

iv) for the simulated transient output waveform after the first input pulse cycle (which 

is closer to the real application situation) as shown in Fig. 2.6c, BCD-N demonstrates 

the fastest falling output response and also the same rising output response compared to 

both BCD-5 and BCD-4. This is partly due to the contribution of the lower transient 

logic swing for BCD-N (which is also true for BCD-5). 

The simple explanation for above transient output response comparison is now 

presented. 
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Figure 2.6a. Falling output response waveform comparisons 
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Figure 2.6b. Rising output response waveform comparisons 
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Figure 2.6~. The transient output response waveform comparisons 

2.4.1 Falling output response comparison 

As mentioned in section 2.2, the falling output response difference between BCD-5 

and BCD-N is mainly due to the different type of MOS devices A44 are used. Fig. 2.7 

further shows the simulated current response of I,,,, I,, and I,, (which are related to 

the falling output response process) for both BCD-N and BCD-5. It clearly shows the 

enhancement mode NMOS device M4 in BCD-5 is operating in the active region with 

an almost constant drain current I,, = 0 . 3 6 5 ~ ~ 4  flowing through it during this time 

period This results in a decrease in about 20% base current Im from the total drain 

current I,,,. Meanwhile the depletion mode PMOS device M4 in BCD-N is operating 

in the cutoff region with no current taken by M4 in the same time period. So all the 



drain current I,,, flows as the base current I,, for Q2. Obviously the discharge current 

of CL through Q2 (= fa) for X D - N  should be larger. That is why the falling response 

rate of liV,,(t) / 61 for BCD-N is larger (absolute value) than that for BCD-5. 
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figure 2.7 The comparisons of discharge current IDS, IDMY and Im 

between BCD-N and BCD-5 



Theoretically, the falling output response for BCD-N and BCD-4 should be the same 

because M4 in BCD-4 is also off during this time period. This can also be verified by 

almost the same falling output response rate of 6V0,(t) l 6~ as shown in Fig. 2.6a. 

2.4.2 Rising output response comparison 

For the rising output response waveforms of V,,(t) shown in Fig. 2.6b, there are 

some differences between these three circuits, especially for the higher output voltage 

part of the rising output waveform. That is BCD-4 is a little faster than BCD-5, and 

BCD-5 is also a little faster than BCD-N. The reason for these differences is that during 

the time period of rising output response, the depletion mode PMOS device M5 in 

BCD-N would take away the most current from IDS,, as compared with less current taken 

from the enhancement mode PMOS device M5 in BCD-5 (with the same bias voltage 

and device size), and with no such current taken in BCD-4, (since there is no M5 device 

in BCD-4). But in reality, as shown in Fig. 2.8 with the simulated current response of 

IDS], IDS and I,, (which are related to the rising output response process), the drain 

current IDs5 in both BCD-5 and BCD-N increases very slowly from zero to the maximum 

value of -O.lrnA (BCD-5) or -0.135mA (BCD-N). The significant current sunk by M5 

from drain current IDS, only takes place at the time of t > -4ns (as shown in Fig. 2.8), 

or the output voltage V,&) goes higher than 50% of the maximum output voltage (as 

shown in Fig. 2.6b). The initial maximum charge current of I,,, = -1.35mA flows during 

the most leading edge of the rising response time. That is why using additional M5 in 

either BCD-5 or BCD-N does not affect this rising output response seriously at least for 

the leading edge, as it does with M4 for the falling output response just discussed above. 

It is also clear that by substituting the enhancement mode M5 in BCD-5 with the 

depletion mode h45 in BCD-IN, the negative effect on this rising output response could 

be neglected because the maximum base current difference for this substitution is quite 



small (about 0.035rnA or < 3% of total I,, current), and only appear at the higher output 

response region of the rise-time period. This outcome in BCD-N actually can be further 

diminished if M5 is designed with smaller channel width-to-length ratio W/L. 
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Figure 2.8 The comparisons of charge current IDsl, IDS*, and IBl 

between BCD-N and BCDd 



2.4.3 Transient output logic swing comparison 

The transient output logic swing in Fig. 2.6 shows BCD-N and BCD-5 do not have 

larger logic swing as compared with BCD-4. This result seems to contradict the static 

voltage transfer characteristics shown previously in Fig. 2.4, where both BCD-N and 

BCD-5 have the full Vss to VDD static logic swing. 

The reason for this difference is the transient output response for BCD-5 and BCD-N 

are divided into two sections. The first section is referred to charging (or discharging) 

load capacitor CL process through Q1 (or Q2) until its base-source voltage is reduced 

to approximately the turn-on value of V,, = 0.6V. During this process, because Q1 (or 

Q2) is operating in the active region with large current flowing, its associated charging 

(or discharging) time constant is quite small (that is why BiCMOS offers fast speed). 

But the transient logic swing which could be reached in this process is obviously lain 

between VoL = V,, to V,, = (VDD -V,,!), about the same as that for BCD-4 as shown 

in Fig. 2.6. When this fust section process is almost ended, the drain-source voltage 

V , ,  for M1 (or VDs3 for M3) are about zero, and Q1 (or Q2) is now operating in the 

cutoff region. Then the second section following should be the charging (or discharging) 

C, process through MI -+ M5 charge path (or A43 -+ M4 discharge path). Clearly these 

charging or discharging currents are very small and result in a very large time constant 

in this section, as observed in Fig. 2.6. The simulation result showed that it would take 

more than 20mS to reach the final maximum logic swing of (VDD - Vss). 

As to the lowest transient logic "1" output for BCD-N just mentioned at the beginning 

in this section, it is mainly due to the off state of M4 when V,,(t) goes higher, and will 

be discussed in detail in chapter 5. 



2.5 Compact structure with merged PMOS-NPN devices 

PMOS 1 E 

P- SUBSTRATE 

Figure 2.9 (a). Merged PMOS-NPN device diagram; 
(b). Merged PMOS-NPN device structure 



With the BCD-N circuit diagram shown in Fig. 2.3, it is easy to see that due to the 

replacement of the enhancement mode PMOS device M5 in BCD-5 with the depletion 

mode PMOS device M5 in BCD-N (which is the same as M4), both M4(PMOS)- 

Q2(NPN) and MS(PM0S)-Ql(NPN) pair devices in BCD-N have the same connection 

and can be merged together. Fig. 2.9a shows the schematic diagram for this merged 

PMOS-NPN devices which share the same P-type region for both drain (PMOS) and 

base (NPN), and the same N-type region for both substrate (PMOS) and collector (NPN). 

These two merged devices of M4-Q2 and M5Q1 are entirely symmetrical. So the layout 

design for these merged devices could be quite compacted. Fig 2.9b shows one possible 

structure for the design of these merged PMOS/NPN devices. 

2.6 Better tolerance for VTD process control 

From a processing point of view, one problem with this new BiCMOS driver is an 

additional requirement for fabricating the depletion mode PMOS device together with 

the enhancement mode PMOS and NMOS devices which are typically used in BiCMOS 

technology. However, our simulation results show that the threshold voltage V,, for this 

depletion mode PMOS device is not a critical parameter for BCD-N circuit performance. 

Figs. 2.10 a d  2.1 1 show both the DC and transient characteristics as a function of 

threshold voltctge V,, variation from 0 to 2V for this new BiCMOS driver. From these 

two figures, we make the following observations. 
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Figure 2.10 The DC voltage transfer curve for V,, varied from 0 to 2V 

A. For the DC characteristics, the Vm variations of 0 to 2V have no effect on static 

logic swing of VDD - Vss, and also no effect on NML, but with slight decrease for NMH. 

Since NMH is usually larger than NML for BCD-N, then this decrease of NMH does not 

seriously affect the overall DC characteristics; 

B. For the transient output response, similarly this V,, variations of 0 to 2V have 

almost no effect on the falling output response, and would increase a little bit for the 

rising output response. The reasons for these effects are: 



i) for the fall-time period, because the gate voltage of M4 (same as the output 

voltage) is higher than or equal to the source voltage of M4 (same as the base 

voltage of Q2), this depletion mode device is in the cutoff region, so the VTD 

variations of 0-2V for M4 should have no effect on this falling output response; 

ii) for the rise-time period, because the drain current taken by M5 would increase 

as its threshold voltage V,, increases, this results in the decrease of the base 

current I,, accordingly. But as mentioned above, this drain current IDs5 itself does 

not significantly affect the rising output response, so its effect due to the V,, 

variation of 0-2V could also be neglected as shown in Fig. 2.1 1. 

Time (s) 

Figure 2.11 The transient output response waveform for Vm varied from 0 to 2V 



Therefore the requirement for the process control of the threshold voltage VTD for 

this depletion mode PMOS devic? is r. t critical. It can be implemented either using 

additional ion-implant step, or even sharing with other possible step in the typical 

BiCMOS technology. 



CHAPTER 3: 

DETAILED DC ANALYSIS 

3.1 Introduction 

This chapter will derive the analytical expression of the DC characteristics for BCD-N 

and also discuss the effects of some important device parameters cn this voltage transfer 

curve (VTC). It is well know that due to the highly nonlinear function of the large signal 

I-V characteristics for both NPN BJT and MOSFET, it is very difficult to derive the 

entire DC curves (as shown in Fig. 3.1 with solid line) analytically for this new BiCMOS 

driver circuit based on each individual device model. In order to implement the quan- 

titative analysis, the piece-wise linear approximation model [3.1] is used here to analyze 

the voltage transfer curve (VTC) for BCD-N. In the following sections, simplified I-V 

models for both bipolar and MOSFET device in each operation region are listed first, 

which form the basis of the piecewise linear function approximation model, Based on 

the region of operation for each &vice in BCD-N and the associated equivalent circuit, 

the analytical expressions for the slope of the voltage transfer curve, denoted as S = 

m/rM / &V, in this thesis, are derived individually for each segment in VTC. The cal- 

culated values S for each segment from this model are in very good agreement with the 

simulated results by SPICE. In the final section, some important effects on this DC curve 

with &vice parameter variations like threshold voltage V,, for depletion mode MOSFET 

and VTE for enhancement mode MOSFET are briefly discussed. 



Voltage Transfer Curve 
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Figure 3.1 The DC voltage transfer curve for BCD-N with six-segment 
piecewise linear function approximation model 

3.2 Piece-wise linear approximation model 

From a close examination of the voltage transfer curve (VTC) shown in Fig. 3.1, we 

can approximate it by a six-segment piecewise linear function, as also illustrated in this 

figure by the dash line. Therefore it  is possible to use piece-wise linear function 

approximation model to analyze this voltage transfer curve in terms of the linear I-V 

approximation model for both BJT and MOSFET devices as described below. 



3.2.1 Linear approximation for large signal I-V model of BJT 

Taking NPN BJT as an example, linear approxinlation expressions of large signal 

I-V model for NPN BJT can be written for the following three regions of operation 

[3.2]: 

( 1 ) .  In the cutoff region: 

When VBE < VBEo (turn -on voltage), 

(2). In the forward active region: 

When V,, 2 V,,, and VBc < 0, 

The above PF expression includes both low-level and high-level injection effects for the 

BJT. P,, is its ideal maximum forward current gain. I,  is the Knee current which 

represents the corner for PF high-current roll-off. 

(3). In the saturation region: 

When V,, 2 V,,, and VBc 2 OV, 



3.2.2 Linear approximation for large-signal I-V model of MOSFET 

Taking enhancement mode NMOSFET as an example, line= approximation 

expressions of large-signal I-V model for NMOSFET can be written for the following 

three regions 13.31: 

(1). In the cutoff region: 

When V,, < VTE (threshold voltage), 

IDS = 0. 

(2). In the linear (or ohmic) region: 

W ~ e n  V,, > V,, and VDs < (V,, - V,,), 

ID, = (VGs - vTE - 0-5 VDS)VDS 

with 

k = p,,C,,WIL. (3.12) 

Here, k is the transconductance parameter, p, is the channel electron mobility, C,, is 

the gate capacitance per unit area, W and L are the channel width and length respectively. 

The equivalent resistance R,(lin) for NMOSFET operating in this region with 

V,, -+ 0 is approximately equal to 

(3). In the saturation region: 

V V and VDs 2 (&- V,,), 

IDs(sat)  = I,,, = 0.5k(v,,-~~)~. (3.15) 

The transconductance g,(sat) for NEvIOSFET operating in this region can be 



expressed as 

Notice that this g,(sat) expression in the saturation region is happened to be the reci- 

procal expression of R,(lin) in the linear region. 

The dynamic output resistance R,,(sar) in the saturation region is theoretically infinity 

(for a large MOSFET), as implied in equation (3.15). However, due to channel length 

modulation effect, this R,(sat) value is reduced somewhat and can be described by the 

parameter h in typical MOSFET model as 

&s(sat> = + XVm) (3.17) 

The difference between the NiMOSFET and the PMOSFET for above models is 

distinguished by different sign for all the voltages and currents used in above models, 

that is, with plus signs for NMOSFET and minus signs for PMOSFET. The voltage 

values in equations (3.8), (3.10) and (3.14) should be taken as the absolute values in 

the PMOSFET case. The difference between the enhancement mode and the depletion 

mode PMOSFETs in the above models is simply to replace VTE 5y V-,,. 

33 Analytical expressions for different operating regions 

Before deriving the analytical expressions for the slope of VTC, the regions of 

operation for all devices in BCD-N should be clarified first. Fig. 3.2 - 3.8 show the 

simulated currents of I,, or I,, and the simulated voltages of VGs, V,,, or VBE f r  all 

seven devices in BCD-N as a function of V, (varied from 0 to 5V). The detailed analyses 

for this six-segment hear approximation regions arc now given, 
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Figure 3.2 V,, IT,, and I,, versus V, for M1 device 
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Figure 3.3 VGs, VDs and I,, versus V,  for M2 device 
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Figure 3.4 V,,, VDs and IDS versus V,  for M3 device 
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Figure 3.5 V,,, V,, and I,, versus V, for M4 device 
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Figure 3.6 V,,, Vm and IDS versus V, for M5 device 
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Figure 3.7 V,, and I, versus V, for Q1 device 
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Figure 3.8 VBE and IB versus V, for Q2 device 



3.3.1 Region <I> (OV < V, c 0.8V) 

This region is referred to the input voltage V, from 0 to 0.8V, which is equal to 

threshold voltage V,, of M2 (NMOSFET). 

Figure 3.9 The equivalent circuit diagram of BCD-N in region <I> 

In this region, it is easy to see that because V, is less than VTw, M2, M3 and Q2 

are off; MI, Q1, M5 are on, but with no DC current path or IDS, = I,,, = 0; Q1 is off 

due to T,'BEI = 0; M4 is off because its V,, (= VDD - Vm) is larger than V,, (1V) for 

this depletion mode PMOSFET. Therefore the schematic equivalent circuit for BCD-N 

in this region is shown in Fig. 3.9. Since the output voltage V,, in this region <I> is 

equal to V,,, a constant value, so its slope of 6VOu / 6V, is simply equal zero: 



S,, = 0. 

33.2 Region <XI> (0.W < V, < 1.45V) 

This region is referred to the input voltage V, from 0.8V (V,,) to 1.45V, which is 

equal to threshold voltage Vm (0.8V) of M3 plus the turn-on base.-emitter vol.tage VBEo 

of 42 (-0.65V). 

Figure 3.10 The equivalent circuit diagram of BCD-N in region clb 

First, in this region both M:! and M3 are turned on because of V, > 0.W. But it is 

also seen from Fig 3.4 that there is no DC cun-ent flowing through M3. The reason for 

I,, = 0 here is because both M4 and Q2 are still 2ff. For M4, similar to region cIz its 

VGs is still larger than V,, so M4 remains in ihe cutoff region as seen in Fig. 3.5. For 



42, because its base-emitter junction is connected in serious with M3, the input voltage 

V, is not lager enough to turn on both M3 and Q2 until it reaches to -1.45V (V,,, + 
V,,,). Therefore the schematic equivalent circuit of BCD-N for this region can be drawn 

in Fig. 3.10. The physical meaning for this region can be expressed as: from M2 turned 

on (at V, = 0.W) to M3 (or Q2) turned on (at V, = 1.45V). Since no drain current 

flows through M . ,  then the output voltage V,, is equal to the node voltage V ( 2 )  which 

is the output voltage of CMOS inverter (MI-M2). 

According to Figs. 3.2 and 3.3, in region <Ib, M1 is operating in the linear region 

with VDsl closer to zero, and M2 is operating in the saturation region due to its V,, 

(-5V) being larger than V,, - VTm (<0.7V). Also these expressions of 6IDs, = 61Ds2, 

6V, = W(2) = 6V,,,, 6V, = 8Vm are valid from the equivalent circuit in Fig. 3.10. So 

the analytical expression for the slope of VTC can be expressed directly as: 

Substituting the parameter values used in the simulation into the above equation, one 

can get the slope value of VTC at V,  = 1.3V as: 

The sirnuIated value for this Sm from Fig. 3.1 is -0,485, which is in very good agreement 

with the value derived in above model. 



3.3.3 Region <ILb (1.45V < Via < 1.65V) 

This region is referred to the input voltage Vt:, from 1.45V (VTm + Vm) to 1.65V, 

which corresponds to Q1 being just turned on as shown in Fig. 3.7. 

Figure 3.11 The equivalent circuit diagram of BCD-N in region <IIb 

In this region, because V, is larger than 1.45V, both M3 and Q2 are now on. Also 

M5 is a resistor-like device, so there is a DC current flowing through M5 + M3 + Q 2 .  

This conduction path is in parallel with M2. Since the current through Q2 (= I,,) is 

exponentially proportional to the voltage across its base-emitter junction which is also 

related to V,, it is easy to understand the slope of VTC in this region is much larger 

than that in region Fig, 3.1 1 shows the schematic equivalent circuit related to this 



region. Clearly as V, increases, the DC current flowing through M5 is also increased 

so that its drain-source voltage VDfl would reach to V,,, and results in turning on Q1, 

Therefore the physical meaning for this region is: from Q2 turned on to Q l  turned 

on. 

The analytical expression for the slope of VTC in this region can be derived based 

on the Fig. 3.1 1 with the following steps: 

First, the output voltage variation can be expressed directly as 

w, = SVD, +SVD, 

= Reql (6rDS2 + 6rDS3) + Req561DS5. (3.22) 

Second, since MI, M5 are in the linear region, and M2, M3 are in the saturation region, 

to the first order approximation one can get 

1 ( 4  = g;; (sat), 

Req5(lin) = g&sat), 

UDS2  = g , % l ,  

srDSS = 6rDS3 + 6rC2 = 'IDS3 + PI2 

= ( 1  + Pm W D ~  - Pmgm36Vcs3. (3.23) 

Because VGS3 is equal to V-,-V,,, (as shown in Fig. 2.3), and Q2 is now in weak 

conduction mode (with I,, varied from -50nA to -1pA from Fig. 3.8). So its V,, value 

is related to V, in a complicated way and can not be simply assumed as constant (say 

-0.8V), as also shown in Fig. 3.8. Based on the simulation result in Fig. 3.4 or Fig. 3.8, 

one could assume the following empirical relationship between V,,, and Yh for simplicity 

as: 

SVw = S(V, - V,,) =: 0.356Vh. 



Substituting above expression into equations (3.23) and (3.22), one can finally get the 

slope expression as: 

To estimate this value around the V, = 1.6V, the parameters used in simulation are 

substituted into above equation: 

So the slope value of VTC at V, = 1.6V in this region can be found as: 

= 0.86 + 0.35x100x(0.108 + 0.314) = 15.6. (3.29) 

The simulated value of Sul0 from the Fig. 3.1 at V, = 1.6V is -14.7, in fairly good 

agreement to the value of 15.6 given above. 

3.3.4 Region cIV> (1.65V c V, c 2.OW) 

This region starts from V, = 1.65V to 2.05V, which is referred from the turn-on of 

Q1 to the turn-off of 42. 



Figure 3.12 The equivalent circuit diagram of BCD-N in region cIV> 

The output voltage V,, in this region decreases dramatically from -3SV down to 

-0.8V. Since V, is larger than 1.65V, so MI, M2, M3, Q1 and Q2 should be on as 

already explained above. M5 is always on and behaviors as a resistor. But for M4, its 

operation region is a little complicated as shown in Fig. 3.5. At the beginning of this 

region, the higher output voltage V,,, which is connected to the gate of M4, causes M4 

to still be in the cutoff region. When V,, goes below - 1.8V (= VTD + Vm), the gate-source 

voltage Vm (= Va - V,,) is less than its threshold voltage value of VTD (lV), so M4 

begins to turn-on. The schematic equivalent circuit of BCD-N in this region is shown 

in Fig, 3.12. As the output voltage Vw further decreases down to -0.W (V,,), the drain 



voltage vDS3 and related I,, for M3 would goes towards zero, which means the base 

current I,  is also about zero, or Q1 enters in the cutoff region. Therefore the physical 

meaning for this region is: from Q1 turn-on to Q2 turn-off. 

This region actually can be further divided into two parts as shown in Fig. 3.2 and 

3.3. The first part of V,, from -3.5V down to -2.OV (or VDz from -4.3V to -2.W) is 

attributed to Ml in the linear region and M2 in the saturation region respectively. The 

second part of V,, from -2,OV down to -0.4V (or VDs2 from -2.8V to -1.2V) is refixred 

to fsoth M1 and M2 in the saturation region As M1 is operating from the linear region 

to the saturation region, its dynamic output resistance increases significantly and would 

theoretically approach infinity. On the other hand, M2 is in the saturation region with 

larger drain current ID=, and also larger value of 6 1 ,  (-0.2mA) as shown in Fig. 3.3. 

Compared with this, the variation of the drain current IDS5 and the base current I,, with 

SV, are quite small (< 0.05mA) as shown in Figs. 3.6 and 3.7. This is mainly due to 

its almost fixed and small voltage values of V,,, = VBEl = -0.8V in this region. Therefore, 

to the first order approximation, it is reasonable to neglect both 61D, and 61B1 and use 

only 61,, to calculate the slope of VTC as 

8v, = R,, (FIDs -4- 61Ds 4- 61B,) 

= R,,61DSZ = R,,g,&V,. (3.30) 

Because MI is in the saturation region, then from the equation (3.18), R,, can be 

expressed as 



The slope value at V,  = 1.9V can be estimated with the typical parameter value of 

1 = 0.05 as 

- - MVh - V T ~ )  
'w)  o.5?&0/h - vDD - vw) 

which is fairly close to the simulation result of about 20 from Fig. 3.1. 

As to the beginning part of this region, say from V,, = -3SV down to V,, = -2.7V, 

because M2 is still in the linear region with relatively lower dyn-amic resistance than 

that in the saturation region, so the slope of VTC around this range is shown smaller 

as compared with both the previous region <HI> or the following range of V,, below 

-2.7V. 

33.5 Region <V> (2.05V < V ,  c 2.3V) 

This region starts from V, = -2.05V, which refers to Q2 turned off, to Vim = -2.3V, 

which refers to the drain voltage VDM of M4 and also the output voltage V,, goes down 

to zero. 



Figure 3.13 The equivalent circuit diagram of BCD-N in region <V> 

In this region, Q2 is off due to its VBa being less than -0.7V, and Q1 is also off 

because there is no DC current flowing through it. M1 and M2 are in the saturation and 

linear regions respectively. M5, M3 and M4 are all in the linear region and form a 

conduction path, which is in parallel with M2. But through this path there is only a few 

pA current flowing (see Fig. 3.4) because the drain-source voltage VDs3 is almost zero, 

as mentioned above. The schematic equivalent circuit for this region is shown in Fig. 

3.13. This region WORM not be ended until the drain-source voltage VDM reduces to zero. 

So the physical meaning for this region is: from Q1 turned off to V,, = OV of M4. 

Knowing that the gatesource voltage V,, is larger than the threshold voltage Vm, its 

equivalent resistance is relatively small, as compared with the other two depletion mode 



PMOS devices M4 and M5 and can be neglected. Also both PMOS devices of M4 <and 

M5 have the same drain-source voltage of V,,,, but the gate-source voltage VGS is -OV 

for M4, and --0.6V for M5, which means that the equivalent resistance of M4 is larger 

than that of M5, Therefore the variation of the output voltage 6V,, would be mainly 

determined by the variation of the node voltage 6V(2) and can be expressed by: 

with 

W(2) = R,(lin)GI,, = g:(sat)g, (sat)6vh. (3.35) 

The slope value of VTC at Vin = 2.2V can then be estimated as: 

The simulated value of Sm at V, = 2.2V is about 0.33, in fair agreement with the above 

model. 

3.3.6 Region cVI> (2.3V < V, < 5V) 

This region corresponds to the output voltage I/,, = OV, so the slope of VTC is equal 

to zero as: 

s,,, = 0. 



Figure 3.14 The equivalent circuit diagram of BCD-N in region <M> 

In this region, M1 is first in the saturation region, and then enter into the cutoff 

region when V ,  > 4.15V (or I VGSI1 4 I VTEPI). All other devices remain in the same 

operation region: M2 is in the linear region with I,, + 0; M3, M4 and M5 are all in 

the linear region with no drain current; Q1 and Q2 are in the cutoff region. So the 

physical meaning for this region is: from the I,, = 0 to M1 completely turned off. 

Fig. 3.16 plots its schematic equivalent circuit for this region. 

Finally Table 3.1 lists the summary of the regions of operation for all the devices in 

BCD-N corresponding to above six segments of VTC: 



Region: V,(V) 

(PMOS-E) (NMOS -E) (PMOS-D) (NMOS-E) 

Cutoff 

Saturation 

Saturation 

Saturation 

Linear 

Linear 

Linear 

(PMOS-D) 

CutOK 

Cutoff 

Cutoff 

Off -> Sat. 

Linear 

Linear 

Linear 

Linear 

L~near 

Linear 

Off 

Off 

Off' 

Linear 

Linear 

Saturation 

Saturation 

Saturation 

Off' 

Lin -> Sat 

Saturation 

Sat -> Off 

Linear Linear Oii Off 

Linear Linear Off Off 

Table 3.1: The regions of operation for all the devices in BCD-N 
corresponding to six segments of VTC 



3.4 Effects of some important parameter variations 

3.4.1 The effect of VTD variation on voltage transfer curve 

It is very important to understand how the VTD variation could affect the DC char- 

acteristics for this new BiCMOS driver circuit. In the previous section 2.6, the simulated 

voltage transfer curves for the threshold voltage variation of VTD h m  0 to 2V was 

demonstrated in Fig. 2.9. Based on the piecewise linear function approximation model 

developed in this chapter, the VTC variations as a function of VTD shown in Fig. 2.9 

can be explained physically as follows 

(1) In region <IV>, the DC curves are shifted a little bit (about 0.02V) towards lower 

range of Vh as the VTD varied from OV to 2V. The reason for corresponding smaller V' 

value when the VTD value increases is mainly due to the lower equivalent resistance of 

M5. That is for the same voltage biases and device size, the larger positive VTD value 

would reduce the equivalent resistor Re, of the depletion mode PMOS device as implied 

in the model equation (3.13). This lower equivalent resistance results in a higher drain 

current flowing through MI + M5 -+ Q2 (Ia) as shown in Fig. 3.15, or the larger 

drain-source voltage V,,, for the fixed input voltage Vk Therefore the output voiiage 

V,, is slightly reduced. 

(2) In region <V>, the slopes of the VTC are changed with different VTD values. This 

would enlarge the input voltage range for this region especially with a larger VTD value 

(2V), as shown in Fig. 2.9. By looking at the equivalent circuit for this region <V> 

shown in Fig. 3.13, it is seen that the ratio of the equivalent resistance of M5 over M4 

(both are PMOS depletion mode devices) would increase with increasing VTD values. So 



the output voltage variation 6Vo, becomes smaller as compared with the node voltage 

variation W ( 2 )  as given by the equation (3.34) above. That is why the slope of VTC 

in this region is also smaller with larger V,, value. 

1 2 3 4 5 

Vin (V) 

Figure 3.15 The drain current of I,,, and I,, for V,, varied from 0 to 2V 



3.4.2 The effzct of VTE variation on voltage transfer curve 

It is well know that this is the important parameter which would affect the DC 

characteristics for CMOS inverter, and also for the BiCMOS driver. Figs. 3.16 and 3.17 

show the DC voltage transfer curves and the transient output response waveform with 

vTe varying from 0.5 to 1.N. It is clear to see that as the VTE increases, the BiCMOS 

driver has better noise margin, especially for NML. On the other hand, the drain currents 

for both MI and M2 become smaller with larger VTE as described by the MOS device 

model equations (3.1 1) and (3.15). It would then cause slower transient output response 

for the BiCMOS circuit as shown in Fig. 3.17a for rising output response, and Fig, 3.17b 

for falling output response, So this V,, value should be chosen wi& both DC and transient 

characteristics taken into consideration, The VTE value of -0.W is ti13 typical value 

widely used in the CMOS inverter and also the BiCMOS driver circuit. 

Figure 3.16 The DC vcdtage transfer curves for V,, varied from 0.5 to 1.4V 
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Figure 3.17 The transient output response for V,, varied from 0.5 to 1.4V 



CHAPTER 4: 

IMPROVED ANALYTICAL DELAY MODEL 

4.1 Introduction 

Since the BiCMOS driver is mostly used in digital VLSI applications for its capability 

to drive large load capacitances at high speed, it is particularly important for the VLSI 

circuit designer to understand its transient characteristics quantitatively, and to derive its 

associated analytical delay model with an accurate and simple expression. 

As discussed in chapter 2, the new BiCMOS driver (BCD-N) shown in Fig. 2.3 has 

approximately the same transient characteristics as that for the typical BiCMOS driver 

(BCD-4) shown in Fig. 2.1, so the transient response analysis carried out in this chapter 

was based on this typical BCD-4 circuit just for simplicity. All the model and results 

actually can be used directly for the case of BCD-N. 

In its high speed applications with large load capacitance, the bipolar transistors (BJT) 

in the BiCMOS driver are usually operated under high-level injection condition, or in 

the saturation region [4.1-4.51. Either mode of operation depends mainly on the 

parameters such as the Knee current I,, collector resistance Rc and load capacitance 

C,. For the BiCMOS driver with the BJT operating in the saturation region, an analytical 

expression for the propagation delay zd can be found in [4.1,4.2]. However, when the 

BJT operates in the high-level injection region (so called Kirk effect), which is typical 

in the BiCMOS drivers, rather complicated analytical delay model were developed 

14-4-4-61 based on Gumrnel-Poon large-signal BJT model [4.7]. In these models, the 

propagation delay time z, is usually expressed as the sum of z,, (referred to the turn-on 

time of the BJ'Q 2, (referred to the delay time in which the BJT is operating at low-level 



injection condition) and z, (referred to the delay time in which the BJT is operating nt 

high-level injection condition). Since each delay time expression in these model urr: 

rather complicated (especially for z, and z,), they are obviously not easy to use. 

Meanwhile the empirical expression proposed in [4.2] seems quite simple and available 

for practical use. The propagation delay zd with the BJT under high-level injection 

condition was modelled in [4.2] as 

where A is an empirical constant. The first term in the above expression represents the 

turn-on time of the BJT, and is only important when driving small output capacitors. 

Although this empirical model is quite simple, we found that: (a) it has less accuracy 

than SPICE simulation results over certain ranges of parameter variation; (b) the 

empirical constant A in equation (4.1) is not easily determined; and (c) this 2, expression 

does not depend on forward transit time T ~ ,  an important omission in equation (4.1). 

In this chapter, an improved analytical propagation delay model, particularly suitable 

for high-level injection condition of the BJT in BiCMOS driver was developed [4,8] in 

section 2. This new model incorporates the Kirk effect into the Ebers-Moll BJT model 

so that the propagation delay z, in BiCMOS driver could be solved analytically. The 

following section shows detailed comparisons between this new model and the above 

empirical model based on the SPICE simulation results. Very good improvements 

compared to the model in [4.2] were achieved for h i s  new model over the load 

capacitance ranges of 5 to 20pF with the typical parameter variations of I,,., z,, P, and 

I,, respectively. In section 4, we discuss the effects of different VT,, or Rc value on this 

new model, and the optimal value for the bipolar device layout area design. Finally, the 

conclusions are presented in section 5. 



4.2 Simple analytical delay model 

Before deriving this new analytical delay model for BiCMOS driver, we first made 

the following assumptions for simplicity: (a) because the circuit of BCD-4 has similar 

characteristics when charging or discharging the load capacitance CL due to ernitter- 

follower configuration of bipolar transistor Q, or Q, respectively, only analysis of the 

rise time response was made in this paper, as is usually done [4.1,4.2]; (b) the propagation 

delay z, is defined as the rise time corresponding to 0-50% output voltage swing Vs, 

although this definition can also be extended to 10-90% rise time if necessary; (c) since 

the turn-on time of the bipolar transistor as expressed in the first term of the equation 

(4.1) is independent of either low-level or high-level injection mode of BJT, this term 

is temporarily neglected in the derivation, but will be finally added to our new model. 

4.2.1 Equivalent circuit with Ebers-Moll BJT model 

Figure 4.1 Equivalent circuit for rising response tune analysis 



Figure 4.1 shows the equivalent circuit of the BiCMOS driver associated with the 

rising response at the output. It is based on the Ebers-Moll (EM) large s i~nal  model for 

the BJT. All the parameters used in this equivalent circuit have the general physical 

meaning. Among these, two parameters I,  and C, could be further expressed in the EM 

model [4.7] as 

Following the straightforward derivation in [4.1], the collector current transient response 

of I,(?) can be analytically expressed based on the equivalent circuit of figure 4.1 as 

with 

ZF = rF+RCCC. (4.6) 

The subscript 1 in above IcXt( t )  term indicates that this equation is only valid for low-lcvel 

injection model of the BJT. For the case of C, >>C,, which is the focus of our paper, 

is approximately eqllal to &- If the base-width modulation (Early effect) of the BJT 

is also included by using the associated parameter V, in modified EM model 14.71, then 

the forward current gain fiF should be further expressed as 



The above quation (4.4) is also drawn in Fig. 4.2 as the solid line. It is clear to see 

the collector current &&) increases exponentially with time t, The increasing rate of 

Ic+,(r) at t = 0 has the maximum value of 

As the time approaches infmity, the I,-,,(-) will asymtoticdy reach the ideal static value 

(denoted as lc,(,,,,) and given by 

- 
'CJ(-) = fiLiD.S - 'C,(LWy (4.9) 

Because no high-level injection effect is taken into account in above EM model, this 

maximum collector current icPcmi should be equal to current gain Pb (= P,) times base 

current I,,. 

In the above derivation, all EM model parameters CE, CC, CCS, Rot Rc, Is, PF, VAF 

and zF are assumed to be constant, as required when using this model. The base current 

(=f,) could also be assumed constant (equal to ImT of MI) during the time period of 

0 < t < zd. This is because M, in Fig. 4.1 is mostly operated in the saturation region 

when its Vm is reduced corresponding to this time period 0 < t < T ~ .  The key parameters 

that determine whether the MOSFET is operated in saturation or linear region are the 

threshold voltage VTl,, and the maximum drift velocity v,, of caniers which is only 

important for shm-channel length devices 14-41. The effect on the delay time zd with 

different Vnf d u e s  is discussed in section 4.4. 

4.2.2 Incorporation of high-level injection effect using Gummel-Poon BJT model 

Since the BiCMOS circuit i s  usually used to drive large load capacitances with 

refatively short delay time, then the bipolar transistor Q, would be operating mostly 

under high-level injmtiorr conditions. Therefore, a more accurate Gummel-Poon (GP) 



large signal BJT model with the associated parameter I,, (called Knee current) is required 

[4.4,4.5]. This I, current has the specific physical meaning of representing the corner 

for the forward-beta high-current roll-off. It can be easily extracted from the Gumme1 

plot of the BJT and its typical value is 0.1-lOnlA [4.4]. Due to this high-level injection 

effect, the current gain pF at I ,  >I , ,  is no longer a constant, so the static collector current 

I ,  should be smaller than in equation (4.9). The analytical expression for larger 

I ,  in GP model can be obtained through the normalized majority base charge q, as 14.71: 

The base current I, in the GP model is 

so the static collector current of the BJT in BiCMOS circuit (with ID=IDs) under high-level 

injection condition (denoted as IC,(,,9 could be expressed as 

It is clear to see that the high-level injection effect ( I ,  > I,,) will lead to reducing the 

stahc collector current signifiicantty from &I,, in EM model to I / I , ,P~I~,  in GP tnorlel. 

On the other hand, for Iow-!eve1 injection mode (Ic < JKF),  the collector current expression 

IC=f3& is still valid. Also, close examination of equation (4.1) reveals ihat the delay 

time z, used in this empirical model is actually obtained by assuming a constant collector 

current (equal ?Q the static value of I,,,,,J charging the ioad capacitance C,. It obviously 

overestimates the coUector charging current I&) during the drne period of 0 < t c z,, 

which actually intreaes exponentially from 0 to the final s ~ t i c  value of I,-(Gp,. 



Since it is complicated to use the complete GP BJT model, which covers both 

low-level and high-level injection condition l4.71, to solve for the collector current 

transient response Ic(t) in the circuit of Fig. 4.1, we modified the EM model-related 

equation (4.4) by incorporating the Kirk effect in the following way 

with 

* .  
T* = p F ~ p  (4.15) 

Here, the subscript h in above I, ,(t) stands for high-level injection condition. This 

equation has the following two features 

i). For the time period of I,,,(t) > fKF, the collector current will reduce significantly 

i d  reach the final static value of = I/= at t = -, which is approximately the 

same as given by equation (4.12). It also means the current gain decreases cor- 

respondingly to the equivalent vdue of pi given by equation (4.14); 

ii). For the time period when I, ,(t) <Irn, the collector current should have almost 

same response behavior as described by the EM model equation (4.4), especially the 

slope of &&it at t = O  which is exactly the same as I,,/% in equation (4.8). 
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Figure 4.2 Cotlector current transient response of NPN BJT 
with C, variations of 5-20pF ( z, from SPICE results) 



Figure 4.2 also shows this Ic,,(t) curve, together with the SPICE simulation result of 

I J t )  for BiCMOS circuit shown iri Fig. 2.1. The device parameters used in SPICE 

simulation are listed in Table 4.1. 

NPN BJT: IS=lE-16A, BF=lO, IKE3E-3A, VAF=20V, RB=100 SZ,  liC=204 RE=2Q, 

NMOS/ 

Table 4.1. The NPN B JT and NMOSIPMOS devices parameters used in SPICE 
simulations of transient response. 

CJE=SOF, CJC=SOfF, CJS=loOfF, TF=20pF, TR=5OOI>F 

Level=3, Zrl .Om, W=lOp~(d.i,, M3)/5pm(M, M,), VTO=l.O/-l.OV, 

PMOS: 

From Fig. 4.2 it is apparent that, for 0 < t < rc,, the curve IC,h(t) is much closer to 

TOX=2Ojm, GAMMA=O.~/-0.4 fi, ~0=500/20O cm2/(vs), THETA=O.OS V-', 

VMAX=SE4ml sec 

the simulated I,([) from SPICE for both low-level and high-level injection conditions. 

By comparison, the curve I,,,@) derived from EM model is only correct for the smaller 

collector current of I ,  <Irn, and the constant current curve of I,,(,,, used in the empirical 

model [4.2] is only valid for larger collector current of I,  >I,. In this Fig. 4.2, the 

simulated Ic(t) decreases on further increase of time t > 7,. This corresponds to the 

decrease of the base current I,,, due to the PMOS device MI entering the linear region 

from its saturated mode as the output voltage increases. 

4.2.3 The output voltage response I/&) and delay mode1 z, 

Using the above modified Ic,,(t) equation (4,13), the rising response of the output 

voltage Yo can be easily derived as 



By integrating the above equation with the output voltage swing of 0.5\is and the cor- 

responding time period of 0 to rd ,  the delay time 2, is found to be 

with given by 

Because the equation (4.17) is a hypergeometric function, it is ver:. difficult to solve T, 

directly. Analytical expressions for zd can be only approximated for the following two 

cases 

In this case, since the delay time 2, is larger than z* (where z* = KG), then the 

exponential term in equation (4.17) exp(-rd/z*) = 0 so that t = b + < = .ro sirwe 

2, > i. Therefore, to the first order approximation, by substituting To for z, of the 

exponential term in the equation (4.17), the delay time zd could be expressed as 

The physical meaning of this equation (4.19) is now described. The first term (T,) is 

just the delay time used in the empirical model equation (4.1) with A = 0.5, and rep- 

resents the time constant for charging load capacitance C, with constant collector current 

Ic,owr The second term represents the compensation due to the overestimation of fc ( t )  

in q, and also incorporates the time constant 2' = pa(% + RcCc ) required for charging 

C, and C,. Therefare, the above new delay time model is suitable for the BiCMOS 

driver with largzr load capacitance, where the BJT is mostly operated under high-level 



injection condition. It is also expected that the accuracy of this model would be improved 

by the additional second term in equation (4.19), this point will be demonstrated in the 

following section. 

This is usually the case for very load capacitance C,,. By expanding the exponential 

term in equation (4.17) using a Taylor series and keeping the first three terms, zd can 

be solved analytically as 

This expression is similar to that developed in [4.1], where only the EM BJT model 

was used and low-level injection condition was assumed. Therefore the modified col- 

lector current equation 44.13) proposed here can also be used for low-level injection 

condition of the BJT. 

The criterion to distinguish the above two operating conditions of the BJT in BiCMOS 

has already been discussed in [4.2]. It can also be roughly estimated using this new 

model by comparing T,, and f in equations (4.18) and (4.15) respectively. Based on the 

discussion above and T,, > then T ~ , ~  given by equation (4.19) should be used, otherwise 

T,,, given by equation (4.20) is desirable. Furthermore, this criterion could be evaluated 

by the load capacitance and related dek4ce parameters as 



Therefore if the calculated value of T-T* is great than one, it indicates the BJTs in the 

BiCMBS drivers is operating in the high-level injection mode, otherwise this BJTs is 

under the low-level injection condition. 

4.2.4 The final analytical propagation delay expression of .cd 

Since the new delay model equations (4.19-4.20) derived above are based on the 

assumption that the BJT is already turned-on at t = 0, then the final propagation delay 

expression Z~ for BiCMOS driver should include the additional turn-on time of the BJT 

as already used in equation (4.1): 

i) for high-level injection condition of BJT, equation (4.19) is modified to 

ii) for low-level injection condition of BJT, equation (4.20) is modified to 

Usually this turn-on time expression of the BJT is only important for the z,,, given 

by equation (4.23). For the larger load capacitance under high-level injection condition, 

first term on the right hand side of equation (4.22) is so small that it could be neglected 

without introducing siwcant errors in the results. 

4.3 Comparison with SPICE simulation results 

In order to verify this new analytical propagation delay model given by equations 

(422) and (4.231, especially for the z,,, model given by equation (4.22) which is more 

important in BiCMOS drivers, SPICE 14-91 is used to compare its simulated results with 



those calculated with the new model. The SPICE program includes not only a completely 

built-in GP BJT model, but it also has the capability to simulate the integrated circuit 

performance. The device parameters used for the SPICE simtllations are listed in Table 

1. The load capacitance is chosen from 5pF to 20pF to meet the high-level injection 

condition of the BJT. The delay time z, is then calculated with the definition of 50% 

output voltage response. This simulation procedure was also repeated for varying 

parameters like I,, z,, P, and ID, respectively. Meanwhile, the new model equation 

(4.22) and the empirical model equation (4.1) with A = 0.5 are alsc used for the cat- 

culated results. The turn-on time term in both equations (4.1) and (4.22) are neglected, 

as explained before. The detailed comparison between SPICE and analytical results are 

now briefly described. 

43.1 1, variations from 1mA to 9mA 

Figure 4.3 shows the propagation delay z, versus Knee cwrent I,. It is clear to see 

that for the entire range of I,  and CL, the new model results are in goad agreement to 

the simulation results, with only small difference (about 2-10%) for smaller CL an8 

larger I,, or larger C, and smaller I,. On the other hand, the z, values from the 

empirical model equation (4.1) predicts too low z, (about 20-50%), especially for larger 

I,. This is because the empirical model equation (4.1) misses the third term used in 

our new model equation (4.22) which has the meaning of compensating the overesti- 

mation of the charging current of I&) for z, calculation, and this term is roughly 

proportional to 4 1 ~ .  
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Figure 4.3 Propagation delay z, vs. Knee current I ,  of NPN BJT 

with C, variations of 5-20pF 

43.2 f5, variations from 50 to 250 

Figure 4.4 shows the propagation delay z, versus current gain J.3,. The agreements 

between the SPICE results and the new model calculation we also very good for the P17 
and CL variations. Some small error (about 5-8%) is expected with the smallest CL of 

5pF and larger P,. The empirical model shows a similar large error behavior as the 

above parameter I, does. It is simply due to the same reason for I ,  as described above, 

since the term I,& is present in our new model equation (4.22) and the empirical model 



equation (4.1). 
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- 
0 50 100 150 200 250 300 

Forward Current Gain 

Figure 4.4 Propagation delay z, vs. forward current gain P, of NPN BJT 

with C, variations of 5-20pF 

4 3 3  z, variations from lops to Sops 

The propagation delay z, versus fonvard transit time zF is shown in Fig. 4.5. Due to 

the fact that -i+ is not present in the empirical model, the calculated zd values is inde- 

pendent of z,. The SPICE simulation indicates that the delay time zd is almost linearly 

proportiond to the 2,. The new model equation (4.22) also implies this relationship, and 

shows quite gomi agreements with the simulation results. Only some error (< 10%) 



appears for larger z, values. Since the forward transit time 2, is linearly proportional to 

the emitter-base diffusion capacitance C,, it could be expected that this z, value should 

have some kind of linear relationship with the turn-on switching time of BJT, and also 

correspondingly the propagation delay zd of the BiCMOS drivers. 

SPICE old model new model ------- 
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Forward Transit Time (ps) 

Figure 4.5 Propagation delay T~ vs. forward transit time z, of NPN B JT 

with C, variations of 5-20pF 

43.4 I,, variations from 054mA to 2.70mA 

Figure 4.6 shows the propagation delay 2, versus current gain I,,. The I,, variation 

is implemented by altering the channel length over channel width ratio (W/L) from 511 



to 25/1 for the lMOS devices in SPICE simulations. The new model results are also in 

very good agreement with the SPICE results. The empirical model results are about 

5-20% lower than the simulation results for all C, values used. For smaller IDS, this error 

becomes more severe. This is because the second term in 3.ew model equation (4.22) is 

inversely proportional to 6. 
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Figure 4.6 Propagation deiay 7, vs. drain current I,, of M1 

with CL variations of 5-20pF 

Based on the comparisons above, the new model equation (4.22) proposed in this 

paper shows significant improvement with respect to the empirical model equation (4.1). 

Although the accuracy of the empirical model could be improved by djusting the 



empirical constant A carefully, it would be very difficult for it to be optimized over the 

entire range of device parameter variations and load capacitance variations as demort- 

strated above. 

4.4 Effect of some important parameter variations 

4.4.1 The effect of V,, variation on propagation delay z, 

In section 4.2, the new analytical delay model zd was developed by the assumption 

of the constant IDS within the time period of 0 < t < 7,. This is usually correct because 

the PMOS device M I ,  which offers the drain current IDS as shown in Fig. 4.1, is mostly 

operated in the saturation region at this time period. As the output voltage rises from 

V,, - V,,,, to 0.5(VofI + Vo,) = 0.5VDD L4.31, the drain voltage VDs (in absolute value) 

of MI would correspondingly reduce from -(Vm - VUE - V,,,,,) to -(0.5VDD - V,,). The 

criterion for MOS devices to operate in the saturation region is V,, 2 VD,,,,, here the 

saturation voltage V,,, could be expressed in MOS model Level 3 of SPICE for modern 

short channel length MGS device as 

with 
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Figure 4.7 Transient response of I,, I, and V,, with V,,, 

of 0.5V and 2.5%' respectively 

Therefore it is dea r  to see that the VD,,, is not only determined by the threshold voltage 

Vm, but also reduced considerably by the maximum drift velocity v,, of carriers for 

shu-channel length device. Larger V,,, or smaller La would lower the V:,,, value in 

favor of meeting the constant I,, condition. Figure 4.7 shows the simulated transient 

response of the drain current I,,$), collector current I&) and output voltage V,,(r) for 



BiCMOS driver from SPICE. The parameters used here are the same as given previously 

in Table 4.1, with VT1, = 2.5V and 0.W respectively, which corresponds the possibly- 

chosen maximum and minimum value for suitable inverter operation. Also the load 

capacitance CL is fixed at 5pF for the worst case simulation. The results confirmed very 

well that for typical lpm MOS technology with typical v,,, value of 5E4m/sec a11d the 

lowest Vm value of OSV, the I&) value in the time period of t 5zd  could still be kept 

almost constant. As the threshold voltage V,,, increases further to 2SV, this constant 

current characteristic would become more obvious due to a higher saturation voltage. In 

case of some extremely low V,,, and C, values happened, we suggest that in stead of 

using the maximum I,, value above, choosing the average value of I,, in the time period 

of 0 < t < z, is sti;; good enough for the new delay model equations (4.22) and (4.23) 

presented in this paper as also used in reference [4.2]. 

4.4.2 The optimal AREA value of the BJT based on minimum propagation delay 

Zd 

It is clear that the optimal design of the BJT is quite important for minimizing the 

delay time of BiCh4OS driver. This could be a very complicated problem to solve 

analytically, with too many parameters to consider. For example, when the BJT is 

operated under high-level injection conditions, we saw from Fig. 4.3 that, it results in 

delay time T~ would monotonically decrease as the Knee current I, increases. Due to 

the linearly proportional relationship of this parameter versus the device area f4.61, it 

seems possible to increase the I, by designing a larger BJT device area. This design 

would dso reduce the parasitic resistance like RC, RE3 and RE, but would inevitably 

increase those parasitic junction capacitance like CJE, CJC and CJS. Therefore the 

optimal design for BJT layout dimension should be examined Although it is hard to 

express this feature in a simple form based on our new delay model, we feel it is worth 



while to see how it works by sinluiation since there is a pxameter called the AREA 

factor used in SPICE for the BJT model, which represents the nunlbcr of equivalent 

parallel devices of a specified model. Figure 4.8 shows the related simulation results of 

z, vs. AREA with C, variations of 5pF to 2OpF. It is quite interesting to see that ns the 

Ioad capacitance CL increases from 5pF to 20pF, the optimal value of parameter AREA 

would correspondingly increase from -1 to -3. Of course, this result is strongly related 

to the specified model used in SPICE simulation, but the existence of the optimal value 

for the BJT device area design is apparent and must be carefully considered in design. 

I 
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Figure 4.8 Propagation delay zd us, the AREA factor of NPN BJT 

with CL variations of 5-20pF 



CHAPTER 5: 

SUGGESTED FUTURE WORK 

5.1 Further improvement for BiCMOS driver circuit design 

Based on the above detailed description of the new BiClMOS driver circuit shown 

previously in Fig. 2.3, it is dear from the circuit design point of view, that devices such 

as MI, M2, M3 {form CMOS inverter), and Q1, Q2 (offer large current) play a fun- 

damertta; roIe for the BiCMOS driver fuzction, and that two other devices M4 and M5 

aIso have an important impact on both DC and transient characteristics for this BiCMOS 

driver. The ideal design for these two devices are 

i) when the BiCMOS driver is operating in the stable output state of either low "0" 

level or high "1" level, these two devices (M4 and M5) should be on in order to reach 

the lowest output of V,, = V,, or the highest output of V,, = V,, for better DC char- 

acteristics of this circuit; 

ii) when the BiCMOS driver is operating in the switching state of either rising 

response or falling response, then these two devices (M4 and M5) should be off in order 

to offer the maximum charge or discharge base current to Q1 or Q2 for better transient 

characteristics of the driver circuit. 

Using the above conclusions, the new BiCMOS driver circuit proposed in this thesis 

could be further improved by the following mmcations, 

i). For M5, its "on-resistor" behavior does not affect the rising output response sig- 

nificantly, as already explained in chapter 2. However, if this negative effect from 

"on-resistor" M5 has to be: diminished, one could either try to find a similar 

"dynarsric-resistor-behavim" device fur M5 to meet the above ideal requirement, or just 

replace this depletion mode M5 in BCD-N back with the enhancement mode M5 in 



BCD-5 for a minor improvement. As mentioned earlier in section 2.2.3, it is not very 

easy to substitute this M5 by a dynamic-resistor-like device, but it is still worth invcs- 

tigating for possible circuit performance improvement. 

5). For M4, it has been designed to function like a "dynamic-resistor-behavior" 

device, so it really demonstrates the improvement of the falliag output response while 

maintaining the lowest static logic "0" output of V,, = V,,. But this M4 device also turns 

off when the output voltage approaches Vo1, = V,,. This off-state of M4 has no problem 

with static output of Vm as already shown in Fig. 2.4, but it would cause the transient 

logic "1" voltage to be a little lower, as mentioned previously in section 2.4.3. This 

undesirable transient response waveform with higher output voltage becomes more 

serious for smaller load capacitance as shown in Fig. 5.1. The reason is because during 

the rise-time period, the base terminal of Q2 is floating due to the off-state of both M4 

and M3, then Q2 could be turned-on temporarily through the parasitic capacitors between 

nodes (4) and (31, while the output voltage increases. The faster output response with 

smaller CL would results in more current flowing through Q2. Fig. 5.2 clearly shows 

the required charge current I,,(?) and the undesirable current I&) with CL = 2pF and 

lOpF respectively. The rztio of the maximum I,(t) over the maximum I,,(t) is -8.8% 

(C, = 2pF) or -3.6% (C, = IOpF). Also this I,(t) lasts less than Ions. By comparison, 

in BCD-5 this undesirable current I,@) also occurs, but with much lower current ratio 

of -3.6% (CL =2pF)  and -0.8% (CL = 1OpF) respectively as seen in the same figure 

5.2. This is because during this rise-time period, M4 in BCD-5 is on and the base terminal 

of Q2 is connected to the ground through a relatively small equivalent resistor. But the 

simulation results in Figs, 5.1 and 5.2 show clearly that (a) this problem does not affect 

most of the rising transition response, or increases the propagation delay time z,; and 

(b) the lowest output voltage for logic "1" is still larger than 4V, high enough for the 



reiiabfe logic f~nction. Since it is apparent that the BiCMOS driver is usually used for 

the application with large Ioad capacitance, then this should not be a serious problem. 

However, if this off stzte of M4 during the rising time period is not desirabie for some 

specific applications Iike very small Ioad capacitance, then this BiCMOS driver circuit 

might have to be redesigned for minimizing this potential problem. 

i i i j  Symmetric DC characteristics can be achieved by increasing VTE as shown pre- 

viously in Fig. 3.16. However this is undesirable as it results in increased propagation 

delay. Symmetric transient characteristics can be obtained by optimizing the MOS device 

size of M1 and M3. This should be investigated in future before the practical realization 

of BCD-N occurs. 
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Figure 5.1 The transient output response waveform 
for CL varied from 2 to lOpF 
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Figure 5.2 The collector currents response of I,, (t) and I&) 

during the rise time for C, varied from 2 to lOpF 



5.2 Further improvement for BiCMOS analytical delay model 

As mentioned in the beginning of the chapter 4, the delay model T~ determined by 

the &-limited saturation region of the BJT in BiCMOS driver could be found in [4.1,4.2]. 

In the model calculations and SPICE simulations in chapter 4, the R, value was chosen 

as 20Q This collector resistance is low enough to avoid the BJT entering the satiirntion 

region, because the maximum collector current allowed for this bipolar transistor with 

Vm = 5V is about 24UmA, which is much larger than the collector current required for 

charging the load capacitance of 5-20pF. Of course, too large Rc values would reduce 

the maximum allowed collector current significantly, even much lower than the static 

collector current I,,cGp, forced by the Knee current I,,.. It obviously results in large errors 

if the above new delay model equation (4.22) is still used. Figure 5.3 shows the delay 

time T~ versus collector resistance Rc from SPICE simulation results and the new model 

calculations. This figure shows that the new model would not be accurate for R, > 

-150-200Q. Therefore an unified analytical delay model which could cover both the 

high-level injection effect of the BIT and also the &-limited saturation region of the 

BJT will be a very interesting topic for further improvement of this simple RiCMOS 

delay model. 
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Figure 5.3 Propagation delay z, vs, collector resistance R, of NPN BJT 

with C, variations of 5-20pF 



CHAPTER 6: 

CONCLUSIONS 

A new BiCMOS driver circuit (BCD-N) is proposed in this thesis. In order to improve 

both DC and transient characteristics for BiCMOS driver, this new circuit uses ii "dy- 

namic-mistor-behavior" device (depletion mode PMOSFET) to replace the original 

"on-resistor-behavior" device (enhancement mode NMOSFET). The simulation results 

show this new BCD-N circuit indeed has the advantages of both rail-to-rail static logic 

swing from BCD-5 and the faster transient output response from BCD-4. In addition, 

this new BiCMOS driver shows more compact structure with merged PMOS-NPN 

devices in BCD-N and larger tolerance for additional process step control. The Table 

6.1 below compares the major characteristics for the above three BiCh40S driver circuits. 

Detailed DC analysis of the voltage transfer curve (VTC) for this new BiCMOS 

driver circuit was presented for quantitative evaluation. Due to the highly nonlinear 

function of the large signal I-V characteristics for both NPN BJ'T and MOSFET, the 

piecewise linear function approximation model is used for deriving the slope of 6Vo,/8V, 

individually in each segment of VTC. The calculated values From this model are in very 

good agreement with the simulated results by SPICE. 

An improved analytical delay model for the BiCMOS drivers was also developcrl. 

By incorporating the Kirk effect directly into collector current transient response derived 

from the EM BJT model, a simple but accurate propagation delay z, model was derived. 

This new model is particularly suitable for large load capacitors CL. The effects af those 

important device parameters like Knee current I,, forward current gain fl,, the forward 

transit time 2, and the charge drain current I,, on the propagation delay z, are inherent 



in this model, and shown in good agreement with simulated results from SPICE. 

Further improvement on the BiCMOS driver circuit design with faster and reliable 

rising output response, and on the analytical BiCMOS delay model covering also the 

&-limited saturation region of the BJT were suggested for the future research work. 

Table 6.1: The major characteristics comparisons 
between BCD-4, BCD -5 and BCD-N 

Characteristics: 

Static logic swing 

Noise margin NML 

Noise margin NM,, 

Static power dissipation 

Rising output rcsponse z,,, 

(with C, = lOpF) 

Falling oulput response 

Td., 

(with C, = lOpF) 

Transient logic swing 

(with C, = lOpF) 

Process complexity 

BCD-4 

lower (-4V) 

lower (-0.95V) 

lower (-2.5V) 

no DC current 

good (-1.6511s) 

good (-1.31~s) 

about the same as 

in DC case 

(-3.8V) 

typical 

BCD-5 

good (W 

low (-1 .18V) 

good (-2.9V) 

no DC current 

slower (-1.76ns) 

slower (-1.5511s) 

about the same as 

BCD-4(-3.8V) 

typical 

BCD-N 

good (5%' 

good (-1.52V) 

good (-2.9V) 

no DC current 

slower (-1.791-1s) 

better (-1.4111s) 

a little smal'rer 

(-3.4V) 

one more step 

may be required 

Comparison 

(BCD-N/-5) 

same 

-28% 

improved 

same 

same 

-1.78 

longer 

-9.0% 

improved 

-10% 

smaller 

one more 

mask step 
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