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Abstract

Ten subjects performed a visual discrimination during which
their EEG records were taken. Subjects responded following a click
that occurred one second after each visual stimulus, In Condition A
there was no informative feedback but in Condition B a tone one second
after the click indicated whether the discrimination had been correct.

The length of the average slow potential shift or contingent
negative variation (CNV) was evaluated following the click to see if
presentation of the tone increased its duration, There were large
variations between subjects although an average of individual
records showed a negative potential after the click in both conditions.
Six of the ten subjects showed larger negative potentials just precedi.g
the feedback tone in Condition B than at the corresponding time in
Condition A.

Differences between average: for Cond..ion A and Condition B were
found for each subject and the covariances between these difference
records were factored in an attempt to ‘assify types of difference
records present. Three factors were necessary to account for 687% of
the variance in the records.

Estimates of reliability for CNVs were made and possible cellular

sources for the negative surface potential were discussed.
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INTROBUCTION

In recent vears there has been considerable interest in
the relation between electrical measures of brain activity
and the behavior of men and animals. Early studies focussed
principally on the frequ:ncy and waveform of human electroencephalo-
grams &and on the electricai respiuses evoked by sensory stimulation
measured at the cerebral cortex in animals. The latter experiments
often had to be carried out with the aid of anesthetics, yielding
results that were not not easily gencralized to normal human ‘
behavior, or even to the bahavior of unanesthetized animals.
Experiments on humans mainly attempted to examine the conditions é
under which particular waveforms and frequencies appeared in i
the ongoing EEG. Some researchers were able to examine cortical
and subcortical evoked response: in humans (e.g. Brazier 1964)
and others superimposed successive EEG records to get a better
view of activity following peripheral stimuli, but only with
the advent of automatic signal averaging decvices (sze Dawson
(1954) for the first application to elecctroencephalography)
was it possible for workers to accurately measure the effects
of sensory stimulation in the electroencephalogram. By
presenting many stimuli of the same type to the subject and averaging
the electroencephalograms following the stimuli, experimenters
can reduce the effacts of ongoin;, activity that is uncorrelated
with tnc stimulation and enhance the activity evoked by the stimuli
so that it may be studied in detail. Much work has been done
relating stimulus intensity and modality with the distribution at
the scalp and the form, latency, and amplitude of the evoked potentials.

(Landau 1967, Perry and Childers 1969, Donchin and Lindsley 1969).



Investigation of evoked respen-os in situations requiring subjects
to make discrirminations has led to reports by many investigators of
a late component of the evoked responze particularly notable in these
situations which different workers have related to attention,
predictability of the stimulus, and amount of information transmitted
by the stimulus (see Donchin and Smith, 1970).

In addition to these relatively brief evoked responses lasting
less than 5300 miiliseconds, there have been reports of longer-
lasting potentials measured at the cortex in animals during
sensory stimufation (Gumnit 1950, Gumnit and Grossman 1961) and
associated with learning and reinforcement (Mnukhina 1961,

McAdam et al. 1962, Roland and Goldstone 1963, Low et al. 1G66a,

Roland 1967, Chiorini 1969, Irwin and Rebert 1970, Donchin et al. 1971).
These studies followed extensive demonstrations of cortical
slow-potential changes following elecirical stimulation of the

thalamus and the cortex (Brookhart et al. 1958, O'Leary and Goldring
1959, O'Leary and Goldring 1964).

Averaging of human electrvencepha’ograms in a reaction-time
paradigm resulted in the discovery of a sustained potential shift
before the response which Walter and associates (1964) named the
contingent negative variation (CNV). In this experiment a brief
stimulus- (a click or flash of light) called the conditional stimulus
was followed one second later by a series of clicks or flashes
called the imperative stimulus. The subject was instructed to press
a button as soon as possible after the imperative stimulus began,
terminating the series of clicks or flashes. The averaged EEG
between vertex (top of the head) and mastoid electrodes showed
a mean difference in petential of about twenty microvoits, negative
at the vertex, during the period between the conditional and
imperative stimuli. This potential dropped to zero after the response.
The authors described this '"contingent negative variation" in
theiv averaged signals as a "sign of sensorimoter association and

expectancy'.



Many variations of the original CNV paradigm have been
examined in attempts to define the conditions riecessaiy for the CNV
to appear and to test various explanations of the phz2nomenon, most
of which have been summarized 1in & recent review by Tecce (1972).
Tecce attempts to evaluate the data that has been collected es it
applies to descripticons cast in terms of expectancy, attention. moti-
vatien, cognition, and conation. Almost ell of these explanations
attempt to describe the subjects' state or conditien during the
occurrence of the CNV. Valter et al. (1964) epparently use the
term "expectancy" because the amplitude of the TNV in their experiments
was related to the probability that the second (imperative) stimuius
would occur, or to instructions as to this probability. Other
workers have often used '"expectancy' in a broader sense, indicating
an internal state of the subject. Walter and his co-workers also
suggested that the CNV might be a sign of 'cortical priming'". McAdam
(1968) looked at the latency of the somatosensory evoked response
during the negativ shift tc evaluate this possibility, and found
some limited support for the notion that the cortex is more excitable
during the CNV.

Although most discussion of the CNV does not focus on the
subjects' responses, Low et al. (196ba,b) have suggested that the
CNV occuys because the subject intends to respond. Crucial to this
point of view are the results of Kornhuber and Deeke (19653)
and others whose subjects showed negative potentials at the vertex
preceding movements which they made at their own discretion.
They had subjects press a twitch several hundred times, either with

hand or foot, while they recorded the EEG and signals that

indicated the timesof the switch closures. Averaging the EEG
records so that all switch closures came at the same point in the
average, they found preceding the movement an average vertex-to-mastoid
potential of -5 to -10 microvolts starting one-half to one
second prior to the movement and reaching a maximum at or just

after the switch closure. This result was verified by other



workers and premotor potentials were reverded from various points
on the scalp to attempt to locate the source of the potential,
presumed to be somewhere in the cortex (Gilden et al. 19606,
Vaughan et al.l1968. Von Becker et al. 1968, Vaughan 1969, Deeke
et al. 1969, Kornhuber et al. 1969).

It is not unreasonable to compare the premotor potential
or Bereitschaftspotential, as Kornhuber and Deeke called it, with
the CNV. Most CNV experiments require a motor response by the
subject, sometimes a rather gross response like catching a ball
or petalling a bicycle (Walter 1967), but usually a small movement
such as Kornhuber and Deeke required. However, it has been shown
that subjects not required to make an immediate overt response
may still show & CNV following a conditional stimulus. Donchin
et al.(1972) approached this oroblem with four tasks and a three-
mode factor analysis of the CNVs obtained, concluding that a
motor response is not necessary for a CNV to be present. Yet
much muscle activity, especially of the face and mouth, has been
recorded from subhects doing problems or reading to themselves
(McGuigan 1970). It is virtually impossible to demonstrate that
the subjects in these CNV experiments did not make small movements
accompanied by motor potentials, and none of the above experiments
included any systematic attempt to locate muscle activity that
might have occurred in the absence of observed responses, nor were
the subjects carefully watched for movements. Thus while it is clear
that the subhects showed CNVs without making the responses that
were measured, it does not necessarily follow that the CNV
is independent of moter activity and different tfrom the Bereitschafts-

potential.



Studies that were designed to assess the effect of motivating
instructions on CNV amplitule have indirectly supported the suggestion
that the CNV and the Bereitschaftspotential are closely related,
Waszak and Obrist (1969) reported an increase in the amplitude of
CNVs when subjects were told to respond as quickly as possible as
compared with times when they were told to remain relaxed. T“rwin
et al. (1966) showed increase. in CNV amplitude with increases in
the level of a shock that followed the response. Motor potentials
measured by McAdam and Seales (1969) were doubled by instructing
subjects that they would be paid ten cents for each correct response.
Thus attempts to motivate subjects more highly have increased both
CNVs and Bereitschaftspotentials,

Several attempts have been made to localize these slow potentials
on the head. By comparing the sizes of averaged signals taken
from different pairs of elcctrodes on the same subject, it is often
possible to find regions of maximal activity for a particular averaged
potential. There are several reports that motor potentijals are
larger at scalp locations contral. teral to the musculature required
for the movement (Vaughan et al. 1968, Kornhuber and Deeke 1965,
Vaughan 1969, McAdam and Seales 1969). 1t has been more difficult,
however, to localize the CNV (Vaughan 1969), though most workers find
it largest at the vertex. This would suggest that the motor potential
and the CNV have different origins except that Deeke et al. (1969)
report motor potentials maximal at the vertex and results of trans-
cortical recording (Donchin et al. 1971) indicate that pegative shifts
during conditioning occur at many loci and depend on the specific

task performed.

ik




It is important to remember that although these changes
in potential found in averag. d EEG records are usually’assumed to
be caused by neural activity, they may alsc be caused by eve
movements (Hillyard and Galambos 1970, Surwillo 1971)., Many
workers have reported averaped eye-movement potentials that look
very much like CNV records, often of larger magnitude than
concurrently recorded CNVs. These are reportedly reduced by
fixation of the eyes (Hillyard and Galambos 1970).

Muscle activity is another possible contributor to electro-
encephalograms, since muscle units have electrochemical character-
istics similar to neurons. Various investigators have suggested
that muscle activity may be responsible for certain evoked response
components (Bickford et al. 1964, Davis et al. 1964, Mast 1965,
Kern et al. 19t¢3), though there appear to be no reports of
muscle activity contributing to averaged slow potentials. Kohler
et al. (1952) report slow potential changes with tongue movements
but give no data: the report does not ap
system-tically verified.

Another possible generator of slow potentials is the galvanic
skin response (GSR)}. 1If direct current werc applied across the
recording electrodes, or if the electrodes had different junction
potentials, the GSR could appear in EEG recordings, since the
modulation of battery or electrode potential by the skin resistance
would be indistinguishable from potential changes due to neural
or muscular activity. The use of amplifiers with very high input
impedance eliminated this problem,

1f electrical activity recorded at the scalp is actually due
to brain activity, as is usually assumed (Vaughan 1969), the
question arises as to how it is related to the firing of cortical
neurons whose properties arc not fairly well understood (Hodgkin

1964, Stevens 1966)., Although it has long been believed by scme



that slow potentials recorded at the surface of the cor'ex are
closely related to the probability of the firing of neurons
(Gerstein 1961), reports by different investigators indicated
different polarities of waves associated with neural firing.

Many recent papers, particularly ones reporting computer summations
of wire microelectrode data, now peint to the conclusion that the
slower potential changes in the cortex are a very close measure of
the probability of firing for neurons in the region of the electrode
(see for example Verzeano 1968), the maximum firing rate occurring
at the times the slower evoked activity is vecoming more negative.
This suggests that, given a close relation between cortical activity
and surface recordings, negative shifts at the scalp occur when many
cells near the surface of the cortex are firing. In regard to CNV
recordings, if electrodes on the mastoid processes, relatively remote
from brain tissue, are not affected by non-neural sources of
electrical activity, then an increase in potential that is negative
at the vertex indicates an increase in’firing of neurons nesr the
vertex,

This conclusion tends to support the notion of "cortical priming"
and the studies of cortical excitability during slow potential
changes that were mentioned earlier. It also agrees with conclusians
that can be drawn from the comparison of motor potential studies and
data on single neural discharges in the motor cortex of monkevs
making conditioned arm movements, to be discussed later. However in
electroencephalography it is rarely known for certain that recorvdings
are solely the result of neural activity. Any of the possible sources
or any combination of them may be responsible for changes in an EEG
record, so that it is important not tec assume a single source when
others have not been explicitly ruled out. Virtually all electro-
encephalography, including the research described in this paper, must
be done with incomplete knowledge of the physiological sources of

the potentials recorded,



The present experiment was stimu:lated by results nublished by
Timset et al. (1970) indicating that of a group of subjects in a
hospital, patients classified as psvchotic or neurotic were much
more likely to show a CNV that lasted 1% seconds or longer after
the response. Ninetyv-one percent of the psyvchotics tested and
thirtyv-four percent of the neurotics showed this preolongued
CNV, but only nine percent of the normals showed this pattern.
Timset et al. supgested that the prolonged CNV could indicate
that psychotics and neurotics perceived the experimental tagk
as lasting beyond the time of the response.

If the neurotic and psychotic subjects in this experiment
showed prolonged CNVs because they were expecting something more
to happen, that is, if the extension of their CNVs indicates the
same kind of activity as that occurring before the response, then
it seems reasonable that normal subjects might also shov prolenged
CNVs 1f experimental conditions could be arranged so as to make
them expect some event to follow the response. Such conditicns
would be set up by presen: g a stimulus of some significance to
the subjects after each re:ponse.

A recent report (Delse et al. 1972) describes the effects
on the CNV of having an additional stimulus pre¢sented before the
response. In & delaved auditory discrimination the averaged EEG
was found to be typically negative at the vertex for two seconds,
from just after the first stimulus until after the response signal.
The findings of this study include a CNV as measured before the
second stimulus and alsc a mean negative potential one second
later, at the time of the response signal(imperative stimulus).
Rebert(1972) presented information about the subjects' reaction
times after they responded, but stopped averaging too soon to be
able to tell if this procedure lengthened the duration of the CNVs.
It does not appear unrcaconable that normal subjects might show
prolonged CNVs if they were waiting for stimuli following their
responses, but there is no experimental evidence that demonstrates

it.



The present experiment was designed so that the form of the
first stimulus indicated which of two responses was to be made.
The second stimulus, one second later, told the subject to respond,
and & third stimulus, another se.ond later, indicated whether the
response had been correct, Contrnl trials were run in which no
informative feedback was provided. Half of the subjects received
a neutral third stimulus on tl.ese control trials, and half received
no feedback stimulus at all. Control trials were always run first
so that the subjects would not have reason to pay special attention
to this stimulus(or its absence) until they were given special
instructions about it. It was anticipated that the CNV would be
extended in the blocks of experimentel trials in which information

was given to the subject after his response. >
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METHOD

The ten subjects in this experiment were paid volunteers,
recruited in the cafeteria-lcounge. The EEG was reccrded with
Beckman silver-silver chloride pellet electrodes placed just
above the naison, at the vertex (Cz) and bilaterally at the
frontal and parietal positions dusigneted F3,F4,P3 ~»ad P&
according to the international 10-20 system of electrode place-
ment (Cooper et al. 1969). Pricr to placement of electrodes,
electrode sites were cleaned with isopropyl alcohol. Beckman
electrode cream was used to secure electrodes placed over hair;
those placed directly on the skin were secured by Becman adhesive
pads and electrical contact was made with -Beckman electrode paste.
Skin drilling (Geddes 1972) was used to lower electrode resistance
to between 1000 and 20CO ohms, referred to electrically connected
reference electrodes placed over the mastoid processes. An additional
electrode on the foreheid served to ground the subject.

Recording was don+ with the subject in an electrically shielded
soundproofed booth. Input‘from the electrodes was fad through six
of the eight balanced preamplifiers of an Elma-Schoenander model
160 Mingograph, the remaining two preamplifiers being used to
monitor pulses indicating the occurrence of stimuli and responses.
All data were recorded with a Precision Instruments Model FI-6200 FM
mignetic tape unit, as well as on the polygraph chart. Time constants
fcr the amplifiers were set at 5 seconds and high-frequency rolloff
began at 700 Hz.

Signals from the firsc four preamplifiers were averaged from
the beginning of each trial with a Fabri-Tek model 1050 signal
averager. Dwell time was 20 ms. per address, with 256 addresses
per record, so that the total averaging epoch was 5.12 seconds per
trial. Digital output for each block of 16 trials was punched

on paper tape with a Tally paper tape punch for later analysis.,
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Initial data handling was done with a Hewlett-Packard
Model 2116B computer. The mean and standard deviation was computed
for each record and points more tha: 2.5 standard deviations from the
mean were adjusted as described later. Differences between conditions
were computed for each subject and means over all subjects
found. The adjusted data was also transferred to magnetic tape
for further analysis on an IBM Model 360 computer.
The discriminative stimuli were provided by mounting strips
of tape on glass slides so as to form L-shaped silhouettes.
Eighty slides were prepared. Thirty-two had longer vertical
than horizontal arms, thirty-two had longer horizontal
arms, and sixteen h.d arms of equal length. These were ordered
so that the correct response was known for each of the eighty slides,
an arbitrary response designated gor figures with arms of equal
length. The figures were projected sequentially with a Kokak
Carousel projector and transmitted via a closed-circuit TV system
to the booth in which the subject was seated. Also in the
booth were two loudspeakers, one of which received 100 ms tone
bursts at 1000 or 500 Hz which served as feedback to the subject.
Each subject was seated comfortably in a reclining chair and | -
positioned so that the TV monitor was in view when his head was at
rest against the back of the chair. 1If necessary, his head was
supported with a pillow. This was done to minimize muscle potential
artifacts originating in neck and scalp muscles. The subject was
instructed to look at a fixation point located at the center of
the TV monitor. He was given a 4" X5" box with two pushbutton
switches over which he was asked to place the first two fingers of
his right hand. Sample stimuli werve presented and the subject
was instructed to press the right button if the vertical bar
on the screen was longer and the le¢ : button if the horizontal

bar was longer.
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There were two experimental conditians. Conuition A, the
contrel condition, did not include informative feedback, although
non-significant tones were present for half of the subjects. One
second after the signal averager was triggered a discriminative
stimulus was presented for 100 ms. on the television screen upon
which the subject was {ixating his eves. One second after the onset
of this stimulus a click was presented, following which the subject
was to respond. For half the subjects there were no further stimuli
and for half there was a tonec pitched either at 500 or i000 Hz
one second after the click. The pitch of this tone bore nu relation
to tne response of the subject, but changed irregllarly from trial
to tr:al,

Condition B, the informative feedback cond.tion, always followed
at least sixteen triais under condition A. Events proceeded in exactly
the same way, with visual stimulus, click, response, and tone in
the same sequence, except that the tone occurred for all subjects.
However, for this condition the subject was instructed that the pitch
of the tone indicated whether he had discriminated correctly or not,
a high-pitched tone indicating a correct choice and a low-pitched tone
indicating an error, very late responses or failures to respond being
counte:s as errors. The subject was instructwed about this difference
and asked to alwayvs try to make the correct choice. Sample
high and low tones were presented and one or two practice trials run
with each subject. At least two blocks of sixteen trials were perfor-
med by eacihr subject under this condition. Between blocks of trials
the subject was told to relax until the data could be punched out
on papar tape, after which he was told that a new series of trials
was to begin. Instructions were given over an intercom system.

The experimenter initiated each trial. Following this several
events had to be ccordinated. The averager had to be triggered, the
slide projector, the stimuli had to be presented at the wight times,
and marker signals had to be sent to the polygraph for recording.

The triggering of these functions was accomplisted with a set of

Grayson-Stadler timers and solid-state logic modules.
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Results

Only averaged signals from the vertex will be discussed in this
paper, since data from this electrode placement has been most frequen-
tly discussed by other investigators. Examination of averages during
data collection indicated that frontal-tc-mastoid and vertex-to-mastoid
averages were highly correlated. FPilot work indicated that the CNV was
larger after an initial set of training trials, so a block of unrecorded
trials preceded each analysed block. Before analys{s each data point
which had a value exceeding 2.5 standard deviations from the mean for
the record was replaced by the mean value of the preceding and
following points. This treatment eliminated all artifactual extreme
scores. It also reduced the amplitude of the larée, brief evoked responses.

Before plotting, the data was also centered and rescaled. Since
the averager introduced a constant DC bias in each record, each sixteen-
trial average was centered by subtracting the mean value for the first
fifty points from all subsequent values., These first fifty points
covered the first second of each trial which provided a suitable bhaceline
period because the subject received no external stimulation during tiis
period. After each experimental session, calibration signals of
20 microvolts were passed through the amplifiers and synchronously
averaged. A computer routine then used this data to convert
the arbitrary values of the CNV averages to a microvolt scale. The
centered, rescaled average for each subject under each condition is shown
in Appendix A.

The most impressive thing about theseaverages is their extreme
variability. Evoked responses following the stimuli are apparent,
but there is much more variation of small amplitude than had
been anticipated from reports of CNV experiments. This made effective
data analysis rather difficult, The experimenter had anticipated
gauging the length of the CNV by visually examining the data and
determining when the negative shift dropped to the baseline. 1In
fact, the observed variations in potentials were so great as

to make such a judgment rather arbitrary., Four of the subjects



seemed to show the predicted difference and three a difference
in the opposite direction, but the variability made these judgments
so tenuous that other types of analysis were considered. B
A first clarification was gained by computing differences
for each subject between averages for Condition A and Condition B,
resulting in what one might call a net CNV due to the presence
of feedback in Condition B. Plots of these difference records
are shown in Appendix B. 1In these difference records one finds
only two of the ten subjects showing the predicted difference in
average negative potential before the onset of the feedback
tone 3000 ms after the beginning of the record. However there is
a negative shift peaking some 200 ms after the onset of the tone
in six of the ten difference records. This is much like
a CNV but may indicate an altered rcsponse to the tone rather
than activity preceding the evoked response. This negative peak
resulting from the change in conditions alsc appears both in
factor of the factor analysis of the difference records (Figure 7)
to be discussed later.
The difference records in Appendix B are a l{ttle smoother
than the individual sixtcen-trial averages in Appendix A, but not
enough to make them readily readable. Examination of the averages
over subjects for the two no-fecedback conditions, A and A', indicat_ed
that there was little difference between them, so they were lumped
together to form a composite Condition A record (Figure 1). Condition
B records for all subjects were also averaged together to form the
composite record shown in Figure 2, and Figure 3 shows the composite
of the difference records. Averaging over subjects in this way gave
some improvement in the interpretability of the data, though there
was some reduction in the amplitude of the evoked responses in
comparison with the original records. This is doubtless because of
inter-subject variability in the latency of the evoked

responses which Is commonly observed (Perry and Childers 1969).
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Examination of Figures 1 to 3 shows that the composite CNV
remained above baseline after the evoked response to the click
(at about 2300 ms) in both the control (Figure 1) and the
feedback (Figure 2) conditions, but that there was no consistent
difference between conditions until after the time that the tone
was presented (3000 ms). Figure 2 also shows a positive
potential following the auditory evoked response which has been
noted by other authors (c.g. Waszak and Obrist 1969).

The technique of averagin: over subjects is commonly used but
has some pitfalls, just as averaping over trials has (Brazier 1964,
Cooper 1969). It is not easy to know if the records obtained are
representative of the whole sample, or if the extreme contributions
of a few subjects obscure the modal response. 1In order to clarify
this question in the present case, a principal components analysis
was done on the covariance matrix of the differences between
conditions for each subject. The difference records for all
orthogonal rotation defined classes of individuals who had similar
records. Plots of the factor scores for the first three factors
of this analysis after a varimax rotation are shown in Figure 7
and will be discussed more thoroughly in a later section of this paper.
Clearly defined classes of individuals did appear, indicating different

response types among the subjects,
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Figure 7

Analysis 3: Factor Score Plots for the First
Three Factors After Rotation. The Graphs Begin
At The Onset of the Visual Stimulus..
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Subject Factor 1 Factor 11 Factor IT1I

B.T. »X

N.S. X

S.K. X
B.K. X

T.N. X

T.E. X X

M.M. X

z.X. 4 X
S.E. X X
S.A. X

Figure 8

Third analysis: Factor loadings for the threc-factor rotation
for the factoring of difference recovxds. A small
"x" indicates a small loading, an underlined "X",

a large loading.
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DISCUSSION

Preliminary Observations

Among the results found reliably in all the subjects'
records were the respons:s evoked by the stimuli presented.
These evoked responses appear in the averages over subjects and in
the individual records also. Figure 4 may be helpful in analysing
these records. It shows the averapgsd marker signals corresponding
with the presentation of all stimuli and with all responses for
one subject during sixteen trials. The onset of 2 marker signal
corresponds in each case witih the onset of a stimulus, although
in the case of the click, the stimulus terminated before the end
of the marker. As one can see, the stimuli (visual figure, click,
and tone) occurred at points marked 1000, 2000, and 3000 on the
graphs, corresponding with intervals of one, two, and three
seconds followfng the trigp:ring of the signal averager. In figures
L and 2 one can sec the response evoked by the visual stimuli with
a very prominent positive companent occurring some 300 to 400
milliscconds after the onset of the stimulus (at 1000 ms) and lasting
200 to 300 ms. This positive wave is not so noticable in many CNV
experiments and is apparently due to the fact that a discrimination
was required. Several investigators (John et al. 1967, Kopell et al.
1969, Donchin 1970, Hillyard 1969, Donchin and Smith 1970, Donchin
and Cohen 1970) have observed this poritive component of the visual
evoked response which has variously been named the slow positive
component (SPC) and the p3 or P300 comporent, the latter because of
its polarity and approximate latency in milliseconds. The same
phenomenon seems to occur in experiments using auditory stimuli
(Sutton et al. 1967, Ritter et al. 1968, Sheatz and Chapman 1969,
Vaughan et al. 1969). Some investigators have related the phenomenon
to stimulus predictability (Ritter et al. 1968), others to
information delivery (Sutton et al. 1967) or to stimulus significance

(Vaughan et al. 1969).
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These studies show the late positive wav: only when stimuli are
detected and when they are not totally predicatable. The stimuli
in the present experiment were always detectable but their form was
not predictable by the subject, so one would expect to find a
prominent late positive wave following the visual stinulus.

The feedback tone was also unpredictable for the subject
and easily detected during the feedback condition in this exp:riment,
and Figure 2 illustrates the large late positive component evoked
by this stimulus also. This result corresponds with the results of
other experimenters (Hernandez-Peon et al. 1956, Davis 1964,
Haider et al. 1964). It is very interesting to note that although
half the subjects heard the tone in Condition A, there is almost no
indication of an evoked response to the tone for that condition
(Figure 1, points 3000 to 3500) while there is a very large response
in Condition B where the tone had significance for the subjects
(Figure 2, 3000 to 3500).

A large diphasic response with a positive pz2ak around 300 ms
after the stimulus onset is also found following the click that
acted as the signal for the response, This suggests that the impor-
tance of the stimulus to the subject rather than its p.edictability
is most crucial for the generation of the slow positive wave, or
alternatively, that attenti n to the stimulus is the critical factor
(Donchin and Cohen 1970). The click occurred on each trial and
therefore cannot reasonable be called unpredictable,.

Earlier components of the evoked response are not clearly
seen in the records, partly because of the variability in averages
of so few trials as these, partly because of latency differences between
subjects' responses which tended to obliterate the response in averages
over subjects. Quite as important is the limited resolution possible
with this data sampling rate. Each piece of data in these averages
represents the integration of 20 ms of EEG, while early components
of the evoked response last 50 ms or less. This, combined with limi-
tations on the accuracy of the timers used, would make early evoked

response components very difficult to recover.
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The negative shift or CNV was not as consistently observed as

the evoked responses, although almost every record shows the click-evoked

response beginning at a more negative potential than the visual evoked
response. The average over subjects shows this clearly. Negative
shifts observed in this experiment are not as large as might have

been expected from other experiments such as those of Walteret al.
(1964), Irwin et al. (1966), Walter et al. (1967) and McAdam (1969).
Though the reasons for this are not obvious, one might theorize

that subjects found the conditions distracting and thus had smaller

CNVs (Tecce and Scheff 1969) or that the subjects were not highlv motiv

motivation being related to amplitude of CNV according to some workers
(Irwin et al. 1968).

A possible conclusion from the averages over subjects (Figures
1-3) is that the CNV persisted so long in the first condition that
differences between conditions were greatly attenuated. However
this conclusion does not apply to all cases since not all subjects
even showed clear CNVs, The group Average may nct be representative
of most of the subjects' responses; in fact it may cover up two or
more response types. This is always a serious problem in
evoked response work, where averages for one individual often differ
very much from averages for another subject and latency differences
may greatly reduce the size of responses averaged over subjects.
Variations in latency may be observed in the individual records shown
here and this probably accounts for the relatively small amplitudes
of evoked responses in the averages over subjects.

John et al.(1964) discuss this problem in some detail. They
point out that therc are striking similarities in averaged signals
which are difficult to demonstrate without special data-analytic
techniques such as factor analysis. Further discussion is given in
an article by Donchin (1969). Factor analysis of averaged EEG
and cortically recorded signals 1is illustrated by Freeman (1968),
Ruchkin et al. (1964), Donchin et al. (1972) and in the paper by John

and co-workers mentioncd above.

..ted,
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Factoring the Data

Factor analysis is often uscful in reducing the rank of a
data matrix. The data matrix in this case was composed of the
pairs of averaged EEGs for each subject. Factoring was done
in an attempt to reduce the number of data sets required to
describe the original set of averaged signals. Since the factoring
was designed to find a set of typical subjects, it could be called
a Q analysis with the averaged EEG records treated analogously to
test profiles in a profile analysis (Rulon et al. 1967); Q analysis
determines the minimal set of profile types that characterize
a data set,.

Frevious investigators appear to have factored the correlation
matrix or the covariance matrix when working with evoked responses
(see John et al. 1964, Bures et al. 1967). 1If the form of a signal
regardless of its amplitude is of principal interest, the correlation
matrix should be factored. When the amplitudes of the signals are
also important, the covariance matrix is more appropriate. In the
present experiment, natural units were avallable because the
first second of EEG activity on each trial was recorded an:! averaged
providing a natural origin for subsequent data. When data is in
natural units such as microvolts and centered with respect to
some invariant zero-point, the product moment of the raw score
matrix is most appropriate for factoring (see Horst 1965, pl09),.

It was felt at first that the variance of the first fifty
points in every record might be a reasonable extimate of the
error variance of the record. 4 preliminary principal components
analysis was done after rescaling the cross-product matrix by these
baseline variances. (Standard deviations of the baseline data are
given in Table I for reference). This weighted the variables very
unequally in the analysis (see Table 11 for the cross-products
matrix) and made interpretation of the factor loadings very

difficult. It was felt that certain
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peculiarities in some of the baseline records (for example the extreme
values early in the records of subject S.R., Appendix A)

made these baseline variances poor estimates of the error

variance in the data. For this reason a second analysis was done using
the unscaled mean cross-products. The factors were rotated
orthogonally according to the varimax criteria. Factor loadings

for the varimax rotaticn of the first six factors are shown

in Table 3.

It had been hoped that one or more factors would
correspond to the typical vectors for Condition B, the
feedback condition, after the varimax rotation was done. So far
as this rotation maximizes simple structure (Thurstone 1947) and
so far as the data are generallv different in conditions A and B,
there should be one or more factors that had high loadings on
Condition A variables and low loadings on the Condition B
variables, or vice versa. Such a loading pattern was not
discovered (see Table 3). The data vectors (variables) are
ei:tered by subject, first for Condition A, then for Condition B,
so that some factors should show uniformly high loadings on
alternate variables. No factor loading pattern of this sort
emerged. Either the rotation procedure was inappropriate
or the data could not be factored into types that differed
on the two conditions.

Because of question about the applicability of the rotation
procedures, an alternate approach was taken, suggested
previously by John et al. (1964) and Ruchkin et al. (1964).

The averaged signal for Condition A was subtracted from the signal
for Condition B for each subject as described earlier. These

ten difference vectors were cross-multiplied to form a matrix

of mean cross-products and factored as described above. Random
variability is reduced as effectively by subtracting this way

as by adding or averaging signals (Magnusson 1966, p93).

A factoring of this sort could be used tc indicate what

response types went into the mean difference batween conditions

shown in Figure 3.
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Factor loadings fur this analvsis are given in Table 4
and ‘lable 5. Tabdble & shows the unrotated principal cemporents,
Table 5 the varimax rotation of the first three factors. This
numbar of factors was arrived at by looking at the eigenvalus=s
of the factors {(Figure 3, and the variances included by differert
numbers of factors (Figure 6). Looking at the drop in eigenvaluses
after the third factor and studying the rotated factor score plots,
the three-factor sclution was chosen. The first two factors
account for 54% of the variance, and as Qill be shown later,
demonstrate most cf the apparent features in the average over
subjects (Figure 3). To retain 957 cf the variance, eight
factors would have been required, but this is ciearly to
make a meaningful reductior from the ten original variables.

Factcr sccres for the three-factor rotation are plotted
in Figure 7. This figure shows:

1. A first factor that might be construed as a CNV factor,
with a rise from 2600 to 3200 ms and a decline to 3500 ms after trial
onset, from just before the onset of the tone to about half a
second after it;

2. A second factor witn scores showing a sharp dip
between 3100 and 3600 ms, from the end of the evoked response to
the tone until approximately 500 milliseconds later, corresponding
to the slow positive component discussed earlier;

3. A third factor typified by a long slow wave peaking at
4000 ms.

The plct of factor scores for Factor 1 in Figure 7 suggests
that ther was a type of difference record waich showed an increasing
negativity during thne 750 ms preceding the second tone. This
uadoubtedly corresponds with the observation made previously that
six of the ten subjects showed a greater vertex negative potential

just before the tone under Condition B.



30

The factor score plot for the second factor indicates
that a different group of subjects was responsible for the
positive shift following the tone in the average difference
record (Figure 3 at 3500 ms.) than was responsible for the negative
potential preceding the tone in that figure. In other words,
‘the slow positive wave after the tone did na &lways go with the
negative potential preceding it; a different subset of subjects
was involved.

The plot for the third factor shows.a rather long period
of relative positive potential at the end of the task, maximal
about 4000 ms after trial onset, appearing in the averages of
Figures 2 and 3 as well ac¢ in Figure 7. This post-fecdback
positivity is most typical of yet a third subset of subjects,

Though the groups of subject:s contributing to each factor
overlapped, each factor tended to be representative of only a few
subjects, and was dominated by the record of a single subject,
Fipure 8 der "nstrates the axtont to which simple structure was

attained with the three rotated factors.

To summarize, then, it was possible to factor the subjects'
records into three distinct types exemplifying each of the major
features apparent in the aver.ge of differences between the exper-
imental conditions. The first factor profile showed a rise in
negative potential just before the onset of the feedback tone.

This is similar in shape to the response prior to the second

tone in the experiment of Delse ct al. (1972) and to the "CNV" of McAdam
and Rubin (1972) as well as the readiness potential of Kornhuber and
Deeke (1965). The other two factors showed respectively a late

positive response after the tone and a slow positive potential

one second after the tone. This factoring of response types suggests
that extensive conclusions shoulcd not be based solely on the

average over subjects, since different groups of subjects responded

differently.
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Variability Within Subjects: The Noise Problem

To examine variability apparent in the raw averages, the data
were converted into difference records to reduce variability due to in-
dividual subjects. Another sizable source of variability was within-
the records of individual subjects. This variability should not be sur-
prising at all, really; signal averaging was used to reduce it in the
first place.

Changes in the EEG due to external stimulation of the organism
may be thought of as signals superimposed on the ongoing activity
which tends to mask the .. To the extent that this activity is
stochastically distributed over trials for every interval following
the stimulus, the improvement in signal-to-noise ratio obtained
by averaging increases with the square root of the number of trials,
A similar situation occurs in psychological testing where error in
measurement contributes "noise" to the subject's true response (the
“signal'"). The relation between reliability in peycheologi
and the signal-to-noise ratio in signal detection theory has been
discussed by Chronbach and Gleser (1964) who demonstrate that the
signal-to-noise ratio =r/(l-r), where r is the specific reliability
of the test. With this in mind, some estimates were made of the
reliability of the records analysed in this experiment.

It will be remembered that the second sixteen trials under each
experimental condition were analysed. For one of the subjects
there was data available for the first sixteen trials of one condition.
The correlation between blocks of trials was .51, corresponding to
a signal-to-noise ratio of one-to-one. This is probably a low estimate
of reliability because, as mentioned earlier, pilot work had
indicated that there was an increase in the size of the CNV over trials.
For a better estimate of reliability, the data for three sets of
thirty-two trials were retrieved from the original data tape

and alternate trials averaged for both odd and even numbered trials.
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The pairs of averages obtained in this way correspond to scores on
odd and even items on a psychological test, from which split-half reli-
abilities can be computed. Since each average consisted of
sixteen trials, however, it was not necessary to ‘'step up" the
coefficients to get a fair estimate of reliability. The three
coefficients computed in this way were .78, .64, and .62, giving
estimates of signal-to-noise-ratio from 1.6 to 3.8 for the sixteen-
trial blocks in this experiment. Forty to sixty percent of the variance
in the records was reliable. l
An estimate of the upper limit on reliability that could have
been obtained in this experiment can be found by using the variance
of the baseline data as an estimate of error variance and the mean
square of the following data as an estimate of true and error
variance lumped together. Such reliability estimates were computed
for each subject. The mean estimate was .83, with a standard
deviation of .15 for the set of estimates. The high mean value
may reflect the assumption that unreplicable EEG variability
remains about the same throughout each trial. There are indications
that this is not true. Elul (1968) shows that the amplitudes
of EEG signals are distributed differently during problem-solving and
resting periods, and Horvath (1969) finds that an early response evoked
in the cortex of cats is more variable ne. r its peak than at other times.
Another way of estimating reliability in the present experiment
would be to find the correlations between Condition A and Condition
B records for each subject from the end of the baseline period
until the onset of the tone. This is defensible because there was
in general little difference between responses for the two conditions
until after the tone was presented. Reliabilities calculated this way
should be good estimates for other CNV experiments except that they
should be a little high because the baseline period is not included
here. The mean of ten coefficients obtained in this way was .69
and the standard deviation was .31, 1f the one negative coefficient

was ommitted, the mean was .78 and the standard deviation was .l4.
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Several factors may be important in limiting the relfability
of these averages. One obvious factor is signal size. Several
other investigators have reportea CNVs of the same general size
as found in this experiment. Hillyvard and Galambos (1970) for example,
show CNVs of about 13 microvolts when eye movements were well-controlled
or their contributions subtracted from the averages. This value
compares with about 8 microvolts prior to the response cue
and about & microvolts prior to the tone in the present experiment.
Some investigators report CNV amplitudes as high as 20 microvolts,
but it is not clear that these are mean values for an unselected
group of subjects.

Another factor affecting reliability is the number of trials.
While 16 trials is not a low number for CNV work, evoked response
studies often average 50 to 150 responses, greatly increasing signal-
to-noise ratios in the averages. Going from 16 to 128 trials, for
example, would increase the signal-to-nocise rati by a factor of 2.8.

Some experimenters show records apparently avera
few trials which seem very free of "neise". This is partly due
to the scaling of figures in the journals, but also due in certain
cases to the use of smoothing procgdures used in the data analysis.
These procedures are often guite defensible, depending on the
frequency range of the signals of interest and the bandpass of
the amplifiers.

Smoothing routines have thc same effect as analog filtering at
the preamplifiers, except that they reduce machine-generated noise
as well as unwanted EEG or electrode noise; their effect is to
lower the maximum frequency response of the data analysis system.
Judicious choice cf filter settings has always been important in
EEG work (see Perry and Childers 1969). By reducing the range of fre-
quencies passed by the amplifiers, one is able to exclude a large
portion of the "noise'spectrum, thus greatly improving the signal-to-

noise ratio. 1In this experiment the EEG could have been filtered
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to eliminate the high frequencies, down to perhaps ten cycles
per second. Since most of the energy of the waking EEG lies between
ten and fifty cycles per second, this would greatly reduce the
“‘noise' energy in the averages. The same thing could be done
digitally, as mentioned above. The problem is that such drastic
low-pass filtering could decrease the amplitude of the evoked
response, increase its latency, and alter its waveform. Possible
alterations in sigral amplitude, phase, and waveshape are inherent
in any filtering system, analog or digital,

Another source of noise in the EEG is muscle potentials.
These can be reduced by filtering and also by reducing the
extent of chronic muscle tension in the subject. In the present
experiment attempts were made to limit the extent of muscle potential
artifacts. 1In addition to continuous monitoring of the EEG,
care was taken to see that the subjects were able to see the stimuli
without tensing their neck muscles. A pillow was used to support
the head and the subject was re-positioned whenever ewcessive
muscle activity cppeared in the EEG. It is possible that muscle
potentials contribut:d significantly to the noise level in
the EEG, but care was taken to eliminate them.

Finally there is the possibility that AC noise from the power
lines got into the records. Much attention was given to shielding
the equipment and the subject from stray fields and 60 Hz notch
filters were placed between the amplifiers and the signal averager,
so this should not have been a problem.

It therefore appears that with the present electrode and amplifier
system the signal-to-noise ratio could have been redluced only by

an increase in the number of trials per average or by more smoothing

or filtering of the signals.
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Electrical Sources of the CNV

The CNV, when observed, may be the result of one or more
of several physiological processes., 1In any particular case,
any one of these may be principally responsible for an observed
negative shift at the scalp. An attempt will be made here to
enumerate the possible sources and assess their importance in the
present experiment.

Hillyard and Galambos (1970) and Surwillo (1971) have
discussed the effects of eye movements oé CNV records, The eye forms
an electrical dipole with the retina negative with respect to
the cornea. This means that when a subject looks down, any scalp
electrode will have a greater negative potential with respect to
mastoid reference electrodes than when the subject looks upe
Potential changes due to eye movements are largest at locations nearvest
to the eyes, with frontal electrodes showing much larger eye-movement
artifacts than occipital electrodes when mastoid references are

used. Eye movements themselves mayv be monitored with el

0
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-
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placed near the eyes. Peters (1971) has briefly reviewed applications
of this technique.

Several methods for controlling eye movement artifacts
in CNV experiments have been suggested. One method found
quite effective by Hillyard and Galambes (1970) was eye fixation,
which was incorporated into the design of the present experiment.
A separate pair of eye electrodes or a single sub-orbital
electrode referenced to the mastoids would have made independent
averaging of eye movements possible.. This would have been
very interesting because signals from forehead eclectrodes seemed
correlated with vertex signals and because Wasman et al.(1970) have
found evidence of interactions between CNVs and electro-oculograms

in subjects who were supposed to be fixating their eyes.
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It is generally assumed that electrical activity at the scalp
is generated in the cerebral cortex. Vaughan (1969) reviews
some of the evidence for this assumption. It seems likely that
cortical activity can be measured at the scalp, but the more basic
question of how neural activity affects gross cortical potentials
is still being answered (Landau 1967, Thompson 1970). Theoretical
models have usually been based on the notion of a dipole generator
imbedded in a uniformly conducting mecdium (Shaw and Ross 1955). A
recent discussion by Humphrey (1968) for example, derives the
antidromic evoked response in pyramidal cells by considering an
idealized pyramidal cell within a uniformly conducting medium.
Recording electrodes would detect the field set up in this conductor
from a flow of current from apical dendrites of the cells to their
somata. Reduced current flow from the dendrites during inhibitory
post-synaptic potentials would appear at the surface as a negative
potential with respect to distant reference electrodes,

Another possibility discuss~d by Creutzfeldt et al, (19662)

and Amassian et al. (1964) is that a negative wave could be generated

by dendritic spikes travelling toward the surface. Others (O'Leary

and Geldring 1964) have discussed the possibility that surface negativity
could result from presynaptic inhibition, presumably near the cortical
surface.

None of these theoretical suggestions has been totally proven.
Earlier studies of the relation between neural activity and gross
potentials (Clare and Bishop 1956, Verzeano and Calma 1954) were not
entirely conclusive although this and some recent work (Fromm and Bond
1964, 1967) penerally found spike activity to be maximal
near the positive peaks of surface records (see also Pattan and Amassian
1960). Creutzfeldt et al. (1966a,b) found surface-negative potentials
and cellular depolarization closely related to responses evoked
by electrical stimulation of the thalamus and to spontaneous surface

waves as wecll.
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These rather conflicting results are in contrast with straight-
foreward findings obtained more recently by averaging signals
from metal microelectrodes in the brains of unanesthetized animals.
There seems to be a high correlation between local evoked responses
recorded by these electrodes and the probability of spike activity
recorded by the same electrodes, regardless of their depth or
location (Fox and O'Brien 1965, John and Morgades 1969). Most
studies find a strong relation between spike probability and the
negative slope of the evoked response (Dill et al. 1968, Verzeano et al.
1968, Fox and Norman 1968, Thompson et al. 1969, Weinberger 1969).
1t therefore looks as if the firing of neurons causes extracellular
regions near them to become bricfly more negative, as might be expected
from the present understanding of the mechanism of neural di charge
(Hodgkin 1964, Eccles, 1957). However, it is still impossible to pr-dict
the exact effect of cellular discharge on scalp recordings without some
notion of the number of cells firing, their location, and their
orientation with respect to the electrode. .

It is also becoming increasingly apparent that any complete
theory of the genesis of evoked or sustained cortical potentials
must include a description of glial cell activity. It was pointed
out several years ago (CGalambos 1961) that a complete theory of brain
function would have to include glial activity., Recent reviews
(Kuffler 1967, Lasanski 1971) indicate the extent of current research
on the functions of glial cells. Work with tissue cultures
(Hild and Tasaki 1962) and amphibians (Kuffler et al. 1966,
Orkand et al. 1966) have shown that giial cells are passively respon-
sive to external fluid composition, particularly potassium ion concen-
tration, which recent work indicates may in turn control the rate
of glial protein synthesis (Takahashi et al. 1970). Other workers
(Henn and Hamburger 1971) find a possible role for glial cells

in the control of inhibitory transmitter substance in the brain.
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Effects of glial cell activity on gross evoked responses and
sustained potential shifts have been analysed by several workers.
The glial cells form an electrically interconnected network,
as copposed to the neurons which are electrically isolated. The
affinity of the glial "compartment' (Adey 1970) for potassium ions
has led to the suggestion that uptnV¥e of K by glia may be responsible
for the beta-wave of the electro:r::i. .ogram (Miller and Dowling 1970),
the slow positive wave of tlie cerebellar evoked response (Eccles
et al1.1969), part of the excitability cyéle in seizuve activity
(Sypert and Ward 1971), and slow potentiil shifts. Some workers find
evidence for glial contribution to evoked responses and sustained
potentials (Castelluchi and Goldring 1970, Cohen 1970, Somjen 1970),
though others do not find that glial depolarization contributes to
slow potential surface records (Grossman et al. 1969).

Another line of evidence is provided by recent studies of pyramidal
tract neurons and conditioned movement in animals (Evarts 1966, 1968,
Humplirey et al. 1970) which have shown that

3 1 o~
ramidal motorx

J

v
unit firing is closely correlated with operant conditioned resp>.ases

in monkeys. When forceful responses were required of the monkeys,
firing continued between responses, but the maximum firing rate always
occurred at approximately the same time that the greatest force was
e:erted (Evarts 1968). The ease with which units may be found whose
firing is related to movements (Humphrey et al 1970) suggests that a
very large number of cells in the r>tor cortex are involved

in any gross movement. Since an average negative potential

occurs on the scalp over human motor cortex prior to voluntary movements
(Kornhuber and Deecke 1965, Gilden et al., 1966) it seems very likely

that the firing of many motor units corresponds with a negative signal
in the averaged EEG. One could test this hypothesis indirectly by
looking at the motor potential (Bereitschaftspotential) when responses
of various strengths are required. The larger the force exerted,

the greater the amplitude of the motor pot-ntial should be if

cellular activity corresponds with EEG activity as suggested here.
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It is important to remember, however, that cortical unit
activity and eye movements are not the only possible sources
of potential changes at the scalp. Other phvsiological processes,
particularly muscle activity, might be involved. Some evoked
responses or components of evoked responses are caused by contractions
of either cranial or neck muscles according to the reports of
Bickford et al. (1964), Davis et al. (1964), Mast (1965), and Kern
et al. (1969). Muscle activity can be recorded in the absence of
overt movement (Watson 1930, McGuigan 1970), as when subjects are
"thinking' or reading to themselves. Although muscle activity
has rarely been considered as a possible contvibutor to slow
potential changes, several muscles (for example the temporal muscle,
the sternoma.toid, masseter, and tongue) lie near or beneath electrode
placements often used in elcctroencephalography. The nature of muscle
tissue and the potential changes in muscle units during contraction
(Aidley 1971) suggests that slow potential shifts could occur in
muscles during contraction. I1f they do occur, they could be very

important to the interpretati n of CNV data.



CONCLUSIONS

The results of this experiment do not show the prolongation
of the CNV that was predicted. Certain subjects gave the expected
results, but their data was not typical. The mean of all subjects!
data was helpful in identifving the important features occurring
in both conditions, but the Q-analysis of response tvpes indicated
quite clearly, as preliminary examination of the data had, that
there was no single response type that truly represented the
whole group. The fact that there appear to be several tvypes of
response, and in fact several types of change in individual
pattern following the change in experimental conditicns, serves to
illustrate the extent of variability in av raged EEG signals that
has yet to be explained.

Although there i: certainly no support from this data
for the co:uclusion tiat normal subjects do ncot show prolonged
CNVs, neithe#ﬁoes it appear that this experiment effectively
manipulated the Jength o the CNV. It does seem that just prior
to the tone the vertex was likely to be more negative than say,
half a second later. The previously cited experiment by Delse et al,
(1972) alsc demonstrated the same effect.

Changing the significance of the tone seems to have
greatly increased the amplitude of the response evoked by it.

This is a very interesting demonstration of the already well-documented
fact that instructions can greatly influence the size and form

of evoked EEG activity in humans. Just what causes this activity
nobcdy knows; and it will be very interesting to see what future
research reveals about it.

Probably the most important conclusions of this experiment
are those concerning the variability of CNV records and methods of
evaluating averaged EEG data. The reliability estimates that

were derived on the basis of within-subject variability were
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fairly large, suggesting quite replicable patterns of response

for each subject, though the variability across subjects
was very great. How people could show such reliable individual
patterns that are so different is a puzzle worth studying in

some detail. One possibile way of considering the problem is in terms
of individual mediating responses. Perhaps tlie variation among sub-
jects is due to different postures and actions regularly taken by
each subject during different portions of the experimental trials.
This sort of activity has been observed in animals during delayed
discriminations, and may well also be characteristic of people,

If it occurs, it would indicate that motor activity, represented

at the motor units or at the motor cortex, might be a significant

contributor to the variable slow-potential shifts in these data.
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SUMMARY

The EEG records of ten subjects were averagd over the trials
in discriminaticon tasks with and without informative feedback.
The inclusion of an informative tone did not clearly increase
the duration of the vertex negative slow-potential, although six of
the ten subjects showed a larger negative potential just
following presentation of the feedback tone.

Most subjects showed negative shifts at some time after
the presentation of the first stimulus, but the latencies and
durations of the shifts were highly variable. Each subject
tended to have a fairly reliable response pattern regardless of the
experimental condition but the patterns varied greatly across
subjects.

The most noticable change resulting fror: the introduction
of feedback was a very large evoked response to the f.edback tone.
The response when the tone did not carry information was very
small by contrast. Evoked responses to the first two stimuli
were apparent i all subjects; a late positive component was
very apparent in the response to the visual stimulus.

An increase in the number of trials per average or a reduction
in the frequency range of the amplifiers would have reduced within-
subject variability., Averages over subjects, either equally weighted
as in Figures 1-3, or differentially weighted as in Figure 7, appear
to make the data more interpretable, though the simple average
tended to obscure different response types, as factoring showed.

The negative shift, when it does occur, is probably related
to the average motor potential pitior to voluntary movements which
other workers report. The motor potentials appear to indicate
increased neural firing in the motor cortex, although activity
in other cortical areas may be involved in the CNV, It is also
possible that muscle activity contributes to slow potentials,

although no evidence is currently available on this point.
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Subject Standard Deviatvion cof Baseline Signal

Condition A Condition B
B.T. 2.10 1.81
N.S. 3.16 1.46
S.R. 1.55 3.87
B.X. 2,62 2.46
T.N. 1,79 1.66
T.E 1.38 1.84
M.M. . 2,48 2.06
Z.K. 2,63 2.31
S.E 1.91 2.85
S.A. 1.79 1.57

Table 1 Standard Deviations of Baseline Signals
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Factors
I 11 111 1V v V1

1 3.58  1.54 =.89 2,45 2.34  -.76

2 L& -2,03 2,32, .10 2.82 .79

3 3.25 .98 .67 .18 .81 -.70
(¥:3§3§;i21 4 5.59 -2.46  1.33 -1.05 2.27 .26
averages) 5 .73 -.96. 1.14  ..17  -.50 5.52
6 -.71 .35 4,02  -.05 .73 .04

7 1.12 .17 .43 -.03 3.79 -.95

8 2,21 1.80 -.71 -.37 1.85 -1.07

9 .48 2,05 2,20 .86 .82 -4.15

10 2,35 1.18 1.32 -2.97 .58 -4.08

11 2,62 1,28 .06 -.69 .42 .18

12 2.74 4,45  -.82 2,18 .98 .2.20

13 6.52 -2.75 -.05 -3.95 2.21 1.84

14 6.75 1.69 2.63 -5.01  .R3 -1.04

15 1.48 944 1,55 -2.74 3.74 .97

16 1.25 =.39  ~.60 -5.33 .78 -1.02

17 -.09 4,65 .65 .82 .49  -.75

18 - 1.33 6.36 -2.86 -.34 -1,29 -2.91

19 3.79 -2.57 .68 -3.58 5.23 .64

20 3,66 -.34 1,13 -3.69 3.63 .57

Table 111

Analysis 2: Rotated Loadings on the First Six Factors
Accounting for 8§67 of the Total Variance.
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Appendix A

Sixteen-trial averages for each condition performed by each subject.
The first five subjects performed under Condition A, in which tones
were presented after the responses but were not contingent on the response
(Pp. 50-54). The second five subjects performed under Condition A', in

which tones carrying information followed the responses (Pp. 55-59).
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Appendix B

Differences between Condition A (or A') and Condition B records
for each subject.
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