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ABSTRACT 

In  recent  years there  have been many advances i n  the  analysis  

of d i r ec t i ona l  data  expressed a s  two and th ree  dimensional u n i t  vectors. 

The extension of these methods of ana lys i s  t o  p dimensions is presented 

i n  t h i s  thes i s .  Although d i rec t ions  i n  higher dimensions'do not have 

a physical  in te rpre ta t ion ,  data  which can be recorded a s  p-dimensional 

un i t  vectors a r i s e  i n  many areas;  an example i s  when the  data  a r e  i n  

terms of p continuous proportions. 

The von Mises and Fisher d i s t r i bu t ions  have been widely used 

i n  the  ana lys i s  of d i rec t iona l  data  i n  two and th ree  dimensions 

respectively;  these a r e  described i n  Chapter 1. The extension of these 

d i s t r i bu t ions  t o  higher dimensions i s  given i n  Chapter 2. Tests  a re  

given f o r  hypotheses of i n t e r e s t  i n  the  ana lys i s  of groups of 

p-dimensional un i t  vectors.  I n  d i r ec t i ona l  uses,  a common technique 

is  a form of analysis  of variance introduced by Watson. It i s  shown 

t h a t  t h i s  technique can be used with p-dimensional un i t  vectors. 

Further, it can be developed a l so  f o r  a two way layout with a natural  

extension t o  a multi-way layout. The ana lys i s  of variance can a l so  be 

expressed i n  terms of angles between the  vectors and t h e i r  resu l tan ts ,  

and t h i s  i s  a useful  representation with many types of data.  

It i s  a l so  of ten of i n t e r e s t  t o  examine the c lus te r ing  of 

un i t  vectors;  a simple method of c lus te r ing  i s  given i n  Chapter 3 .  

The r e s u l t s  obtained i n  the examples a r e  compared t o  those found by 

means of standard algorithms. 
* 



Chapter 4 i s  a chapter  of worked d a t a  s e t s ;  severa l  examples 

a r e  worked through t o  demonstrate both t h e  p-dimensional ANOVA techniques 

and t h e  c l u s t e r i n g  method. 

A s  a r e s u l t  of  working with these  techniques,  a number of 

problems have been i d e n t i f i e d .  These a r e  b r i e f l y  discussed i n  

Chapter 5. 
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CHAPTER 1 

The von ~ises and Fisher distributions. 

Useful distributions which have been used for the analysis 

of directional data are the von Mises distribution in two dimensions, 

and the Fisher distribution in three dimensions. In this chapter we 

describe the von Mises and Fisher distributions. In Chapter 2, they 

are generalized to p dimensions. 

1.1. Directional Data. 

Suppose the direction taken by a bird when released from . 

a point 0 is denoted by a unit vector OP starting at the centre, 

0 , of a circle of radius one and finishing at a point P on the 

circumference of the circle. The vector OP is an example of a piece 

of directional data, in two dimensions. In three dimensions, the point 

P would be on a sphere; an example of directional data in three 

dimensions is the direction of magnetization of a rock sample. 

In higher dimensions, a p-dimensional directional sample 

value is denoted by a unit vector OP starting at the centre 0 of 

a hypersphere of radius one and finishing at a point P on the 

surface of the hypersphere. Although a p-dimensional unit vector does 

not have a physical interpretation in terms of direction, a set of 

vectors whose components are continuous proportions might be 

usefully analyzed using techniques for directional data. Examples 

of such vectors of continuous proportions are the vector giving the 

proportions of time spent in different activities by a student and 



the  proportions of a company's production a l located t o  various 

outputs. 

1.2. The von Mises d i s t r i bu t ion .  

Let OP be a t yp i ca l  un i t  vector i n  two dimensions a s  

described above, and l e t  OA be a f ixed un i t  vector (it can be 

thought of a s  pointing t o  t h e  North Pole);  suppose 0 is  the  angle 

between OP and OA. Then the  von Mises d i s t r i bu t ion  f o r  0 is 

given by: 

where I (k) i s  the  imaginary Bessel function of order zero and 
(0) 

argument k . 
The densi ty  (1.1) is symmetrical, with a mode a t  0 = 0; 

thus the  vector OA is ca l l ed  the  modal vector. The constant k i s  

a precision o r  concentration parameter; when k is  zero, t he  density 

is  uniform over the  c i r c l e ,  i .e . ,  the  points  P. a r e  uniformly 
1 

dis t r ibu ted  on the  circumference. A sample of vectors OPi i s  then 

of ten said  t o  be randomly d i s t r i bu t ed  over the  c i r c l e .  When k is  

large,  the  vectors a r e  c lustered around the  modal vector OA . 
The densi ty  (1.1) can be extended t o  place i ts  mode along 

an a rb i t r a ry  vector OA a t  0 = a; 



I f  the d i rec t ion  cosines of the  vectors OA and OP a re  (alIa2) 

and (xl,x2) respectively,  the  densi ty  i s  given by 

The von Mises d i s t r i bu t ion  has found many uses t o  describe 

d i rec t iona l  data c lustered around a mode; f o r  example, the  f l i g h t s  of 

migratory b i rds  mentioned i n  Section 1.1, o r  the  progress of animals 

o r  i n sec t s  toward a ce r t a in  point .  

1.3. The Fisher Distribution.  

The Fisher d i s t r i bu t ion  is  the  analogue of the  von Mises 

d i s t r i bu t ion  when the vector OP i s  i n  th ree  dimensions, i . e . ,  0 

i s  the  centre  of a sphere of radius one, and P is  a point  on the 

surface of t he  sphere. The vector OP w i l l  be denoted by spher ical  

polar  coordinates (8,  (9) .  Suppose OA, the  modal vector,  i s  the  

o r ig in  f o r  8 . The Fisher d i s t r i bu t ion  f o r  (8,  (9) i s  given by: 

where k is, a s  before, the  concentration parameter. Note t h a t  the  

densi ty  i s  symmetrical around 8 = 0.  I f  we wish the  modal vector OA 

t o  l i e  along an a rb i t r a ry  vector,  t he  description of the density i s  

much more complicated and it w i l l  not be wri t ten i n  f u l l .  I f  %he 

d i rec t ion  cosines of the  vectors OA and OP a re  (al,a2,a3) and 
P 

(x1,x2,x3) respect ively ,  the  density per un i t  area is  given by: 



i.e., l i k e  the  von Mises d i s t r ibu t ion ,  it is proportional t o  

exp(k cose).  Fisher suggested t h a t  t h i s  i s  a useful  d i s t r i bu t ion  i n  

the  ea r th  sciences when doing s tud ies  of palaeo-magnetic 'data and 

sedimentary geology. 

1.4. S t a t i s t i c s  associated with the  Fisher d i s t r i bu t ion .  

In  the  next two sect ions  we give some bas ic  estimation 

r e s u l t s  and t e s t s  derived by Fisher and o thers  f o r  the  three  

dimensional case; analogous r e s u l t s  fo r  the  two dimensional case can 

be in fe r red  immediately. Suppose a sample of N u n i t  vectors OPi 

is given on the  surface of a sphere; l e t  ( ~ ~ ~ ~ x ~ ~ ~ x  1 be the  
i 3 

di rec t ion  cosines of the  i - t h  (i = 1, ..., N )  observation. The 

r e su l t an t  (denoted by - R) of the  s e t  of N vectors i s  defined a s  

the  vector with components: 

The length R of the  r e su l t an t  i s  given by 

where - R~ denotes the  transpose of - R . 



The maximum l ike l ihood  es t imate  of  t h e  d i r e c t i o n  of the  

modal vec to r  i s  t h e  d i r e c t i o n  of t h e  r e s u l t a n t .  (Watson, 1956). Let 
A A A A 

OA = ( a  a a  ) denote t h e  maximum l ike l ihood  es t ima te  of t h e  modal 
1, 2' 3 

vector  then have 

A 

The maximum l ike l ihood  es t imate  k of k i s  a funct ion of R ; 

namely, it is  t h e  so lu t ion  of  t h e  equation (Watson, 195612 

The l e f t  hand s i d e  of (1.9) is  a monotonic inc reas ing  funct ion of 

k and i t s  value  changes from 0 t o  1 a s  k runs from 0 t o  - . 
When R/N is near uni ty ,  (1.9) has t h e  approximate s o l u t i o n  

A N k = -  
N - R  

The accuracy of (1.10) i s  s u f f i c i e n t  f o r  p r a c t i c a l  purposes (Watson, 

1956 ) , f o r  k > 3 . 
When t h e  modal vector  i s  known, t h e  maximum l ikel ihood 
A 

es t imate  k of  k s a t i s f i e s  the  equation 

N 
C cos 8; 



where 0 is the angle between the i-th observed vector OPi and 
i 

the modal vector, and X is the projection of R on the modal vector. - 
A 

Thus here k is given approximately by: 

1.5. Tests of significance for the Fisher distribution. 

Practical application of Fisher's distribution is aided 

by a series of significance tests analogous to those in use for the 

normal distribution. Some of the tests for the modal vector will be 

outlined in this section. More detailed descriptions of these tests, 

and of tests concerning the concentration parameter k , are in 

Watson (1956 ) and Stephens (1962, 1967, 1969) . 
1. Test of a Given Modal Vector. 

This test is used when we wish to test that the modal 

vector is equal to a particular vector A 
-0 ' 

Let X be the length 

of the projection of the resultant on the assumed modal vector A. . 
-0 

The following identifications are made: 

2k(N - X) = dispersion of the sample about A . 
-0 

2k(N - R) = dispersion of the sample about - R . 
For large k , Watson (1956) showed that 2k (N - X) and 2k (N - R) 

are distributed approximately as 
2 2 
'2~ and '2(N - 1) respectively. 

By analogy with the identity in normal samples 



we w r i t e  

and t h e r e f o r e  t h e  q u o t i e n t  

w i l l  have t h e  F - d i s t r i b u t i o n  wi th  2  and 2(N - 1) degrees  of  freedom. 

The n u l l  hypo thes i s  is  r e j e c t e d  i f  t h e  s t a t i s t i c  i s  l a r g e r  t han  t h e  

percentage  p o i n t  cor responding  t o  t h e  F - d i s t r i b u t i o n  w i t h  2  and 

2(N - 1) degrees  o f  freedom, a t  t h e  a p p r o p r i a t e  s i g n i f i c a n c e  l e v e l .  

Thus, i n t u i t i v e l y ,  i f  t h e  d i r e c t i o n  of  g i s  very  d i f f e r e n t  from 

t h a t  o f  A we w i l l  o b t a i n  a  small X which i n  t u r n  w i l l  produce 
0 

a  l a r g e  t e s t  s t a t i s t i c  l e a d i n g  t o  t h e  r e j e c t i o n  o f  t h e  n u l l  hypothes is .  

2. Comparison o f  two modal v e c t o r s .  

Suppose t h a t  samples of s i z e  N1 and N2 a r e  drawn from 

two popu la t ions  and t h a t  a  t e s t  i s  t o  b e  made t h a t  t h e i r  modal v e c t o r s  

a r e  i d e n t i c a l .  Le t  R and R2 denote t h e  l eng th  of  t h e  r e s u l t a n t s  
1 

of t h e  f i r e s t  and second samples r e s p e c t i v e l y ,  and a s  b e f o r e  l e t  R be  t h e  



l eng th  of t h e  t o t a l  r e s u l t a n t .  Assuming t h a t  bo th  

popu la t ions  have equa l  v a l u e s  of k , w e  may w r i t e  

where 2k(N-R), 2k(N -R ) and 2k(N -R ) are d i s t r i b u t e d  
1 1  2 2 %  

approximately as x 2 2 2 
2(N-1) ' ' 2 ( ~  -1) and ' 2 ( ~ ~ - 1 )  r e s p e c t i v e l y .  

1 

The p a r a l l e l  X 2  i d e n t i t y  i s  t h e r e f o r e  

This  sugges ts  t h a t  

I L z = 
N-R -R 73 F 

1 2  
2,2(N-2) . 

The s ta t i s t ic  i n  (1.18) h a s  an  immediate i n t u i t i v e  

i n t e r p r e t a t i o n ;  i f  t h e  mean v e c t o r s  are very  d i f f e r e n t ,  R + R2 w i l l  
1 

b e  much g r e a t e r  t han  R and t h e  l e f t  hand s i d e  o f  (1.18) w i l l  b e  

l a rge .  Hence t h e  hypo thes i s  w i l l  b e  r e j e c t e d  f o r  l a r g e  Z . There 

i s  a n a t u r a l  ex t ens ion  t o  more than  two samples, which w i l l  b e  

t r e a t e d  i n  t h e  n e x t  c h a p t e r  f o r  p dimensions. 



The von Mises distribution in p-dimensions. 

2.1. The von Mises and Fisher distribution extended to p-dimensions. 

The extension of the von Mises and Fisher distributions to 

higher dimensions was made by Stephens (1962). This extension is 

sometimes referred to as the von Mises distribution in p-dimensions. 

The theory of this distribution is as follows, taken largely from 

Stephens (1962) . 
Suppose an observation in p-dimensions is recorded by a unit 

vector OP starting at the centre 0 and finishing at P , on the 

surface of a hypersphere of radius one. Let - x be the vector OP , 

and suppose x has components: 

It is convenient to transform the vector 5 into polar coordinates; 

these are defined by the radius r (here r Z l), and by angles Bi t  

components of 

where 

* 



X = cos 0 
1 1 

P-1 
x = H s i n  0 

P i=l i 

The von Mises d e n s i t y , f o r  P i n  p-dimensions o r  

equivalent ly  of  OP i s  given by: 

•’,(el, e2,. . . I O P - 1  ) = C (k) exp(kcos 0 ) ~ i n ' - ~ 0  * - s i n  0 
P 1 1 2 P-2 

(2.1) 

where 0 I Oi I a , i = 1 , p - 2  ; 0 5 8 5 2a and k > 0 . 
P-1 

The constant  term is  given by: 

h 
C (k) = when k # 0 
P I 

(PP-1)  
(k)  ( 2 ~ )  p/2 

where I (k) denotes t h e  imaginary Bessel  funct ion of order  m 
(m) 

and argument k . When p i s  odd, Cp(k) can be w r i t t e n  a s  a 

funct ion of s inh(k)  and cosh(k1. 

This densi ty  funct ion represen t s  a d i s t r i b u t i o n  of vectors  

symmetrical about t h e  modal vector  OA , which l i e s  along 0 = 0 . 1 

The genera l  dens i ty  funct ion f o r  t h e  mode ly ing  along an a r b i t r a r y  

vector  i s  very complicated. The constant  k is ,  again ,  a 
C 

concentra t ion parameter; f o r  l a r g e  k , t h e  vec to r s  a r e  t i g h t l y  



clustered about OA , and for k = 0 , the distribution is uniform 

over the surface of the hypersphere. 

The extension of the von Mises distribution to p-dimensions 

permits its use in much more general situations, for example the 

analysis of any type of data that can be represented as unit vectors 

on a hypersphere clustered around a constant vector. In this thesis 

we propose to use the distribution for data which can be represented 

by such a cluster of unit vectors. For these vectors k will be large, 

and we now investigate properties of the distribution for this case. 

2.2. Properties of the distribution when k is large. 

Let v be a unit vector with coordinates (x1,x2,-..,x 1 ,  - P 

and with polar coordinates (81,82,...,8 ) and r = 1 . 
P-1 

If the modal vector is along the North pole, x is the 
1 

component of - v on the modal vector and el is the angle bdtween 

v and the modal vector. For large k , the vectors are tightly - 

clustered around the modal vector, and hence there is a high 

2 
probability of small el . So cos 8 x 1 - /2 and sin 

1 

The density of 8 becomes: 
1 

2 
f (€I1) a c exp (k) exp (-kO1 /2) 8y-2 , 0 5 el 9 ll . ( 1  (2.2) 

The quantity kO12 has approximately a chi-squared distribution with 

p-1 degrees of freedom, i.e. : 



Since cos 8 = x , t h i s  may be wri t ten 
1 1  

Because of t he  symmetry around the  cen t ra l  vector,  the  other  coordinates 

x , j L 2 , have iden t i ca l  normal d i s t r ibu t ions :  
j 

2 . 3 .  Notation f o r  a sample. 

There w i l l  f requently be cases where there  a r e  several  

samples of t h e  u n i t  vectors,  so we f i r s t  give t he  notat ion f o r  a 

sample. 

Suppose a sample of N un i t  vectors cons i s t s  of vectors 

OPi = v , i = 1,. . . ,N ;  a typical  vector v has components -i -i 

( x i I x i 2 . . , x  ) and i t s  polar coordinates a re  (8 
i p  

il I ei2 I - - I ei (p-l) 1 

The r e su l t an t  (denoted by - R) of the  s e t  of N vectors 

has components 

*The length of the  resu l tan t  i s  given by 



2.4. Estimates of k and of the modal vector. 

The maximum l ikel ihood estimator of the  concentration 

parameter k is  given by the  equation 

fo r  k l a rge  t h i s  equation becomes 

I f  the  modal vector OA is known, R is replaced by X , 

the  component of R on OA . The maximum l ikel ihood estimator of OA i s  - 

the d i rec t ion  of R a s  described i n  Section 1.4 f o r  three  dimensions. - 
2.5. Dis t r ibut ions  of s t a t i s t i c s  derived from a s ing le  sample. 

I n  t h i s  sec t ion  we invest igate  some d i s t r i bu t ions  of 

sample s t a t i s t i c s ,  f o r  l a rge  k . For a typ ica l  vector OPi = xi 
a s  shown below, l e t  €Ii be the  angle between OPi and OA , t he  

modal vector,  and l e t  4 i be the  angle between OPi and the  

resu l tan t  R , which estimates OA. - 



Diagram of ~owulation and sam~le vectors. 

Figure 2.1 shows a vector v , the modal vector OA and the 
-i 

resultant - R . Let distance OS1 = N along OA, and let X = OS be 
2 

the projection of R on OA and let 0S3 be the same length as 2 . - 
Then clearly N-X = S S and N-R = S S and both these quantities 

1 2  1 3' 

are measures of the dispersion of the set of vectors. For large k , 

we have from (2.4) 



Further, x = C x x ~ ( 0 ,  ~/k), for j = 2,. . . ,p, from (2.5) . 
j i=1 ij 

2 2 
Hence X x N  x1 /k (j = 2, ...,p) and 

j 

2 Since R FJ X r~ N , this becomes 2k(R-XI a x ~ - ~  . Watson's identity is 

corresponding to: 

This leads to the approximation for the statistic 
z1 ' 

- (N-1) (R-X) 
z1 - (N-R) (P-1) , (p-1) (N-1) 

This result can be put in terms of the angles €Ii and ; we have 
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the  f i r s t  equation comes from (2.7) and the  second from (2.9); these 

a r e  comparable i n  normal theory (with a = 1) t o  

- 2 -  2 and Bi (xi-x) - XN-l i ri(xi-v) = xN 

i n  each case the  second expression replaces the  mean by its estimate, 

2 
and there  i s  a corresponding drop i n  degrees of freedom of x . 
Z1 i s  used i n  t e s t i ng  t h a t  a given A. i s  the  modal vector,  

analogous t o  the  t e s t  i n  Section 1.5. The l e f t  hand s ide  of (2.10) i s  

calculated a s  the  t e s t  s t a t i s t i c  and compared with the  F-distr ibution 

with (p-1) and (p-1)(N-1) degrees of freedom. Large values w i l l  lead 

t o  r e j ec t i ng  the  given A. as  the  modal vector. 

2.6. Notation f o r  several  samples. 

When several  samples of un i t  vectors a r e  given, questions 

might a r i s e  whether they have the  same modal vectors ,  same con- 

centra t ion parameters, e t c .  Let the  i - t h  group (i = 1,2 ,  ...,q ) 

have modal vector OAi , and concentration parameter ki . Let 

X i j  1 j = 1, ..., Ni , be the  s e t  of u n i t  vectors i n  the  i - t h  group, 

so t h a t  Ni is the  number of vectors i n  the  group, and l e t  R be i 

the length of the  r e su l t an t  vector Ei of the  group. Let N = C . N .  
1 1 ,  

and l e t  R be the  length of the  r e su l t an t  R of a l l  the  vectors 

t r ea t ed  a s  one large group. 



2.7. Comparison o f  s e v e r a l  modal vec to r s .  

Suppose q d i f f e r e n t  groups (samples) o f  u n i t  v e c t o r s  are 

given and w e  wish t o  t e s t  whether a l l  t h e  samples come from popula t ions  

wi th  t h e  same modal vec to r ,  assuming they  have t h e  same value  o f  k . 
The fo l lowing r e s u l t s  come from (2.9); 

and 

We w r i t e  t h e  i d e n t i t y  

2k(N-R) = 2k(N -R ) + 2k(N -R ) + ... + 2k(N -R ) + 2k(R +R +...+ R -R) 
1 1  2 2 '3 q 1 2  9 

and, aga in  by analogy wi th  t h e  a n a l y s i s  of  va r i ance  we o b t a i n  

hence t h e  q u o t i e n t  
F 



w i l l  have approximately t h e  F d i s t r i b u t i o n  wi th  (p-1) (q-1) and . 

(p-1)(N-q) degrees of freedom. Therefore t o  t e s t  whether t h e  

d i f f e r e n t  groups have t h e  same modal vec to r ,  t h e  s t a t i s t i c  Z 2  i s  

c a l c u l a t e d  and compared wi th  t h i s  F d i s t r i b u t i o n .  Large values  of  

Z2 w i l l  b e  s i g n i f i c a n t ,  i n d i c a t i n g  t h a t  t h e  R v e c t o r s  p o i n t  i n  
-i 

d i f f e r e n t  d i r e c t i o n s .  

The above a n a l y s i s  is e s s e n t i a l l y  a  one-way Analysis  of  

Variance which can be s e t  up i n  t h e  usual  t a b u l a r  form; 

Table 2.1 

ANOVA t a b l e  i n  terms o f  r e s u l t a n t s .  

I Sumof square* I d.f . I test  I 
Between groups C . R. -R 

1 1  

Note t h a t  throught  t h e  t a b l e ,  2k has  been omit ted before  

t h e  terms under "Sum of Squares"; s ince  only r a t i o s  w i l l  b e  used f o r  

t e s t s ,  t h i s  does n o t  a f f e c t  t h e  ca lcu la t ions .  This  i s  analogous t o  

Within groups N-CiRi 

To ta l  N-R 

L 
omi t t ing  0 throughout an ANOVA t a b l e .  

* 

(p-1) (q-1) 

(p-1) (N-q) 

(p-1) (N-1 )  

' 2 



2.8. Examoles of ANOVA f o r  r e s u l t a n t s .  

I n  t h e  f i r s t  set (Table A.1.1, found i n  Appendix 1) we have 

the hours of  time spent  i n  e i g h t  d i f f e r e n t  a c t i v i t i e s  by 130 s tuden t s  

of Simon Frase r  Universi ty.  The d a t a  were requested f o r  one day only  

and do not  r epresen t  t h e  o v e r a l l  a c t i v i t y  p a t t e r n .  However, it i s  used 

here a s  an i l l u s t r a t i o n  of  t h e  general  methodology. 

An a c t i v i t y  p a t t e r n  i s  converted t o  a u n i t  vec to r  a s  follows. 

The hours a r e  f i r s t  converted t o  proport ions p f o r  t h e  i - t h  a c t i v i t y  
i 

and then x = i s  t h e  i - t h  component of t h e  u n i t  vector .  
i 

Analysis 

1. We f i r s t  examine whether the re  a r e  d i f fe rences  i n  a c t i v i t y  p a t t e r n s  

due t o  t h e  sex  of t h e  s tudents .  The da ta  i s  s p l i t  i n t o  two groups; 

Group 1 f o r  women and Group 2 f o r  men. The t o t a l  r e s u l t a n t  R f o r  

t h e  130 s tuden t s  i s  117.1987; o t h e r  r e s u l t s  a r e  shown i n  Table 2.2. 

The test  s t a t i s t i c  
Z2  

i s  l e s s  than 1 s o  we do no t  r e j e c t  t h e  

hypothesis t h a t  t h e r e  is no d i f fe rence  i n  a c t i v i t y  p a t t e r n  between t h e  

sexes. Whenever Z is g r e a t e r  than 1, t h e  s t a t i s t i c  i s  converted t o  
2 

a standard normal v a r i a b l e .  Several  t ransformations have been examined 

i n  d e t a i l  i n  Appendix 2 o f  t h i s  t h e s i s .  The t h r e e  most accura te  a r e  

those of Pe ize r  and P r a t t  (1968), Car te r  (1947) and Paulson (1942) . 

2. The a c t i v i t y  p a t t e r n s  were next  examined according t o  t h e  age 

of  t h e  s tudents .  The r e s u l t s  a r e  i n  Table 2.3. 

F 



Table 2.2 

R e s ~ l t s  f o r  t e s t  between sexes. 
6 1 A I I Group Sex 

Ni 
k 

1 Female 56 35.664 50.5041 

I 2 Male 74 35.744 66.7540 

I Sum of  squares  

Between groups C.R.-R = 0.0601 
13. 

7 

To ta l  N-R = 12.8013 903 

Table 2.3 

Resul ts  f o r  t e s t  between age groups. 
t 

. - 1 Group Age 
i ki i I 

I less than 21 47 36.2069 
42-4567 I 

I 3 more than 25 22 38.1845 19.9835 1 
ANOVA Table 

Sum of Squares 

I Tota l  N-R = 12.8013 

Tes t  S t a t i s t i c  

I 



The t e s t  s t a t i s t i c  is 2.2931 with 14 and 889 degrees of 

freedom, and the  corresponding Z-score i s  2.6241 (Peizer and P r a t t ) ,  

2.6265 (Carter) o r  2.6173 ( ~ a u l s o n ) ,  A t  the  .05 l eve l  of s ignif icance,  

we r e j e c t  the  n u l l  hypothesis t h a t  the  students i n  t he  d i f f e r e n t  

age groups have s imi la r  a c t i v i t y  pa t te rns .  

2.9. One way ANOVA f o r  angles. 

Watson's one-way ANOVA leads  t o  a t e s t  based on the  group 

resu l tan ts  and t o t a l  r e su l t an t ,  a s  described above. W e  now show the  

analogous t e s t  based d i r e c t l y  on t he  angles between the  group 

resu l tan ts  and the  vectors  i n  the  corresponding groups, and between 

' the  vectors and the  t o t a l  r e su l t an t .  

Let N be t he  t o t a l  number of u n i t  vectors OPi ( i  = l,...,N 1 

s t a r t i n g  a t  the  centre  and f in i sh ing  on the  surface of a p-dimensional 

hypersphere. Let q be t he  number of groups i n  which the  vectors 

a re  s p l i t .  Let v be t h e  jth vecCor i n  group i , l e t  m i j  
- i j  

denote the  angle between the  t o t a l  r e su l t an t  R and - i j  v and 

let 
denote the  angle between vi j  and the  r e su l t an t  Iti 

of the  i - t h  group. When k i s  la rge ,  m i  j 
and a a r e  very 

i j  
2 

small, and so,  using the  approximations a M 2 ( 1  - cos a ) and i j  i j  

2 ' i j  x 2(1  - cos $I ) , we obtain  
i j 

and C 



2  2  
Z i j - a  a 2 Z  (cosa ij ij - cos t$ ) 

1 3  i j ij 

As Eij cos 4 is the sum of projections of all N vectors on ij 

their resultant and Z .  cos aij is the sum of the projections of 
3 

the vectors in the i-th group on the resultant of the i-th group, 

it follows that, . 

and 

C. cos a = Ri , i = 1, ...,q . 
3 ij 

Substituting these results in 

We obtain 



2k C..(cos 8 - cos a i j )  = 2 k 3 j  
2 2 2 

11 i j  ( 0  j/2-a j/2) " x (p-l) (q-ll 

Then Watson's t e s t  s t a t i s t i c  

becomes, in  terms of angles, 

1 Z2 w i l l  therefore have an F-distribution with p - 1 - 1  and 

(p-l)(N-q) degrees of freedom. The null hypothesis that  the q 

modal vectors are equal is  rejected i f  the t e s t  s t a t i s t i c  F i s  

greater than the percentage point of the F-distribution with 

(p-1) (q-1) and (p-1) (N-q) degrees of freedom, a t  the appropriate 

significance level. In terms of angles, the ANOVA table i s  shown i n  

Table 2.4. 



Table 2.4 

ANOVA t a b l e  i n  terms of angles.  

2.10. Examples f o r  one way ANOVA with angles.  

The following examples w i l l  i l l u s t r a t e  t h e  one way ANOVA 

f o r  angles.  The groups compared a r e  t h e  same a s  i n  Section 2.8 s o  

t h a t  both r e s u l t s  may be compared. 

Sum of Squares 

2 2 
Between groups E . . ( 4  - a 

13 i j 

a 2 
Within groups Ei ij 

Total  2 
"j "j 

1. The one way ANOVA t a b l e  f o r  angles t o  test  f o r  d i f fe rence  between 

women and men i s  shown i n  Table 2.5. 

Table 2.5 

d.f. 

(p-1) (q-1) 

(p-1) (N-q) 

(p-1) (N-1)  

ANOVA t a b l e  f o r  d i f ference  between sexes. 

test  

1 
2 

Sum of Squares 

2 Between groups C . . ($2i j-a j)  = . -1256 
17 

Error  
2 

C .  . a  = 26.1101 
17 i j  

Tota l  
2 zijm i j  = 26.2357 

P 

d.f .  

7 

896 

903 

t e s t  

2: = .6161 



The t e s t  s t a t i s t i c  i s  .6161 with 7 and 896 degrees of 

freedom. The corresponding normal score i s  -0.6523 (Peizer and 

P ra t t )  , -0.6492 (Carter) , o r  -0.6579 (Paulson) . A t  t h e  .05 l e v e l  

of s ignif icance,  we do not r e j e c t  the  nu l l  hypothesis t h a t  women 

and men spend the  time i n  a s imilar  way. 

2. The one way ANOVA f o r  angles t o  t e s t  f o r  di f ference between the  

th ree  age groups is  given i n  Table 2.6. 

Table 2.6 

c. 
Between groups E .  .(+Cij-a i j )  = 9 4 3  I 14 (z; = 2.3686 

11 

ANOVA t a b l e  of difference between age groups. 

Error  C .  . a  
2 

1 3  i j  
= 25.2923 1 889 1 

t e s t  

, 
Sum of Squares 

9 

The t e s t  s t a t i s t i c  2; is 2.3686 with 14 and 889 degrees 

d.f.  

Total 
2 z .  - 4  i j  = 26.2357 

1 3  

of freedom. The corresponding normal score i s  2.7310 (Peizer and 

P ra t t )  , 2.7410 (Carter)  , o r  2.7286 (Paulson) . A t  the  .05 l eve l  

of s ignif icance we r e j e c t  the  nu l l  hypothesis t h a t  the  students i n  the  

d i f f e r en t  age groups have the  same a c t i v i t y  pat tern .  

903 



2.11. Two way ANOVA. 

In the above, the sample was classified into groups by one 

criterion, and a one-way ANOVA made to examine whether activity 

patterns differ between groups. This analysis will now be extended 

to classification by two criteria. Suppose the sample items are 

classified in two ways, by classification 1 with I groups and 

classification 2 with J groups. If a sample item (for illustration, 

a student) falls into group i of classification 1 and group j of 

classification 2, the associated vector of activity proportions will 

be placed in cell (i, j) in row i , column j , of a two way table. 

Extending our previous notation, we write v for the k-th vector 
-ijk 

in cell i ,  1 .  Let Nij be the number of vectors in cell (i, j) and 

let Rij 
be the length of the resultant in this cell. Let Ri. be 

the length of the resultant of all vectors in row i , i.e., of all 

items in group i of the first classification and similarly let R 
-1 

be the resultant of all vectors in column j . Suppose the total 

resultant has length Re.; a table may be constructed as in Table 2.7. 



Table 2.7 

Resultants for two-way classification. 

Classification 2 

Classification 1 
(rows) 

The following can be written 

2k(N - Re.) = 2k[(Nll - Rll) + (N12 - R12) + - -  + (NIJ - RIJ)I + ' * '  

+ 2k[(N11 - RI1) + (R12 - R12) + -. + (NIJ - RIJ) 1 

+ 2k[(Rll + R + ... + R - R1.) + (R21 + R + - a -  

12 1 J 22 + R 2 ~  - R2.) 

+ ... + + R12 + . .. + R - RI.)l + 2k(R1. + R + + 5. - Ram)- I J 2 

The results obtained in equations (2.8) and (2.9) now give 

@ 



and 

We o b t a i n  

2.12. T e s t  f o r  no d i f f e r e n c e  between rows. 

The above a p p r o x i m a t i o n s  can  b e  used ,  as b e f o r e  f o r  t h e  

one  way ANOVA, t o  g i v e  tests f o r  t h e  d i f f e r e n c e  between rows or 

between columns w i t h i n  rows. Thus t h e  a n a l y s i s  w i l l  be similar 
t 

t o  what is  u s u a l l y  c a l l e d  a n e s t e d  a n a l y s i s  o f  v a r i a n c e .  



Under t h e  n u l l  hypothes is  that t h e r e  is no d i f fe rence  

between rows, t h e  quo t i en t  

has  an F-d i s t r ibu t ion  wi th  1 I -  and (p-1) (N- I J )  degrees o f  

freedom. The n u l l  hypothesis  is r e j e c t e d  if z3 is  g r e a t e r  than t h e  

percentage p o i n t  corresponding t o  t h e  P d i s t r i b u t i o n  a t  t h e  chosen l e v e l  

o f  s i g n i f i c a n c e  a . 
The q u o t i e n t  

has an F-d i s t r ibu t ion  with (-1) (-1) and - 1  ( 1  degrees of 

freedom. The n u l l  hypothesis  t h a t  there i s  no d i f fe rence  between t h e  

columns wi th in  row i should be r e j e c t e d  f o r  l a r g e  values of  Zqi . 
With t h e  above ana lys i s ,  it i s  not  poss ib le  i n  t h e  same t a b l e  

t o  decide i f  t h e r e  i s  an o v e r a l l  d i f f e rence  between columns. I f  t h i s  

i s  t o  be  examined, the  nes ted  layout  i s  s e t  up again ,  b u t  wi th  

t h e  rows nested wi th in  columns. Then t h e  d i f fe rence  between rows 

wi th in  columns, and the  d i f fe rence  between columns themselves, w i l l  

b e  t e s t e d  with F -d i s t r ibu t ions  analogous t o  t h e  ones described above. 



The two way ANOVA t a b l e  is shown i n  Table 2.8. 

Table 2.8 

Two way ANOVA i n  terms of  r e s u l t a n t s .  

Suin of squares  

Between rows 

Between columns; 

Within row 1 

Within row 2 

Within row I 

E r r o r  

T o t a l  - R.. 

t e s t  

2.13. Examples f o r  two way ANOVA i n  terms of  r e su l t a r l t s .  

When c l a s s i f y i n g  t h e  s tudents  according t o  t h e i r  age (rows) 

and sex  (columns), s i x  c e l l s  a r e  obtained.  The number of s tuden t s  

i n  each c e l l  and t h e  c e l l ,  row and column r e s u l t a n t s  a r e  given 

i n  Table 2.9. 

C 



Table 2.9 

Cell s izes and resultants for classification age-sex. 

Cell sizes 

Sex - 

Females Males I Total . 

Total 

Resultants 

Sex - 

Females Males Total 
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The two way ANOVA table f o r  s ex  wi th in  age i s  g iven  i n  Table 2.10. 

'Table 2.10 

ANOVA table i n  terms o f  r e s u l t a n t s  f o r  s ex  w i t h i n  age. 

Sum of  squa res  

Between ages  

Between sexes  

Within age group 1 

Within age group 2 

Within age group 3 

E r r o r  

To ta l  - R.. = 12.8013 

t e s t  

Using P e i z e r  and P r a t t ' s ,  C a r t e r ' s  and Paulson ' s  formulae, 

we o b t a i n  t h e  fo l lowing Z-scores f o r  t h e  test  statistics:  

Z3 w 2.6023, 2.6044, 2.5958; Z w -2.5673, -2.5373, -2.5042; 
4 1 

Z rn 0.3704, 0.3549, 0.3705; Z -1.0397, -1.0283, -1.0439. The 
4 2 43 

only  test  s ta t i s t ic  which i s  s i g n i f i c a n t  ( a t  t h e  a = .05 l e v e l )  is  

Z3 . Therefore,  we r e j e c t  t h e  n u l l  hypothesis  t h a t  t h e  d i f f e r e n t  

age groups have a similar a c t i v i t y  p a t t e r n ,  b u t  we do no t  r e j e c t  t h e  

hypothesis  t h a t  t h e r e  i s  a d i f f e r e n c e  between males and females 

wi th in  any o f  t h e  age groups. 
* 



2. I f  we now switch rows and columns, t h e  ANOVA t a b l e  f o r  age 

wi th in  sex  can be const ructed  a s  i n  Table .2.11. 

Table ' 2.11 

ANOVA t a b l e  i n  terms of  r e s u l t a n t s  f o r  age wi th in  sex. 

Sum of  squares 

Between sexes 1 .R 3 l j-R.. = 0.0595 

Between age groups. 

Within females ' iRil 
- R~~ = 0.2230 

Within males r i ~ i 2  - R,2 = 0.3815 

Error  N - CiiRii = 12.1373 

Tota l  - R.. = 12.8013 

The Z-scores (us ing Pe ize r  and P r a t t ' s ,  C a r t e r ' s  and 

Paulson's formulae) a r e  given by: Z3  ,N -0.6735, -0.6610, -0.6791; 

not  s i g n i f i c a n t ;  we do not  r e j e c t  t h e  hypothesis  t h a t  males and 

females have a s i m i l a r  a c t i v i t y  p a t t e r n .  When considering d i f fe rences  

between age groups, only Z42 i s  s i g n i f i c a n t  a t  t h e  a = -05 l e v e l  

of s i g n i f i c a n c e ;  hence, t h e r e  i s  a d i f fe rence  between age groups 

within t h e  males. 

The two way ANOVA gives a breakdown of  t h e  information 

contained i n  t h e  one way ANOVA. I n  Example 2, Section 2.8, we found 



t h a t  the re  was a d i f fe rence  between age groups; t h e  d i f fe rence  was 

narrowed down using t h e  two way ANOVA, and w e  can now see  t h a t  it 

is  mainly due t o  a d i f fe rence  wi th in  t h e  males. 

The two way ANOVA layout  can a l s o  be extended t o  3 o r  

more c l a s s i f i c a t i o n s .  

2.14. The two way ANOVA i n  terms o f  angles.  

It i s  poss ib le  t o  p u t  t h e  above r e s u l t s  again i n  terms of 

angles. 

Let a i j k  
be t h e  angle between vec to r  xijk and t h e  

r e s u l t a n t  R of group i ,  j ;  l e t  (ijk be t h e  angle between 
- i j  

v and fli. , where R is t h e  r e s u l t a n t  of  vectors  
-i jk - i. 

R , = , 2 , . . . , J ;  and l e t  
- i j  

and t h e  t o t a l  r e s u l t a n t  g o o  . 

The t a b l e  analogous t o  

' i jk 
be  t h e  angle between v - i j k  

Table 2.8 i s  Table 2.12. 



Table 2.12 

Two way ANOVA i n  terms o f  angles .  

Sum of squares 

Between rows 

Between columns; 

Within row 1 
2 

- a  'jk(':jk l j k  

Within row 2 

Within row I 
2 2 

- a  1 ' jk(?jk I j k  

E r r o r  5 jkaI  jk 

To ta l  

test 

Tes t s  of  s i g n i f i c a n c e  a r e  made i n  a s i m i l a r  way a s  i n  

equat ions  (2.13) and (-2.14). . 

2.15. Examples f o r  two way ANOVA i n  terms o f  angles.  

The fol lowing examples w i l l  i l l u s t r a t e  t h e  two way ANOVA 

f o r  angles .  The c l a s s i f i c a t i o n  i n t o  c e l l s  i s  t h e  same a s  i n  

Sect ion  2.13 s o  t h a t  t h e  r e s u l t s  may be compared. 



1. The ANOVA t a b l e  i n  terms of angles f o r  t h e  tests corresponding 

t o  t h e  model sex  within age i s  given i n  Table 2.13. 

ANOVA t b b l e  i n  terms of angles f o r  sex  wi th in  age. 

r Sum of squares 

I Between ages 
2 - 2 

'i jk"ijk $ijk) = 0.9434 

( Between sexes 

I - a 2  ) = 0.0290 Within age 1 Z j k  ((Uk 
1 jk 

Within age 2 2 2 - a  ) = 0.3265 
Ljk'42jk 2jk 

- a 2  ) = 0.0953 Within age 3 1 jk((3jk 
3 jk 

L 
Error  

'i jkaijk 
= 24 -8417 

F 

Total  
C; 

5 jkYijk 
= 26.2357 

Test  
S t a t i s t i c  

Pe ize r  and P r a t t ' s ,  C a r t e r ' s  and Paulson's  approximations give 

1 
t h e  following Z-scores f o r  t h e  t e s t  s t a t i s t i c s :  Z w 2.7151, 2.7187, 3 

i s  t h e  only test 

s t a t i s t i c  which i s  s i g n i f i c a n t  (with a = -05) .  Therefore, we r e j e c t  

t h e  n u l l  hypothesis  t h a t  t h e  t h r e e  age groups have a s i m i l a r  a c t i v i t y  

p a t t e r n ,  and we do not  r e j e c t  t h e  hypothesis t h a t  t h e r e  i s  a d i f ference  

between males and females within any of t h e  age groups. 



2. I f  t h e  rows and t h e  columns a r e  switched, t h e  ANOVA t a b l e  f o r  

age wi th in  sex  i s  a s  i n  Table 2.14. 

Table 2.14 

ANOVA'table i q  terms of angles f o r  age wi th in  sex. 

- -- -- 

Sum of squares 

Between sexes 

Between age groups 

Within females 2 
i k  ('ilk 

- a2  = 0.4681 
1 l k  

Within males 2 2 
'ik ('i2k 

- a  ) = 0.8005 
i2k 

Er ro r  2 
'i jkai  jk 

To ta l  

give t h e  

-0.6221, 

test  

Pe ize r  and P r a t t ' s ,  c a r t e r ' s  and Paulson's  approximations 

1 
following Z-scores f o r  t h e  t e s t  s t a t i s t i c s :  Z3 w -0.6246, 

2.1545, 2.1556. The t e s t  s t a t i s t i c  z1 is  not  s i g n i f i c a n t ;  we do 
3 

not  r e j e c t  t h e  n u l l  hypothesis  t h a t  males and females have a s i m i l a r  

a c t i v i t y  p a t t e r n .  When considering d i f fe rences  between age groups, 

only 
1 

'4 2 
i s  s i g n i f i c a n t  a t  t h e  a = .05 l e v e l  of  s ign i f i cance ;  we 

r e j e c t  t h e  n u l l  hypothesis  t h a t  the re  i s  no d i f fe rence  between age 
+ 

groups wi th in  t h e  males. 



The r e s u l t s  given by t h i s  method a r e  e s s e n t i a l l y  t h e  

same ones obta ined wi th  t h e  two way ANOVA f o r  r e s u l t a n t s .  The use  

of  t h e  two way ANOVA f o r  angles  may be p r e f e r r e d  i n  cases  where t h e  

user  f e e l s  more comfortable working wi th  angles,  o r ,  when it is  

poss ib le  t o  g ive  an i n t e r p r e t a t i o n  t o  angles  i n  p-dimensions. 

The a n a l y s i s  descr ibed s o  f a r  assumes t h a t  t h e  observat ions  

s a t i s f y  t h e  p-dimensional von Mises d i s t r i b u t i o n .  I n  o rde r  t o  test  

whether t h e  d a t a  comes from such a populat ion we use  t h e  d i s t r i b u t i o n a l  

r e s u l t s  descr ibed i n  Sect ion  (2. 2 1 .  The important  two r e s u l t s  a r e  t h e  

d i s t r i b u t i o n  of t h e  angle  between a t y p i c a l  vec to r  and t h e  modal 

vector ,  and t h e  d i s t r i b u t i o n  o f  the component of  a t y p i c a l  vec to r  a t  

r i g h t  angles  t o  t h e  modal vector .  The d i s t r i b u t i o n  o f  8 i s  given 1 

by 

f(O1) = C exp(k cos  8 ) s i n  P-2 1 O C : O 1 5 ~ .  
(2.15) 

Since t h e  modal vec to r  is  not  p r e c i s e l y  known, must be 

est imated by , t h e  angle  between a t y p i c a l  vec to r  and t h e  

r e s u l t a n t  - R o f  t h e  sample. The goodness of  f i t  t e s t  i s  then i n  two 

p a r t s :  ( a )  The set of  angles  i s  t e s t e d  t o  come from the 

populat ion (-2.15) us ing t h e  usual  Pearson X 2  test. (b) The (2.15) 

components a t  r i g h t  angles  t o  t h e  r e s u l t a n t  vector  a r e  t e s t e d  t o  

be  un i fo rmpn  t h e  hypersphere of  dimension p-1, us ing  t h e  Rayleigh 

t e s t  f o r  uniformity,  descr ibed f o r  example, i n  Watson (1956) o r  i n  



39 

a recen t  survey of such tests  by P r e n t i c e  (1978). For a t y p i c a l  

sample, l e t  R , t h e  r e s u l t a n t  of  the N vec to r s ,  be def ined a s  - 
before: R = C v and R b e  t h e  length  o f  the r e s u l t a n t .  Then - i- i 

u = R/R is  t h e  u n i t  vec to r  along R . For a t y p i c a l  u n i t  vec to r  - - 

v , t h e  component along R is 
-i - 

- and the  component a t  r i g h t  ang les  t o '  R i s  xi - xi-pi. - 

The new vec to r s  , i = 1 , .  N a r e  such t h a t  

x i o  R = 0; t h i s  g ives  a u s e f u l  check on computer c a l c u l a t i o n s .  

These vec to r s  l i e  on t h e  (p-1) dimensional subspace S which i s  
P-1 

orthogonal t o  - R . The Rayleigh test  examines whether t h e  d i r e c t i o n s  

of these  vec to r s  a r e  uniform over  t h e  (p-1)-dimensional hypersphere, 

s o  t h a t  they must f i r s t  be transformed i n t o  vec to r s  of  u n i t  length  

u y ,  i = l , . . , N ,  where 
'i 

is  t h e  length  of  y . The 
-i -i 

r e s u l t a n t  of  t h i s  set o f  u n i t  vec to r s  is T = C.u ; l e t  T be - 1- i 

t h e  length  o f  T . On t h e  n u l l  hypothesis  of  uniformity,  t h e  t e s t  - 
s t a t i s t i c  

i s  asymptot ica l ly  d i s t r i b u t e d  a s  X2 with  p-1 degrees o f  freedom. 

Therefore, .the n u l l  hypothes is  t h a t  t h e  vec to r s  ( ~ 2  a r e  uniformly 



dis t r ibu ted  over the  surface of the  (p-1)-dimensional hypersphere is 

2 
re jec ted  i f  Z i s  la rger  than x (a) . ' 

P-1 

The above two t e s t s ,  t he  X 2  t e s t  f o r  the  d i s t r i bu t ion  f o r  

, and the  Rayleigh t e s t  f o r  t he  component a t  r i g h t  angles t o  the  

resu l tan t ,  together provide a good omnibus t e s t  t h a t  the  vectors 

come from the von Mises d i s t r ibu t ion .  

This two-part d i s t r i bu t iona l  t e s t  i s  applied t o  each c e l l  

of the  two-way analysis  of variance t ab l e  described i n  Section 2.11.  

This is analogous t o  applying the  t e s t  f o r  normality i n  the usual 

two way analysis  of variance table .  

2.17. Examples. 

In  Table 2.15 we give the  t e s t  s t a t i s t i c s  f o r  the  Pearson's 

2 x t e s t  on the  s e t  of angles and f o r  Rayleigh's t e s t  on the  

components a t  r i g h t  angles t o  the  resu l tan t .  Both t e s t s  were done 

f o r  each one of the c e l l s  obtained when c lass i fy ing  the  students 

according t o  t h e i r  age and sex. 

The t e s t s  f o r  a re  not s i gn i f i can t  a t  a = .l; the  Rayleigh 

t e s t  s t a t i s t i c s  a re  extremely small ( s ign i f ican t  i n  the  lower t a i l ) .  The 

r e s u l t s  suggest t h a t  the  d i s t r i bu t iona l  assumptions f o r  8 are  
1 

sa t i s fac tory ,  but it appears t h a t  t he  components around the estimated 

modal vector are  more regular than expected, o r  e l s e  in  groups which 

cancel each other  and produce a very small resul tant .  This may be due, 

a t  l e a s t  i n  p a r t ,  t o  the  f a c t  t h a t  the  modal vector i s  estimated and 

"too good" p f i t  i s  obtained. Watson has refered t o  t he  robustness of 



t h e  methods and concludes t h a t  f o r  l a r g e  k they appear t o  be  

robust .  I n t u i t i v e l y  a very small  value o f .  Z i s  l e s s  worrying 

than a very l a r g e  one; b u t  t h e  sub jec t  needs f u r t h e r  examination. 

Table 2.15 

Goodness of f i t  f o r  c l a s s i f i c a t i o n  age-sex. , 

C e l l  Pearson's  x 2 
d.f .  Rayleigh's  test  d . f .  

2.18. Tes t  f o r  cons tant  k . 

In  t h e  d i f f e r e n t  methods of a n a l y s i s  shown i n  t h e  previous 

s e c t i o n s ,  t h e  concentrat ion parameter k i s  assumed t o  be constant  

over a l l  t h e  c e l l s  i n  t h e  t a b l e ;  t h i s  is  analogous t o  t h e  assumption 

of  cons tant  var iance  i n  t h e  usual  a n a l y s i s  of variance.  The n u l l  

2 
hypothesis  0 = 022 = 

1 
. . . = 0 i s  usua l ly  t e s t e d  using 

9 

B a r t l e t t ' s  t e s t ;  i n  t h i s  sec t ion  we w i l l  desc r ibe  B a r t l e t t ' s  test 

and then show an adaptat ion t h a t  can be used t o  t e s t  the  n u l l  

hypothesis  k = k  = .  ..k . 1 2 9 



In using Bartlett's test we first calculate the joint 

2 
estimate s2 = Z.V.~. /P,v. , where 

i 
'is the estimate of the 

1 1 1  1 1  

variance in the i-th sample and v is its degrees of freedom. The 
i 

test statistic is then: 

where 

Pi(l/vi) - l/v 
C = l +  and v = C v  . 

3 (q-1) i i 

For values of v of 5 or more the distribution of B is 
i 

approximately X2 with q-1 degrees of freedom. Hence we would 

reject the hypothesis o = o = 1 2 
... = d if the value of B 

9 

were greater than 
2 

x where a is the chosen significance 

level. The quantity 1/C is less than one since C is always 

greater than one; hence, if the value of B is not significant 

when C = 1, it is unnecessary to include the term 1/C . 

The test statistic B is a function of v and Si; 

the sample variances 
'i 

are such that S i t i  , (i. e., 

a chi-square variable divided by its degrees of freedom). From 

Section 2.7 we have 

2 
2k(Ni - Ri) X ( ~ ~ - 1 )  , i = I,.. .,q . 



Replacing Si by 2k (Ni - Ri) /(p-1) (Ni-1) and v by (p-11 (Ni-1) 
i 

in equation 2.16, we obtain 

1 
N-C R N . -Ri 

i i) 
B = - {v Cn( 1 

C 
- C v tn(- 

v i i v 11 , 
i 

where 

v = (Ni-l) (p-1) i and v = C i v i = (N-q) (p-1) . 

Therefore, as in the test for the equality of variances, the 

null hypothesis 

statistic B is 

of significance. 

k = k = ... = k will be rejected if the test 
1 2 q 

greater than 
2 
Xq-l 

a where a is the chosen level 

Example. In Section 2.13 we had classified the students 
n 

according to their age and sex, the k values for the six cells are 

given in Table 2.16. 

Table 2.16 

A 

k values for age and sex 

Age 

Sex 
Females 36.1655 37.1720 39.4926 

Males 36.4224 38.4809 38.8098 
* 

F 



The t e s t  s t a t i s t i c  B is equal to  1.7103, which is not 

significant when compared with x2 the hypothesis of equality of 
5 ' 

A 

the k values i s  not rejected. In th i s  case, the values of k 

are very similar and the t e s t i s  almost not necessary; however, it 

gives an i l lus t ra t ion of the method. 



CHAPTER 3 

Clustering.  

3.1. Introduction.  

C lus te r ing  techniques can be he lp fu l  i n  t h e  a n a l y s i s  of  

p-dimensional u n i t  vectors .  I n  t h i s  chapter  we p resen t  a method of 

c l u s t e r i n g  u n i t  vectors  which can be  performed r a t h e r  quickly  

without t h e  use of  a computer. The method i s  based on t h e  d o t  products  

between p a i r s  of ind iv idua l s ,  which i s  a n a t u r a l  s i m i l a r i t y  measure 

f o r  u n i t  vectors .  

The b a s i c  problem is a s  follows. Given a sample of  N 

sub jec t s ,  f o r  each of which p va r iab les  a r e  measured, a c l a s s i f i c a t i o n  

scheme i s  t o  be devised f o r  grouping the  sub jec t s  i n t o  g c l a s s e s  such 

t h a t  t h e  members of  any one c l a s s  a r e  s i m i l a r  t o  each other .  

3.2. Distance Function. 

The d i s t ance  between t h e  u n i t  vectors  x i  = OPi and 

v = OP w i l l  be t h e  metr ic  defined by: - j j 

d ( x i ,  v 1 = 0 where €Iij i s  t h e  smaller  angle between v.and v . .  
- j i j '  -1 -3 

Since t h e  hypersphere has  rad ius  1, 
ei 

i s  a l s o  t h e  s h o r t e s t  (Euclidean) 

d i s t ance  between t h e  two p o i n t s  P and P on' the  surface  of  the  
i j 

hypersphere, and t h i s  angle is a distance.  
* 



The i - t h  and j - t h  i n d i v i d u a l s  a r e  ass igned  t o  the same 

c l u s t e r  (i.e., v and v a r e  s i m i l a r )  i f  t h e  d i s t a n c e  between t h e  
-i - j 

u n i t  v e c t o r s  v and v is " s u f f i c i e n t l y  small1' and t o  d i f f e r e n t  
-i - j 

c l u s t e r s  i f  t h e  d i s t a n c e  between t h e  p a i r  o f  p o i n t s  i s  " s u f f i c i e n t l y  

large".  

3 .3 .  S i m i l a r i t y .  

A s  a complement t o  the n o t i o n  o f  d i s t a n c e  between. v and 
-i 

v , t h e r e  i s  t h e  i d e a  o f  s i m i l a r i t y  between t h e  two u n i t  v e c t o r s .  A - j 
non-negative real va lued  f u n c t i o n  S ( v i ,  v ) = S is  a s i m i l a r i t y  

- j i j  

measure i f :  

(b)  S ( v i I  v ) = 1  i f  a n d o n l y i f  v = v  ; 
- j  -i - j  

Let  v v b e  t h e  d o t  product  between v and v ; t hen  
-i - j  -i -1 

There i s  a d i r e c t  one t o  one correspondence between t h e  

d i s t a n c e  m e t r i c  given by 'i j 
and t h e  d o t  product  v v , given by 

-i - j  



AS a l l  t h e  coordinates  of  t h e  u n i t  vec to r s  a r e  p o s i t i v e  

w e  have 0 5 v v 5 1 i f  = 1 . N )  I n  t h i s  case  v v -i - j  is  
-i - j  

a s u i t a b l e  s i m i l a r i t y  measure. The pai rwise  s i m i l a r i t i e s  

S b i  t 2 1 = Sij 
can be  arranged i n  t h e  s i m i l a r i t y  matr ix  shown i n  

Figure 3.1. 

Figure 3.1 

S i m i l a r i t y  Matrix 

W e  say t h a t  t h e  u n i t  vec to r s  v and v a r e  similar, -i -1 

and s o  belong t o  t h e  same c l u s t e r ,  i f  t h e  s i m i l a r i t y  measure S 

between them i s  g r e a t e r  than y , where y i s  a value l e s s  than 1 . 
I n  t h e  examples given below y t akes  va lues  between -90 and .95. 

We now d i s c u s s  a procedure t o  d iv ide  a group of s u b j e c t s  i n t o  c l u s t e r s .  

3.4. C lus te r ing  Procedure. 

To s t a r t  t h e  c l u s t e r i n g  procedure we s e l e c t  t h e  p a i r  of 

ind iv idua l s ,  say v and v , having t h e  l a r g e s t  dot  product  i n  
-1 -2 

t h e  s i m i l a r i t y  matrix. The matrix i s  then examined, and a l l  those 
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ind iv idua l s  (excluding v ) having a do t  product  with. v g r e a t e r  
-2 - 1 I .  

than  a given value y , a r e  se lec ted .  From t h e s e  w e  pick t h e  one (v 
-3 ' 

say) having the  l a r g e s t  d o t  product w i t h '  v ; i f  S32 is g r e a t e r  
-1 

than  y ,  v 3  becomes a member of  t h i s  c l u s t e r .  From t h e  remaining. 

previous ly  s e l e c t e d  ind iv idua l s  w e  p ick  t h e  i n d i v i d u a l  (Y say) 
-4 ' 

having t h e  l a r g e s t  do t  product  w i t h  v ; i f  a l l  t h e  do t  hroducts  
-1 

between v and t h e  members of  t h e  c l u s t e r  a r e  g r e a t e r  than y , v 
- 4  - 4  

becomes a member of  t h e  c l u s t e r .  Those ind iv idua l s  which have a do t  

product  with a member of  t h e  c l u s t e r  not  g r e a t e r  than y a r e  

e l iminated ,  Once t h e  f i r s t  c l u s t e r  i s  complete ( i .e . ,  a l l  i t s  elements 

a r e  such t h a t  a l l  t h e  pa i rwise  do t  products  a r e  g r e a t e r  than y ) ,  a new 

c l u s t e r  i s  s t a r t e d  by picking,  from the  remaining ind iv idua l s ,  t h e  p a i r  

of  v e c t o r s  having the  l a r g e s t  dot  product .  

3.5. Examples of c lus te r ing .  

The second d a t a  s e t  c o n s i s t s  of  consumption of s e l e c t e d  foods 

i n  45 countr ies .  It h a s  been obtained from t h e  U.N. S t a t i s t i c a l  

Yearbook (1971). Table A . 1 . 2  g ives  t h e  d a i l y  p e r - c a p i t a  consumption 

of  the s e l e c t e d  foods i n  the  4 5  coun t r i e s  reduced t o  u n f t  vectors .  

a .  For y = -95 the . fo l lowing  c l a s s i f i c a t i o n  i s  obtained ( the  two 

c o u n t r i e s  underl ined a r e  those having t h e  l a r g e s t  d o t  product ,  and were 

used t o  s t a r t  c l u s t e r s ) :  



Cluster 1: Argentina, Australia, Austria, Canada, Costa Rica, 

Czechoslovakia, Denmark, ~ngland, Greece, Israel, Italy, 

Netherlands, New Zealand, Poland, Spain, Soviet Union, 

United States. 

Cluster 2: Cuba, Cyprus, Honduras, Japan, Lebanon, Philippines, 

Portugal, Singapore, Turkey, Yugoslavia. 

Cluster 3: Bolivia, Brazil, Colombia, Venezuela. 

Cluster 4: Algeria, Egypt, India, Mexico, Saudi Arabia. 

Cluster 5: China, Kenya. 

Cluster 6: South Africa, Yemen. 

Cluster 7: Ethiopia, Thailand. 

Cluster 8: Congo, Gabon. 

b. With y = .9 we obtain the following clusters: 

Cluster 1: Argentina, Australia, Austria, Canada, Colombia, Costa 

Rica, Cuba, Cyprus, Czechoslovakia,  enm mark, England, 

Greece, Honduras, Israel, Italy, Lebanon, Netherlands, 

New Zealand, Poland, Singapore, South Africa, Spain, 

Soviet Union, United States, Venezuela, Yugoslavia. 

Cluster 2: Algeria, Egypt, ~thiopia, India, Japan, Mexico, 

Philippines, Saudi Arabia, Thailand, Turkey. 

Cluster 3: Congo, Gabon. 

Cluster 4: Bolivia, Brazil, Kenya, Portugal. 

Cluster 5: China, Liberia. 
C 

Cluster 6: Yemen. 
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3.6. Comparisons. 

The results shown in Section 3.5 were compared to those 

obtained by means of the CLUSTAN package, a standard system of 

clustering algorithms. The package contains several options for the 

calculation of distances and for the algorithm or method of clustering. 

We used the following three different options for the calculation of 

distances between groups in terms of distances between pairs. 

a. Nearest neighbour. The distance between two groups is defined 

as the distance between their nearest members. 

b. Furthest neighbour. The distance between two groups is defined as 

the distance between their most remote pair of individuals. 

c. Group average. The distance between two groups is defined as 

the average of the distances between all pairs of individuals in the 

two groups. 

For evaluating the distances between pairs in the above 

options, there are several similarity and distance measures available. 

The dot product is one of them, nevertheless, the Euclidean distance 

was the one used in the results shown in this section. 

From the different methods of clustering available in the 

package (hierarchic fusion, monothetic division, iterative 

relocation, etc.), we chose hierarchic fusion. At the beginning of 

this method, each individual is considered as a separate cluster. In 

the first iteration, the two closest individuals (according to the 

distance options previously selected; e-g., nearest neighbour and 
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Euclidean d i s t ance )  a r e  fused i n t o  a new c l u s t e r .  I n  each one of  t h e  

subsequent i t e r a t i o n s  a l l  pairwise d i s t ances  between c l u s t e r s  a r e  

r eca lcu la ted ,  and t h e  p a i r  of c l u s t e r s  having t h e  smal l e s t  d i s t ance  

i s  fused. The s e t s  o f  c l u s t e r s  obtained using t h e  t h r e e  d i f f e r e n t  

methods t o  c a l c u l a t e  t h e  d i s t ances  a re :  

a .  Hierarchic  fus ion/neares t  neighbour method - 8 c l u s t e r s .  

C lus te r  1: Alger ia ,  Argentina, Aus t ra l i a ,  Aust r ia ,  B r a z i l ,  Canada, 

Colombia, Costa Rica, Cuba, Cyprus, Czechoslovakia, 

Denmark, Egypt, England, Greece, Honduras, Ind ia ,  I s r a e l ,  

I t a l y ,  Japan, Lebanon, Mexico, Netherlands, New Zealand, 

Ph i l ipp ines ,  Poland, Por tugal ,  Saudi Arabia, Singapore, 

South Af r i ca ,  Turkey, Sovie t  Union, United S t a t e s ,  

Venezuela, Yemen, Yugoslavia, Spain. 

C lus te r  2: Bol iv ia .  

C lus te r  3: China. 

C l u s t e r  4: Congo, Gabon. 

C lus te r  5: Ethiopia.  

C lus te r  6: L ibe r i a .  

C lus te r  7: Kenya. 

C lus te r  8: Thailand. 

b. Hierarchic  fus ion / fu r thes t  neighbour method - r e s u l t s  f o r  8 c l u s t e r s .  

C lus te r  1: Alger ia ,  Egypt, Ethiopia,  Ind ia ,  Ph i l ipp ines ,  Saudi Arabia, 

Thai land. 



Clus te r  2: 

C lus te r  3: 

C l u s t e r  4: 

C lus te r  5: 

C lus te r  6: 

C lus te r  7: 

C lus te r  8: 

Costa Rica, Cuba, Czechoslovakia, Greece, Honduras, 

I s r a e l ,  I t a l y ,  Japan, Poland, Por tugal ,  Singapore, Spain, 

Turkey, Sovie t  Union. 

Argentina, A u s t r a l i a ,  Aus t r i a ,  Canada, Denmark, England, 

Netherlands, New Zealand, United S t a t e s .  

Cyprus, Lebanon, Mexico, South Af r i ca ,  Yemen, Yugoslavia. 

Bol iv ia ,  Liber ia .  

China, Kenya. 

B r a z i l ,  Colombia, Venezuela, 

Congo, Gabon. 

c. Hierarchic  fusion/group average method - r e s u l t s  f o r  4 c l u s t e r s .  

C lus te r  1: Argentina, Aus t ra l i a ,  Aus t r i a ,  B r a z i l ,  Canada, Colombia, 

Costa Rica, Cuba, Cyprus, Czechoslovakia, Denmark, 

England, Greece, Honduras, I s r a e l ,  I t a l y ,  Japan, Lebanon, 

Mexico, Netherlands, New Zealand, Poland, Por tugal ,  

Singapore, South Afr ica ,  Spain, Turkey, Sovie t  Union, 

United S t a t e s ,  Venezuela, Yemen, Yugoslavia. 

C lus te r  2: Alger ia ,  Egypt, Ethiopia ,  Ind ia ,  Ph i l ipp ines ,  Saudi 

Arabia, Thailand. 

C lus te r  3: Bol iv ia ,  China, Kenya, Liber ia .  

C lus te r  4: Congo, Gabon. 

Although a l l  t h e  r e s u l t s  obtained i n  Sections 3.5 and 3.6 

a r e  d i f f e r e n t ,  t h e r e  a r e  some b a s i c  s i m i l a r i t i e s .  



a.  Argentina, Aus t ra l i a ,  Aust r ia ,  Canada, Denmark, England, 

Netherlands, New Zealand, United S t a t e s  a r e  always members of t h e  

same c l u s t e r .  

Other groups which a r e  always members of  t h e  same c l u s t e r  a r e  

b. Alger ia ,  Egypt, Ind ia ,  Saudi Arabia. 

c .  Cyprus, Lebanon and Yugoslavia. 

d. Costa Rica, Czechoslovakia, Greece, I s r a e l ,  I t a l y ,  Poland, Spain, 

Sov ie t  Union. 

e. Colombia and Venezuela. 

f .  Congo and Gabon. These two c o u n t r i e s  a r e  always i n  a c l u s t e r  

by themselves. 

Of a l l  45 coun t r i e s ,  Canada and New Zealand a r e  t h e  c l o s e s t .  

The c l u s t e r i n g  method introduced i n  Sect ion  3.4 is  e s s e n t i a l l y  

a h i e r a r c h i c a l  technique us ing t h e  n e a r e s t  neighbour method: a 

s i m i l a r i t y  matr ix  i s  computed, and a t  t h e  beginning o f  the  procedure 

each ind iv idua l  i s  considered a s  a separa te  c l u s t e r ;  a c l u s t e r  cen te r  

i s  formed by t ak ing  the  c l o s e s t  p a i r s  and i n d i v i d u a l s  a r e  agglomerated 

t o  t h e s e  c e n t e r s ,  i n  an ordered way t h a t  depends on how c l o s e  they a r e  

t o  t h e  cen te r .  The main d i f f e r e n c e  between t h e  method i n  Sect ion  3.4 

and t h e  one used by CLUSTAN is t h a t  i n  t h e  former, t h e  pa i rwise  

s i m i l a r i t y  measures a r e  not  r eca lcu la ted  a f t e r  each s t ep .  

I f  t h e  aim i n  t h e  c l u s t e r  a n a l y s i s  i s  t o  look f o r  na tu ra l  

groupingspin  the  d a t a ,  it i s  no t  important  t o  pre-determine the  number 

of  c l u s t e r s  wanted i n  t h e  so lu t ion .  But it sometimes happens t h a t  



the number of c lus te rs  t o  be obtained is fixed. I f  t h i s  i s  so, an 

appropriate select ion of y w i l l  generally lead t o  the desired 

number of c lusters ;  it may be t h a t  the correct value of y must 

be obtained by several t r i a l s .  

3 . 7 .  Comments. 

The method of c luster ing proposed in  t h i s  section i s  rather  

informal, and we present it a s  an example of the use of the dot 

product as  a natural s imi lar i ty  measure for  uni t  vectors. The choice 

of the c r i t i c a l  value y i s  arb i t ra ry  and it w i l l  a f fec t  the c lus te rs  

obtained. In more sophisticated algorithms, such a s  the ones used 

in CLUSTAN, it is possible t o  see how the  cluster ing i s  affected by 

d i f fe rent  c r i t i c a l  values. 



CHAPTER 4 

Examples of d i r e c t i o n a l  techniques .  

I n  t h i s  chap te r  w e  do a more d e t a i l e d  a n a l y s i s  o f  t h e  d a t a  

s e t s  p rev ious ly  in t roduced ,  t h e  d a t a  on a c t i v i t y  pa t te rn i  o f  t h e  s t u d e n t s  

and t h e  d a t a  on consumption o f  s e l e c t e d  foods  i n  45 c o u n t r i e s .  Two new 

s e t s  o f  d a t a ,  p roduc t s  marketed by lumber companies i n  Canada and a 

s e t  o f  ranked p re fe rences  expressed  as u n i t  v e c t o r s ,  a r e  in t roduced  

and analyzed us ing  some o f  t h e  techniques  d i scussed  i n  Chapters  2 

and 3. 

4.1. Analys is  o f  a c t i v i t y  p a t t e r n s  o f  s tuden t s .  

I n  o r d e r  t o  do a more d e t a i l e d  a n a l y s i s  o f  t h e  s t u d e n t s '  

a c t i v i t y  p a t t e r n ,  t h e  130 s t u d e n t s  were s p l i t  i n t o  groups accord ing  t o  

t h e  fo l lowing  c l a s s i f i c a t i o n s :  

a. Sex: 1 - females  

2 - males 

b. Age: 1 - less than  21 

2 - between 21 and 25 

3 - more than  25 

c.  Living arrangements:  1 - s t u d e n t s  l i v i n g  a lone  

2 - s t u d e n t s  l i v i n g  i n  a marr iage l i k e  

r e l a t i o n s h i p  

3 - o t h e r  ( r e s idence ,  coop house, e t c . )  



d. Major sub jec t :  1 - Economics and Commerce 

2  - Psychology 

3 - Geography 

4 - Criminology 

5 - Mathematics and Computing Science 

e. Job: 

f .  Year: 

6 - Not dec l a red  

7 - J o i n t  major 

8 - Other  

1 - s t u d e n t s  w i t h  f u l l  o r  p a r t  t ime job 

2  - s t u d e n t s  w i thou t  a job 

1 - s t u d e n t s  i n  f i r s t  y e a r  

2  - s t u d e n t s  i n  second yea r  

3 - s t u d e n t s  i n  t h i r d  o r  f o u r t h  year .  

Table 4.1 g i v e s  t h e  c e l l  s i z e ,  e s t i m a t e  of  t h e  concen t r a t ion  

parameter  k and r e s u l t a n t  f o r  t h e  groups i n  each of  t h e  

c l a s s i f i c a t i o n s .  

The a c t i v i t y  p a t t e r n s  of t h e  130 s t u d e n t s  were analyzed us ing  

t h e  one and two way ANOVA f o r  r e s u l t a n t s .  Table 4.2 shows a  summary 

of  some of  t h e  r e s u l t s .  The l e f t  hand s i d e  o f  t h e  t a b l e  g i v e s  t h e  

conclus ion  obta ined  

i n  a c t i v i t y  p a t t e r n  

The model 

t o  b e  nes t ed  w i t h i n  

t h e  t a b l e  g i v e s  t h e  

from t h e  one way ANOVA t o  t h e  test  f o r  d i f f e r e n c e  

between t h e  groups o f  c l a s s i f i c a t i o n  1. 

f o r  t h e  two way a n a l y s i s  assumes a  c l a s s i f i c a t i o n  

another  c l a s s i f i c a t i o n ;  t h e  r i g h t  hand s i d e  of 

conclus ions  f o r  t h e  t e s t  o f  d i f f e r e n c e  between 



Table 4.1 

Statistics for classifications of student data. 

classification Groups 
Ni ki Ri 

Sex females 

males 

Age < 21 

21 - 25 
> 25 

Living alone 

marriage 

other 

Major Econ/Comm. 

Psychology 

Geography 

Criminology 

Math/Comp. Sci. 

Not declared 

Joint major 

Other 

Job Yes 

No 

Year First 

Second 

Third and Fourth 



Table 4.2 

Summary of results for activity patterns of students. 

(A result in the second column should read 

"between classification 1 within classification 2") 

Between 

1 Classification 1 Conclusion 

i 
Sex NS 

Within 

Classification 2 Conclusio~ 

Sex: females NS 

males S 

Living: alone NS 

marriage NS 

other NS 

Job: Yes NS 

No S 

Year: First S 

Second S 

Third and Fourth NS 

Sex: females NS 

males S 

Age: < 21 NS 

21 - 25 S 

> 25 NS 

Job: Yes S 

No S 

Year: First N S 

Second S 

Third and Fourth S 



Between 

Classification 1 Conclusion 

Job 

Within 

Classification 2 Conclusio: 

Sex: females 

males 

Age: < 21 

21 - 25 
> 25 

Living: alone 

marriage 

other 

Year: First 

Second 

Third and Fourth 

Major: Econ/Comm. 

Psychology 

Geography 

Criminology 

Math/Comp. Sci. 

Not declared 

Joint major 

Other 



Be tween 

Classification 1 Conclusion 

Year S 

Major S 

Within 

Classification 2 Conclusion 

Sex: females 

males 

Age: < 21 

21 - 25 
> 25 

Living: marriage 

alone 

other 

Job: Yes 

NO 

Sex: females 

males 

Job: Yes 

NO 



t h e  groups i n  c l a s s i f i c a t i o n  1 with in  c l a s s i f i c a t i o n  2. The 

s ign i f i cance  l e v e l  used throughout t h e  t a b l e  i s  a = .05, and N S  and 

S s tand f o r  "not s i g n i f i c a n t "  and " s ign i f i can t "  r e spec t ive ly .  

It can be seen from Table 4.2 t h a t  "sex" i s  t h e  on ly  

c l a s s i f i c a t i o n  where t h e r e  is  no t  a  s i g n i f i c a n t  d i f f e rence  between t h e  

groups. For a l l  t h e  o t h e r  c l a s s i f i c a t i o n s ,  t h e  two way ANOVA shows 

i n  general  where t h e  d i f f e r e n c e s  lie. For ins tance ,  t h e  d i f f e r e n c e  

between the  groups i n  c l a s s i f i c a t i o n  "age" can be found t o  be  

s i g n i f i c a n t  i n  t h e  males, i n  those  s tuden t s  who do no t  have a  job and 

i n  t h e  f i r s t  and second year  s tudents .  However, it is p o s s i b l e  t h a t  

a  s i g n i f i c a n t  d i f f e r e n c e  i s  found between t h e  groups of c l a s s i f i c a t i o n  

1, b u t  t h e  tests obta ined i n  t h e  two-way ANOVA f o r  c l a s s i f i c a t i o n  1 

with in  the  groups o f  c l a s s i f i c a t i o n  2 w i l l  no t  be s i g n i f i c a n t .  None 

of t h e  t e s t  s t a t i s t i c s  f o r  t h e  a n a l y s i s  of  "age" wi th in  t h e  groups o f  

c l a s s i f i c a t i o n  " l i v i n g "  i s  s i g n i f i c a n t .  

4.2. a n a l y s i s  of consumption of  s e l e c t e d  foods. 

I n  Chapter 3 w e  presented  c l u s t e r i n g s  f o r  t h e  da ta  s e t  on 

s e l e c t e d  foods f o r  45 coun t r i e s .  We now give  a  f u r t h e r  a n a l y s i s  of 

t h i s  s e t  of  d a t a  us ing t h e  one way ANOVA technique. 

Tes t  f o r  d i f f e rence  between regions .  

The c o u n t r i e s  were s p l i t  i n t o  7 groups defined by 

geographical regions .  Oceania and North America were pooled i n t o  

t h e  same group due t o  t h e  l a r g e  values  of t h e  concentrat ion parameter 

k,  (4,858.2 and 2,212 -9 f o r  Oceania and North America r e spec t ive ly )  . 
The group obtained a f t e r  pool ing  them s t i l l  had a  l a r g e  value of k 



(1,336.3) when compared t o  the o t h e r  groups. Bar t l e t t ' s  t e s t  f o r  t h e  

e q u a l i t y  of  concent ra t ion  parameters  was used and the t e s t  s ta t i s t ic  

obta ined  was B = 66.2491 which is bi+&ficant when compared t o  

2 
X6' Nevertheless  we inc lude  t h e  one way ANOVA because 

z2 
i s  h igh iy  

s i g n i f i c a n t  ( s e e  Table 4 .3) .  We r e j e c t  t h e  n u l l  hypothes is  t h a t  

p ropor t iona l  consumption of foods is  s i m i l a r  f o r  t h e  7 groups. 

'Table '4.3 

S t a t i s t i c s  and ANOVA t a b l e  f o r  d i f f e r e n c e  between regions .  

Oceania/North America 4 1336 -2991 3 .9910 

L a t i n  America 9 44.8009 8.3973 

Eas t e rn  Europe 4 178.8693 3.9329 

Western Europe 8 78.7312 7.6952 

I Afr ica  8 16.3001 6.5276 

1 Near Eas t  6 105.9430 5.8301 

7 Far  E a s t  6 108.4621 5.8340 

ANOVA Table 

Sum of  squares  

Between groups C .  R .  -R = 42.2082 - 39.5037 = 2.7045 
1 1  

T o t a l  N-R = 45 - 39.5037 I. 
E r r o r  N-C. R. = 45 - 42.7018 = 2.7918 

1 1  

df 

36 

228 

* 

t e s t  

Z 2 =  6.1352 



Test for difference between protein group?. 

The countries were split into three groups according to the 

average daily protein consumption. The groups are as follows: 

Group 1: Protein consumption below recommended minimum (less than 

51 grammes): Bolivia, Colombia, Congo, Honduras, India, 

Liberia, Thailand. 

Group 2: Average recommended protein consumption (51 - 70 grammes). 

Algeria, Argentina, Brazil, China, Costa Rica, Cuba, Gabon, 

Kenya, Lebanon, Mexico, Philippines, Saudi Arabia, Singapore, 

Venezuela, Yemen. 

Group 3: Protein consumption above average (more than 70 grammes). 

Australia, Austria, Canada, Cyprus, Czechoslovakia, Denmark, 

Egypt, England, Ethiopia, Greece, Israel, Italy, Japan, 

Netherlands, New Zealand, Poland, Portugal, South Africa, 

Spain, Turkey, Soviet Union, United Stated, Yugoslavia. 

The statistics and ANOVA table are given in Table 4.4. The 

test statistic Z is significant; we reject the null hypothesis that 
2 

the proportional food intake is similar for the three groups. 

Another grouping was obtained for daily per capita calorie 

consumption and we shall examine these groups also for significant 

differences. Note that both the protein and calorie consumption 

information was obtained from a different U.N. publication and do not 

form partCof the original data. 



Table 4.4 

S t a t i s t i c s  and ANOVA t ab l e  fo r  di f ferences  between pro te in  groups. 

A 

Group Protein consumption Ni ki Ri 

1 < 51 grammes 7 20.5857 5.9799 

2 51 - 70 grammes 15 27.1992 13.3455 

3 > 70 grammes 23 40.2225 21.2845 

ANOVA Table 

Sum of squares 

Between groups C . R  -R = 40.6010 - 39.5037 = 1.0973 
i i 

Error N-CiRi = 45 - 40.6010 ' = 4.3990 

Total N-R = 45 - 39.5037 = 5.4963 

Test  fo r  di f ference between ca lor ie  groups. 

The countries were next s p l i t  according t o  the  da i ly  per 

cap i ta  ca lo r i e  consumption. The three  groups obtained are:  

Group 1: Below average recommended ( l e s s  than 2,001) : 

Algeria, Bolivia, Honduras, India,  Phil ippines.  

Group 2: Average recommended (2,001 - 3,000): 

Austra l ia ,  Brazi l ,  China, Colombia, Congo, Costa Rica, 

Cuba, Cyprus, Egypt, Ethiopia, Gabon, Greece, I s r a e l ,  

I t a l y ,  Japan, Kenya, Lebanon, Liber ia ,  Mexico, Portugal, 

Saudi Arabia, Singapore, South Africa,  Spain,  haila and, 

C 
Turkey, Venezuela, Yemen. 



Group 3: Above average (more than 3,000): 

Argentina, Aust r ia ,  Canada, Czechoslovakia, Denmark, 

England, Netherlands, New Zealand, Poland, Sov ie t  Union, 

United S t a t e s ,  Yugoslavia. 

Table 4.5 g ives  t h e  r e s u l t s  f o r  the test. W e  reject t h e  n u l l  hypothesis  

t h a t  t h e  p ropor t iona l  food i n t a k e  i s  s i m i l a r  f o r  t h e  t h r e e  c a l o r i e  

groups. 

Table 4.5 

Tes t  f o r  d i f f e rence  between c a l o r i e  groups. 

L n 

Group Ca lo r i e  consumption 
Ni ki Ri 

1 < 2,001 5 44.7467 4.6648 

2 2,001 - 3,000 2 8 25.3749 24.6896 

3 > 3,000 12 76.5153 11.5295 

4.3. Analysis  of  lumber companies. 

ANOVA Table 

The t h i r d  da ta  s e t  was brought t o  t h e  author  by Professor 

Sum of squares 

Between groups 1 . R  -R = 40.8839 - 39.5037 = 1.3802 
1 i 

Er ro r  N-CiRi = 45 - 40.8839 = 4.1161 

To ta l  N-R = 45 - 39.5037 = 5.4963 

Schwindt o f  t h e  Department of  Economics. The da ta  concerns t h e  

products  p:oduced by var ious  companies i n  t h e  lumber indus t ry .  There 

df 

12 

252 

264 

t e s t  

Z = 7.0419 
2 



a re  twenty-nine companies i n  a l l  marketing wood based products i n  

Canada. The production, expressed i n  Canadian do l l a r s ,  of t he  e igh t  

most important products i n  the  fo re s t  industry ( i . e . ,  newsprint, market 

pulp, wrapping paper, paperboard, f i n e  paper, san i ta ry  and t i s s u e  

paper, lumber, plywood) i s  given f o r  each one of the  companies i n  

Table A.1.3, Appendix 1. 

Table A.1.3 shows t h a t  while some companies a re  very 

d ive r s i f i ed  ( i .e . ,  they produce many of the  important wood based 

products) ,  o ther  companies l i m i t  t h e i r  products t o  only one o r  two 
4 

categories.  

The more d ivers i f ied  companies tend t o  be more v e r t i c a l l y  

integrated; they a re  using the  output of one stage of production a s  

an input t o  t he  next stage.  Therefore, a company t h a t  has production 

i n  a l l  e igh t  categories  would gain considerable advantages i n  the  

market. 

A s  none of the  companies i n  the sample i s  d ive r s i f i ed  t o  

the  extent  of marketing a l l  e ight  products, it was decided t o  obtain 

a "measure of d ivers i f ica t ion"  t h a t  would allow the 29 companies t o  

be compared t o  an i dea l ly  d ivers i f ied  company. For each company the 

production i n  do l l a r s  was converted t o  a percentage of the  t o t a l ,  f o r  

each of the  e igh t  products. For a typical  company, the  component i n  

the  i - t h  d i rec t ion ,  x is  the  square root of the  proportion f o r  the 
i 

i - th  product, i = 1, ..., 8. Thus each company is an 8-dimensional 

un i t  vector on the  surface of the  hypersphere of u n i t  radius. The 

i dea l  comgany was obtained from the average of the  t o t a l  Canadian 



shipments (fbr the 8 selected products) over a ten year period. The 

similarity measure between a typical company and the ideal company is 

then the scalar product between these two companies. If the scalar 

product is close to one, the company considered is highly diversified, 

while if the scalar product is close to zero, the company is not very 
. . 

diversified. Table 4.6 shows, in descending order the similarity for 

the 29 firms. It can be seen that the large companies (with respect 

to the production in millions of dollars) tend to be more integrated 

than the smaller companies. This is mainly due to the fact that small 

companies do not market many of the products included in the analysis, 

and therefore the unit vectors corresponding to these companies have 

several zero components. 

Table 4.6 

Similarity measure between lumber companies and the ideal company. 

(The scalar product is the scalar product between the given company and 

the ideal company). 

Scalar Scalar Scalar 
Firm Product Firm Product Firm Product 

MACB 

CRZE 

BCFP 

DOMT 

CONS 

GLPA 

AB IT 

ONPA 

REED 

PRCO 

CRES .7531 

CFPR .7465 

CIPA .7454 

BCAS .7253 

NPTI .7225 

WEY E -7127 

FCOS .7113 

CCEL .6950 

RAY C -6824 

EDDY .6810 

WELD .6781 

KIMB .6039 

KPNP .5737 

BOWN .5727 

WHON .5272 

DOMA .5272 

WEST .5272 

SCOT .4612 

ROLL .2366 



Tes t  for d i f fe rence  between Canadian and Foreign owned companies. 

The f i r s t  a n a l y s i s  is  t o  examine whether the re  was a 

d i f fe rence  i n  t h e  propor t ions  of products  marketed by companies 

opera t ing  with fo re ign  c a p i t a l  (namely CIPA, CRZE, WELD, REED, ONPA, 

BOWM, BCAS, SCOT, CRES, KIMB, WEYE, NPTI) and those opera t ing  wi th  

Canadian c a p i t a l .  The r e s u l t s  appear i n  T a l e  4.7. The t e s t  s t a t i s t i c  

i s  no t  a t  a l l  s i g n i f i c a n t ,  s o  t h a t  it appears l i k e l y  t h a t  we can accept  

t h a t  t h e  propor t ions  of  products  marketed by companies i n  the  two 

groups a r e  t h e  same. This impl ies  t h a t  the re  i s  no d i f fe rence  i n  

d i v e r s i f i c a t i o n  between t h e  groups. 

Table 4.7 

S t a t i s t i c s  and ANOVA t a b l e  f o r  foreign/Canadian c l a s s i f i c a t i o n .  

- 
ANOVA Table 

9 
A 

-. 
Group Cap i t a l  N i ki Ri 

1 Foreign 13 12.1200 9.2459 

2 Canadian 16 10.2127 10.5166 

test 

Z =0 .9245  
2 

Sum of squares 

Between groups E . R  -R = 19.7625 - 19.4463 = 0.3162 
1 i 

Er ro r  N-C.R = 29 - 19.7625 = 9.2375 
I i 

Tota l  N-R = 29 - 19.4463 = 9 -5537 
I 

df 

7 

189 

196 



T e s t  f o r  d i f f e r e n c e  between l a r g e ,  medium and s m a l l  companies. 

The companies w e r e  a l s o  s p l i t  i n t o  t h r e e  groups, according 

t o  t h e i r  product ion i n  m i l l i o n s  o f  d o l l a r s .  

The s t a t i s t i c s  and ANOVA t a b l e  a r e  given i n  Table 4.8. For 

t h e  t e s t  f o r  no d i f f e r e n c e  between groups,  t h e  normal approximation 

f o r  t h e  t e s t  s t a t i s t i c  ?= 2.6450 w i t h  14  and 182 degrees o f  freedom 

i s  2.9529 (Pe ize r  and P r a t t ) ,  2.9577 ( C a r t e r ) ,  o r  2.9431 (Paulson) ,  

t h e r e f o r e  Z 2 i s  h igh ly  s i g n i f i c a n t .  W e  r e j e c t  t h e  n u l l  hypothes is  t h a t  

t h e r e  i s  no d i f f e r e n c e  i n  t h e  p ropor t iona l  ou tpu t s  f o r  t h e  t h r e e  groups 

o f  companies. B a r t l e t t ' s  t e s t  f o r  t h e  e q u a l i t y  o f  concent ra t ion  

parameters  gave a t e s t  s t a t i s t i c  B = 15.8195 which is s i g n i f i c a n t  

Z 
when compared t o  t h e  percentage  p o i n t s  o f  t h e  x d i s t r i b u t i o n  wi th  2 

degrees  o f  freedom, b u t  t h e Z 2 i s  s u f f i c i e n t l y  l a r g e  t h a t  t h e  above 

conclus ion  is  s t i l l  v a l i d .  

Table 4.8 

S t a t i s t i c s  and ANOVA t a b l e  f o r  c l a s s i f i c a t i o n  "production". 

h 

Group Product ion 
Ni ki Ri 

1 l e s s  than  250 18  9.9247 11.6522 

2 250 - 500 6 18.7212 4.8783 

3 more than  500 5 37.3068 4.5389 

ANOVA Table 

Sum of  squares  

Between groups C . R  -R = 21.0614 - 19.4463 = 1.6151 
1 i 

E r r o r  N-C R = 29 - 21.0614 = 7.9386 
i i 

C 

T o t a l  N-R = 29 - 19.4463 = 9.5537 

df  

14 

182 

196 

t e s t  

Z 2 =  2.645( 



Clus t e r ing .  

The companies were c l u s t e r e d  us ing  t h e  technique  desc r ibed  i n  

Chapter  3 .  The fo l lowing  c l u s t e r s  were ob ta ined  f o r  y = .8. 

C l u s t e r  1: WHON, DOMA,WEST. 

C l u s t e r  2: FCOS, CCEL, RAYC, CRES, NPTI, WEYE. 

C l u s t e r  3: MACB, BCFP, CRZE. 

C l u s t e r  4: 

C l u s t e r  5: 

C l u s t e r  6: 

C l u s t e r  7: 

C l u s t e r  8: 

C l u s t e r  9: 

C l u s t e r  10: 

C l u s t e r  11: 

ABIT, CONS, CIPA, PRCO, IEED,  ONPA. 

SCOTI KIMB.  

ROLL. 

CFPR, WELD. 

KPNP, BOWM. 

DOMT , BCAS . 
EDDY. 

GLPA . 

These c l u s t e r s  correspond t o  how i n t e g r a t e d  t h e  companies a r e .  

C l u s t e r  3 c o n t a i n s  t h e  t h r e e  most i n t e g r a t e d  companies ( t h e i r  d o t  product  

w i t h  t h e  i d e a l  company be ing  g r e a t e r  than  0 .9 ) ;  o t h e r  very  i n t e g r a t e d  

companies are found a s  members of c l u s t e r s  4 ,  9  and 11. C l u s t e r s  2, 7 

and 10  c o n t a i n  moderately i n t e g r a t e d  companies and c l u s t e r s  1, 5, 6 

and 8 con ta in  t h e  companies which a r e  n o t  s t r o n g l y  i n t e g r a t e d .  

4.4. Ana lys i s  o f  d a t a  on occupt iona l  p r e s t i g e .  

I n  t h i s  s e c t i o n  we do t h e  a n a l y s i s  o f  a  s e t  of s o c i o l o g i c a l  

d a t a  ob ta ined  from Pro fes so r  Char les  Jones of  McMaster Univers i ty .  The 

set o r i & n a t e s  i n  t h e  ranks  and r a t i n g s  given by 48 s u b j e c t s  t o  16 



occupations, according t o  d i f fe rent  c r i t e r i a .  The occupational t i t l e s  

included a re  a s  follows: 

Church of Scotland Minister 

Comprehensive School Teacher 

Qualified Actuary 
-. 

Chartered Accountant, 

Male Psychiatric Nurse 

Ambulance Driver 

Building S i t e  Labourer 

Machine Tool Operator 

Country So l i c i to r  

Civ i l  Servant 

Commercial Traveller 

Policeman 

Carpenter 

Lorry Driver 

Rail Porter 

Barman. 

The 48 subjects were asked t o  rank or r a t e  the occupations 

according t o  4 d i f fe rent  c r i t e r i a .  In the f i r s t  pa r t ,  subjects were 

asked t o  rank-order the 16 occupations for  the c r i t e r i a  "degree of 

general standing i n  the community" [social standing cr i te r ion)  and 

"prestige o r  rewards which the job-holders ought t o  receive" (rewards 

c r i t e r ion ) .  I n  the ra t ing  task, subjects were to ld  t o  consider each 

occupation and award them a score according t o  two c r i t e r i a :  
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"usefulness t o  socie ty"  (socia l  usefulness  c r i t e r i o n )  and "est imated 

income received" (ea rn ings  c r i t e r i o n ) .  

Ratings and rank order ings  were transformed i n t o  3-dimensional 

u n i t  vec to r s  by means o f  a multidimensional s c a l i n g  method explained 

i n  Coxon and Jones (1978). The o r i g i n a l  d a t a  can be  found i n  Coxon 

and Jones (1979),  and t h e  d a t a  i n  terms of  u n i t  vec to r s  i s  given i n  

Table A.1.4. 

The 48 s u b j e c t s  a r e  grouped a s  follows: 

Group 1: 8 Church o f  Scot land Minis ters  

( i n i t i a l  l e t t e r  A i n  Table A.1.41 

3 Episcopal ian  m i n i s t e r s  

( i n i t i a l  l e t te r  B) 

1 school  t eacher  

( i n i t i a l  l e t te r  C) 

Group 2: 6 a c t u a r i e s  

( i n i t i a l  le t ter  D) 

6 char t e red  accountants  

( i n i t i a l  l e t t e r  E) 

Group 3: 2 male p s y c h i a t r i c  nurses 

( i n i t i a l  le t ter  K 1 

8 ambulance d r i v e r s  

( i n i t i a l  l e t te r  L) 

2 policemen 

( i n i t i a l  le t ter  M) 

C 



Group 4: 3 joiners 

( i n i t i a l  l e t t e r  P) 

3 plas terers  

( i n i t i a l  l e t t e r  Q) 

5 burner f i t t e r s  

( i n i t i a l  l e t t e r  R) 

1 ship 's  joiner 

( i n i t i a l  l e t t e r  S) . 

It  was desired t o  t e s t  whether the four groups of subjects 

gave the same ranks or  ra t ings  (according t o  the 4 c r i t e r i a )  t o  the 16 

occupations. A one way ANOVA for  resul tants  was done for  each cr i ter ion.  

The s t a t i s t i c s  and resu l t s  a re  shown in  Table 4.9. None of the t e s t  

s t a t i s t i c s  i s  s ignif icant ;  we do not re jec t  the nul l  hypothesis tha t  

the 4 groups of subjects give the same ranks and rat ings t o  the 16 

occupations. 



Table ' 4.9 

S t a t i s t i c s  and r e s n l t s  . f o r  o c c m a t i o n a l  ~ r e s t i a e  data. 

S o c i a l  Usefulness  C r i t e r i o n  

1 Group Ni 

Rewards C r i t e r i o n  
A 1 

Group Ni 
ki i I 

S o c i a l  Standing C r i t e r i o n  

I Group Ni ki Ri I 

Earnings C r i t e r i o n  

Group 
Ni i Ri 

1 12 10,1633 10.8193 

ANOVA Table 

Sum of squares  df test I 
- 

Between groups 0.7735 6 Z = 1.4915 
2 

E r r o r  7.6067' 88 

T o t a l  8.3802 94 

ANOVA Table 
-- - 

Sum o f  squares  df  t e s t  

Between groups 0.6873 6 Z 2 =  1.0735 

E r r o r  9.3903 88 

T o t a l  10.0776 94 

ANOVA Table 

Sum of  squres  d f  t e s t  

Between groups 0.2377 6 Z 2 =  0.5313 

I E r r o r  6.5674 88 

I T o t a l  6.7991 94 

ANOVA Table 
4 

Sum of  squres  d f t e s t  

Between groups 0.3777 6 Z 2 =  1.5383 

E r r o r  3.6007 88 

T o t a l  3.9784 94 



CHAPTER 5 

Suggestions for further work. 

In the previous chapters we made several implicit assumptions 

for the use of the methodology, namely: 

1. All the cells in the two way ANOVA should have at least 

one individual. 

2. The unit vectors in a data set should not have many components 

equal to zero. 

3. The concentration parameter k should be constant over the 

cells. 

The robustness of the techniques when these assumptions fail needs 

further work, and the following comments may be useful. 

5.1. Two way ANOVA with cells having zero individuals. 

Suppose we have two classifications and we choose to do a 

two way ANOVA for classification 2 (columns) within classification 1 

(rows). Furthermore, suppose that cell (h, k) contains no individuals 

(as shown in Figure 5.1). In this case we can use an ANOVA table in 

which the degrees of freedom have been adjusted to take into account 

a cell with zero individuals (Table 5.1). Similar adjustments 

can be made when several cells have zero individuals. 



C l a s s i f i c a t i o n  1 

C l a s s i f i c a t i o n  2 

1 2 k 3 

Figure 5.1 

Two way c l a s s i f i c a t i o n  wi th  zero  i n d i v i d u a l s  i n  one c e l l .  

Table 5.1 

Adjusted ANOVA t a b l e  f o r  "columns w i t h i n  rows" 

Sum o f .  squares 

Between rows 

Between C O ~ U ~ M S  

Within row 1 

Within row 2 

Within row h 

Within row I 

E r r o r  

To ta l  , N-R. . 

Usual d f .  Adjusted df ,  



5.2. u n i t  vectors with components equal t o  zero. 

The e f f ec t  of zero components is not known; however it 

suggests t h a t  the vectors may l i e  i n  a hypersphere of lower dimension. 

A solut ion t o  t h i s  problem is t o  pool components together.  This i s  

what was done with the data on a c t i v i t y  pa t te rns  of students;  there 

were or ig ina l ly  13 dimensions, but a s  many of the  components were 

zero some components were pooled. The components corresponding t o  

"family ac t iv i t i e s " ,  "personal a c t i v i t i e s "  and "job" were put  together 

i n t o  a new component cal led "non course a c t i v i t i e s " ;  s imilar ly ,  the  

components corresponding t o  "social iz ing with a group", "social iz ing 

with a person of the same sex", "social iz ing with a person of the 

opposite sex" and "other" were pooled i n t o  a new component ca l led  

"socializing".  The one way analysis of variance f o r  the  o r ig ina l  data 

was done, and gave exactly the same conclusions a s  those f o r  8 components 

presented i n  Section 4.1. 

In  the  data on lumber companies introduced i n  Section 4.3 

many individuals present several  components equal t o  zero; some 

companies have a l l  but one component equal t o  zero. The or ig ina l  8 

components were pooled i n t o  4 components: "Wrapping paper", "Paper 

Board", "Fine Paper" and "Sanitary and Tissue Paper" were pooled in to  

"Paper"; "Lumber" and "Plywood" were pooled i n t o  "Wood". The analysis 

using 4 components i s  given i n  Tables 5 .2  and 5.3. The conclusions 

a re  the  same a s  those obtained i n  Section 4.3, and we give the r e su l t s  

i n  d e t a i l  so t h a t  comparisons can be made. Further work needs t o  be 

done on the e f f e c t  of zero components. 



Table '5.2 

Statistics and ANOVA table for foreign/Canadian classification. 

(4 components) 

Group Capital 
Ni (R. 1  Ri I 

1 Foreign 13 5.5998 9.5177 

2 Canadian 16 4.4831 10.6465 

ANOVA 'Table 

I Sum of squares I 
Between groups C.R -R = 20.1643 - 19.9696 = 0.1947 

1  i 

I Error N-C.R. = 29 - 20.1643 = 8.8357 
1 1  1 

Total N-R = 24 - 19,9696 = 9.0304 

df test 

Table 5.3 

Statistics and ANOVA table for classification "production". 

(4 components) 

A 

Group Production i ki Ri 

1 less than 250 18 4.5070 12.0093 

3 more than 500 5 14.8239 4.4941 

ANOVA Table 

r Sum of squares 

I Between groups C.R.-R = 21.3635 - 19.9696 = 1.3939 
1 1  

I Error 
Total ' N-R = 29 - 19.9696 = 9.0304 

df. - 
6 

7 8 

84 - 

test 



5.3. Fai lure  of the  assumption of constant k.  

When k i s  not constant from c e l l  t o  c e l l ,  t he  s i t u a t i o n i s  

roughly analogous t o  a normal-theory analysis  of variance with the  

e r ro r  variance varying from c e l l  t o  c e l l .  I t  i s  known t h a t  t h i s  

hetereogeneity of variance can a f f e c t  the  r e su l t s ,  and various 

procedures have been suggested. For example, the  c e l l  means a r e  

sometimes weighted i n  proportion t o  the  res idual  variance estimates,  

o r  a transformation i s  made of the  or ig ina l  data.  For vectors,  it 

does not appear t h a t  straightforward adjustments can be made. Thus, 

when the  t e s t s  a r e  done i n  the  usual way, the  apparent conclusions 

should be in te rpre ted  with reserve,  according t o  the  degree of 

hetereogeneity of the  k values. This too i s  a subject  which needs 

fur ther  invest igat ion.  



Appendix 1 . , 

. .  . .  . . 

Data sets .  

The four s e t s  of data used i n  t h i s  thes i s  a re  given i n  

Tables A . l . l  - A.1.4. 

Table A.l.l 

Time i n  hours spent i n  eight  a c t i v i t i e s  by 130 

students a t  Simon Fraser University. 

The a c t i v i t i e s  considered are: 

I. Sleeping. 

11. Travelling t o  school (includes waiting for  bus, looking for  

a parking space, e t c ,  . 
111. Attending lec tures  (seminars and t u t o r i a l s ) .  

IV.  Studying ( l ibrary ,  writing papers, reading for  a course, e t c . ) .  

V. Sports. 

VI . Socializing. 

V I I .  Eating meals. 

V I I L .  Non-course a c t i v i t i e s  (personal a c t i v i t i e s ,  family/household 

a c t i v i t i e s ,  job). 

The students were assigned codes according t o  the following 

character is t ics :  

Column 1: Sex: females = 1 
* 

males = 2 



Column 2: Age: less than 21 = 1 

between 21 and 25 = 2 

more than 25 = 3 

Column 3: Living arrangements: living alone = 1 

marriage-like relationship = 2 

other = 3 

Column 4: Job: students who have a job = 1 

students who do not have a job = 2 

Column 5: Year: 

Column 6: Major: 

first year = 1 

second year = 2 

third or fourth year = 314 

Economics/Commerce = 1 

Psychology = 2 

Geography = 3 

Criminology = 4 

Mathematics/Computing Science = 5/6 

Not declared = 7 

Joint major = 8 

Other = 9 



C o d e s  

2 1 3 2 2 1  

2 2 3 2 1 7  

2 1 3 1 3 9  

1 3 2 1 2 2  

2 1 1 1 1 1  

1 2 2 1 1 2  

2 1 3 1 1 1  

2 1 1 2 1 1  

1 2 3 1 3 1  

2 2 3 2  1 1  

2 2 3 1 1 8  

2 1 3 2 2 4  

1 1 3 1 1 4  

1 2 3 2 3 1  

1 1 3 2 1 4  

1 1 1 2 1 7  

2 3  2 2 1 - 8  

1 1 3 2 1 1  

1 2 3 1 2 9  

2 1 3 2 1 7  

2 1 3 1 2 1  

1 1 1 2 1 1  

Table A.l.l 

A c t i v i t i e s  

I11 - IV - 

3.00 5.50 

3.00 4.00 

4.71 4.71 

2.25 7.50 

4.00 4.00 

2.09 4.87 

6.00 7.25 

3.00 7.00 

3.00 5.00 

4.44 5.33 

0.75 4.50 

2.97 3.96 

2.00 2.00 

2.00 2.00 

7.00 6.00 

4.00 5.00 

VI - VII - 
I 

2.00 2.50 

3.00 6.00 

1.41 1. 18 

0.75 0.75 

2.25 4.00 

0.52 6.95 

1.00 2.00 

3.50 0.0 

4.00 1.00 

1.78 1.77 

0.75 0.75 

1. 98  1.73 

0.0 0.0 

3.00 1.00 

0.0 2.00 

3.00 1.00 

8 2 

VIII - 

1 .SO 

2.00 

2.35 

1.75 

1.00 

1 a39 

1.75 

0.0 

1.50 

0.0 

6.00 

0.99 

8.25 

3.50 

1 000 

1 .75 



Codes 

2 3 3 1 1 . 1  

2 1 3 2 1 9  

2 1 3 2 1 1  

2 1 3 2 3 9  

2 3 3 1 2 9  

1 2 3 1 4 2  

2 1 3 2 1  1 

2 3 2 1 2 1  

2 2 3 1 3 9  

2 2 3 2 2 1  

2 1 3 2 1 7  

2 2 3 2  1 1  

2 3 2 2 2 9  

2 2 1 2 2 9  

2 3 2 1 2 9  

2 1 3 2 1 8  

2 2 3 1  1 2  

2 3 2 2 2 1  

1 1 3 2 1 7  

2 2 1 1 1 1  

2 2 3 1 3 7  

2 2 3 2 3  5 

P 

Table A . l . l  

(Continuation) 

I1 - I11 - IV - v 
1.00 4.00 6.00 1.00 

0.25 2.97 4.95 0.49 

1.31 0.65 0.87 1.75 

Om50 2.50 6.00 0.75 

Om46 2.77 4.62 1.38 

0.50 4.00 7.50 1.75 

0.50 1.00 2.00 1.00 

2.50 2.00 5.00 2.00 

1.00 5.00 5.00 0.25 

0.50 2.00 11.00 0.0 

0.50 3.00 4.00 2.00 

1.92 3.84 4.32 1.44 

Om25 Om0 14.85 Om99 

0.0 0.0 4.50 2.00 

0.50 0.0 4.00 1.00 

0.50 3.00 1.00 0.50 

1.25 0.0 4.00 0.75 

0.25 3.50 9.00 1.50 

0.50 4.50 1.00 1.00 

1.00 1.00 2.00 1.00 

2.25 0.0 4.00 0.75 

0.50 2.00 7.00 1.00 

VI - 
0.0 

1.98 

5.23 

1 moo 

1.38 

2.00 

2.50 

0. 0 

0.0 

1.00 

3.00 

1.44 

0.0 

0.0 

1 . 0 0  

1 . 00 

3.00 

0.2 5 

6.00 

1 moo 

0. 0 

1.50 

VII - 

0.50 

1.48 

4.37 

0.0 

5. 07 

0.75 

4.00 

3.50 

0.50 

0.50 

5.00 

3.36 

3. 96 

2. SO 

1.00 

3.00 

3.50 

1.50 

3.00 

3.00 

0.0 

1.00 

VIII - 
4. SO 

2.97 

1.96 

5.25 

0.92 

0.50 

5.00 

3.00 

7 25 

3.00 

0 . 0 

0.96 

0.0 

5.00 

3.50 

8.00 

2.50 

0.0 

1.00 

5.00 

13.00 

3.00 



Table A . 1 . 1 .  

(Continuation) 

Codes - .  

2 2 1 1 3 5  

2 2 3 1  1 7  

VI - 
1.50 

0.0 

1 moo 

Om25 

1.00 

3 . 0 0  

3.0 0 

3. 88 

2 .50  

4 .,7 0 

1.54 

1.50 

1.50 

2 .00  

0.0 

0. 0 

0.4 8 

0.6 8 

0. 5 0  

0 . 2 5  

1 moo 

1 moo 

VIII 



Codes 

1 2 3 1 1 6  

2 1 3 1 1 7  

1 2 3 2 1  1 

2 3 3 1 4 6  

1 1 3 2 2 1  

1 1 3 2 1 1  

2 1 3 2 1  1 

1 3 2 2 1 2  

2 2 3 2 1 1  

2 2 3 2 1 1  

2 2 3 1 3 1  

2 2 3 2 2 2  

1 2 1 2 1  1 

1 3 2 1 3 1  

2 1 3 1 1 7  

2 2  3 2 2 1  

2 2 1 1 3 5  

1 3 2 2 2 9  

1 1 3 2 2 2  

1 2 3 1 1 1  

2 2 3 2 2 1  

2 2 2 1 2 9  

e 

Table A.l.l 

(Continuation) 

I1 
7 

I11 - IV - 
0.75 0.0 2.50 

1.00 5.00 6.00 

1000 5.00 7.00 

2.45 1.96 4.90 

1.25 4.00 0.75 

0.50 5.00 4.00 

0.25 5.50 4.00 

1.00 4.00 2.00 

0.50 4.00 6.00 

1.00 4.00 7.25 

0.50 4.00 8.00 

0.50 2.00 6.00 

0.60 3.17 3.17 

0.24 1 1  2.82 

0.38 7068 1.73 

0.25 5.00 5.00 

0.50 4.00 5.00 

0.50 4.00 8.00 

0.50 4.00 2.75 

1.00 3.00 7.00 

1.00 3.00 6.00 

0.90 3.59 1.79 

VIII - 
6.25 

0.25 

0.50 

1.96 

2.25 

2.50 

2.00 

2.00 

4.50 

0.50 

0.75 

5.25 

0.40 

8.47 

0.0 

2 moo 

2.50 

0.0 

2.75 

0.0 

0.25 

1.12 



Table A.1.1 .  

CContinuationl 

Codes 

2 1 3 2 2 9  

1 3 2 1 2 7  

2 3  2 1 2 7  

2 3 2 1 2 7  

1 1 2 1 4 9  

1 2 2 1 2 7  

1 1 3 1 1 7  

1 3 2 1 2 7  

1 3 2 2 2 9  

2 3 2 1 1 7  

1 2 3 2 2 1  

2 2 2 1 3 3  

1 2 3 2 2 1  

1 2 3 1 3 2  

1 2 3 1 3 1  

2 1 3 1 2 1  

1 2 3 1 2 9  

2 2 2 1 2 9  

2 2 3 1 4 1  

1 1 3 2 1 7  

1 2 3 2 3 5  

1 2 3 1 1 7  

'VII - VIII 



Codes I - 
2 2 3 1 2 9 4.89 

Table A . l . l .  

CContinuat ion)  

V I I I  

0 7 5  



Table A.1.2 

Daily per capita consumption i n  grammes of selected foods 

in 45 countries during 1968-1969, converted to  unit  vectors. 

The selected foods are: 

Cereals: flour and milled rice. 

Starchy foods: potatoes, sweet potatoes, cassava, manioc flour, 

potato flour, and other root flour. I t  also 

includes plantains and bananas when considered staple 

foods . 
refined sugar, crude sugar, syrups, honey and other 

sugar products. 

including also shelled equivalent for  nuts, pulses 

and cocoa beans. 

poultry and game; expressed in  terms of dressed 

carcass weight, including edible offals.  

m i l k  and milk products excluding butter. 

f a t s  and oi ls .  

Sugar : 

Seeds : 

Meats: 

Milk : 

Fats : 



Table A.1.2 

Cereals Starches Sugar Seeds Meat Milk Fats  --- - -- 

1. Algeria 

2. Argentina 

3. Australia 

4. ~ u s t r i a  

5. Bolivia 

6, Brazi l  

7. Canada 

8. China 

9. colombia 

10. Congo 

11. Costa R i c a  

1 2 .  Cuba 

13. Cyprus 

14. Czechoslovakia 

15. Denmark 

16. Egypt 

17. England 

18. ~ t h i o p i a  

19. Gabon 

20. Greece 

21. Honduras 

22. India 

23. I s r a e l  

24. I t a l y  

25. Japan 

26. Kenya 

27. Lebanon 

28. Liberia 

29. Mexico* 

30. Netherlands 

(ALG) 0.8045 

(ARG] 0.4501 

(AUS) 0.4053 

(AUT) 0.4317 

(BOL) 0.5293 

(BRA) 0.4309 

(CAN) 0.3484 

(CHI)  0.7202 

(COL) 0.4459 

(CON) 0.1853 

(CSR) 0.5159 

(CUB) 0.5385 

(CYp) 0.6195 

(CZE) 0.5132 

(DEN) 0.3533 

(EGP) 0.8196 

(ENG) 0.3677 

(Em) 0.7822 

(GAB) 0.1624 

(GRE) 0.5243 

(HON) 0.6273 

( I N D )  0.7695 

(ISR) 0.5157 

(ITA) 0.5535 

(JAP) 0.6573 

(KEN) 0.6299 

(LEB) 0 -6493 

(LIB) 0.5424 

(MEX) 0.6725 

(NET) 0.3556 



Cerea l s  S t a r c h e s  Sugar Seeds Meat Milk F a t s  

31. New Zealand 

32. P h i l i p p i n e s  

33. Poland 

34. Por tugal  

35. Saudi Arabia 

36. Singapore 

37. South A f r i c a  

38. Spain 

39. Thailand 

40. Turkey 

41. Sov ie t  Union 

42. United S t a t e s  

43. Venezuela 

44. Yemen 

45. Yugoslavia 

(NWZ) 0.3606 

(PHI) 0.7570 

(POL) 0.4942 

(POR) 0.5773 

(SAU) 0.8252 

(SIN) 0.6288 

(SAF) 0.6796 

(SPA) 0.4774 

(THA) 0.8309 

(TUR) 0.7063 

(USS) 0.5261 

(USA) 0.3465 

(VEN) 0.4934 

(YPR) 0.6490 

(YUG) 0.6493 



Table A.1.3 

Production of the 29 largest forest product firms in 

Canada for 1977. (The proportional production of the "ideal 

company" is also given at the bottom of the table). 



Company 

1. MacMillan Bloedel l  

2. A b i t i b i  Paper Co. 

3. Domtar Ltd. 

4. Cons. Ba thur s t  

5. Canadian I n t .  Paper 

6. B.C. F o r e s t  Products  

7. Crown Zel le rbach  

8. Canadian F o r e s t  Prod 

9. Weldwood o f  Canada 

10. P r i c e  Co. 

11. Reed Paper 

12. Ontar io  Paper 

13. Great  Lakes Paper 

14. F rase r  Companies 

15. Kruger Pulp  & Paper 

16. Eddy Paper Co. 

17. Bowater 

18.  Boise Cascade 

19 .  Canadian Ce l lu lose  

20. Rolland Paper 

21. Rayonier Canada 

22. Whonnock Ind.  

23. S c o t t  Paper 

24. Doman Ind. 

25. West F rase r  Timber 

26. Crestbroak 

27. Northwood Pulp  & T. 

28. Kimberley Clark Can. 

29. Weyerhauser 

I d e a l  Company (Propor t ion)  

1. ~ e w s p r i n t  (NEWS) 
3. Wrapping pLper (WRAP) 
5. Fine Paper (FINE) 
7, Lumber (LUMl3) 

Table A.1.3 

Products  ( i n  Mi l l ion  d o l l a r s )  

1 2 3 4 5 6 7 

(MACB) 420 200 8 34 15  0 221 

(ABIT) 342 39 0 32 104 0 19  

(DOMT) 122 133 81 98 188 0 20 

(CONS). 345 80 33 127 0 0 16  

(CIPA) 344 147 0 114 0 0 0 

(BCFP) 82 188 0 0 0 0 145 

(CRZE) 78 86 17  1 2  0 0 85 

(CFPR) 0 6 1  0 0 0 0 141 

(WELD) 0 39 0 0 0 0 99 

(PRCO) 323 6 22 21 0 1 .5  34 

(REED) 106 48 27 36 3 0 0 

(ONPA) 252 57 0 0 0 0 0 

(GLPA) 131 155 0 0 0 0 15  

(FCOS) 0 66  0 10  0 0 12 

(IDEA) -27 .25 .03 -07 -05 . O 1  -28 

2. Market Pulp  (PULP) 
4.  Paper Board (PBOA) 
6. San i t a ry  and Tissue  Paper  (TISS) 
8. Plywood (PLYW) 

8 T o t a l  

160 1058 

0 536 

0 642 

0 601 

0 610 

36 451 

56 334 

33 235 

115 253 

0 407.5 

0 220 

1 8  327 

0 301 

0 88 

0 187 

0 233 

0 196 

0 222 

0 209 

0 65 

0 243 

0 56 

0 146 

0 59 

0 9 1  

6 80 

0 222 

0 203 

0 207 

-05 1 



Table A.1.4 

Occupational prestige. 

Table A.1.4a gives the unit vectors for the c r i t e r i a  

"Social Usefulness" and "Rewards". Table A. 1 .4  b gives the unit  

vectors for the "Social Standing Criterion" and the "Earnings 

criterion". 



Subject 

A 01 

A 02 

A 03 

A 04 

A 05 

A 06 

A 07 

A 08 

B 09 

B 10 

Bll 

C 12 

: Dl3 

D 14 

.D 15 

D 16 

D 17 

D 18 

E 19 

E20 

E21 

E 22 

E 23 

E24 

Table A.1.4a 

Social Usefulness Rewards 



Table A.1.4a 

(Continuation] 



Sub jec t  

A01 

., A02 

A 03 

, , A04 

A 05 

A06 

A 07 

' A08 

B 09 

B 10 

Bl1 

C 12 

D 13 

D 14 

Dl5 

D 16 

D 17 
I 

D 18 

E 19 

Table A.1.4b 

S o c i a l  S tanding  

I - I1 - I11 - 
0.669 0.681 -0.299 

0.393' 0.073 0.092 

0.307 0.0 -0.421 

0.104 .0.961 0.257 

0.826 0,564 0.016 

0.938 -0.342 -0.048 

0.010 0.986 0.167 

0.934 -0.354 0.044 

0.945 -0.274 0.180 

0.979 0.173 -0.106 

0.975 0.181 -0.132 

0.877 0.479 -0.027 

0.972 -0.232 0.041 

0.384 0.104 0.142 

0.907 0.421 -0.013 

0.968 0.221 0.121 

0.999 0.034 -0.003 

0.941 -0.1C7 -0.320 

0.993 -0.049 -0.108 

0.922 0.357 -0.143 

0.664 0.747 0.022 , 

0.892 0.450 -0.049 

Q.939 0.332 -0.087 

0.988 -0.116 0.106 

Earnings 

I - I I - I11 - 
0.957 -0.258 -0.129 

0.656 -0.501 -0.565 

0.800 -0.598 -0.039 

0.864 -0.321 -0.386 

0.833 -0.553 -0.018 

0.844 -0.535 0.036 

-0.104 0.055 -0.993 

0.896 -0.421 -0.139 

0.895 -0.446 0.013 

0.903 -"0.427 -0.054 

0.842 -01518 -0,147 

0.926 -0.329 -0.187 i 

0.767 -0.567 -0.301 

0.853 -0.508 -0.123 

0.749 -0.661 0.058 

0.924 -0.370 0.100 

0.891 -0.452 0.034 

0.914 -0.406 -0.025 

0.913 .-0.373 0.167 

0.842 -0.523 0.108 

0.873 -0.474 0.114 

0.875 -0.483 0.024 

0.814 -0.572 0.034 

0.831 -0.374 -0.412 



Table A.1.4b 

Subject 

K 25 

K 26 

L 27 

L28 

L23 

L30 

L31 

L32 

L33 

L34 

H 35 

H36 

P37 

P38 

P39 

Q 40 

44 1 

Q 42 

E 43 

R 44 

R45 

R 46 

R47 

S48 

(Continuation) 



9 p e n d i x  2 

Normal approximations t o  t h e  F -d i s t r ibu t ion .  

A.2.1. IntrGduction. ' 

When t h e  one way and two way ANOVA f o r  r e s u l t a n t s  and 

angles  a r e  ca lcu la ted  t h e  t e s t  s t a t i s t i c s  obta ined r e q u i r e  t h e  percentage 

p o i n t s  of  t h e  F -d i s t r ibu t ion  with degrees of  freedom laxger  than those  

usua l ly  tabula ted .  

I n  t h e  examples shown h e r e  it can be  seen t h a t  n the  number 2 ' 
of degrees of  freedom i n  t h e  denominator, is very l a r g e ,  while n , t he  

1 

number of  degrees of freedom i n  t h e  numerator, i s  small. This  i n d i c a t e s  

t h a t  t h e  percentage p o i n t s  o f  t h e  F -d i s t r ibu t ion  can b e  approximated by 

2 using a x - d i s t r i b u t i o n  w i t h  n degrees o f  freedom: 
1 

However, i n  the genera l  case ,  when p , t h e  number of dimensions, i s  

very l a r g e ,  t h e  degrees of freedom i n  t h e  numerator w i l l  a l s o  be  l a rge  

and t h e  X2-approximation can not  be  used. I t  was the re fo re  decided 

t o  f i n d  an approximation t o  t h e  F-signif icance p o i n t s  f o r  t h i s  s i t u a t i o n .  

W e  r e p o r t  on e i g h t  methods t h a t  have appeared, over a span of  many 

years ,  i n  t h e  l i t e r a t u r e .  A l l  t h e  methods considered take  a value F 

and convert  it t o  a new value z ;  i f  F has  t h e  F(nl ,  n d i s t r i b u t i o n ,  
2 

z w i l l  have, t o  a good approximation, a s tandard  normal d i s t r i b u t i o n .  

Of p a r t i c u l a r  i n t e r e s t  i s  t o  s e e  i f  t h e  upper t a i l  p o i n t s  of F(nlr  n2) 

taken fr0.m t h e  t a b l e s ,  convert  accura te ly  t o  t h e  s tandard  normal 

p o i n t s .  Resu l t s  were compared only f o r  va lues  n and n g rea te r  1 2 



than or equal to 20. Other comparisons have been given by Peizer 

and Pratt (19681 and Ling (1978). 

A.2.2. Transformations from F to Standard Normal Values. 

The eight transformations examined are listed below. 

a. Abramowitz and Stegun (19671 list three approximations. Two of 

these are Z2 and Z3 below, but they also give the following 

approximation recommended for use with large values of n and n2: 
1 

b. The square root approximation (Z ) is a modification of an 
2 

approximation suggested by Pinkham (1957) after investigation of the 

first four moments. It is given by 

c. The cube root approximation given by Paulson (1942) is 



- L I .  

z 3 -  / - 
2 2/3 

for n2 13. 
2 w 

If it is desired to use the lower tail of the F distribution n 
1 

should also be greater than or equal to 3 (Paulson, 19421. 

d. Mudholkar and Yogendra (1976) use the cumulants of C-log X) where 

X has a Beta distribution with parameters (p, q) : these 

cumulants are approximated by a chi-square variable, as was done 

by Patnaik (1949) or Pearson U959). This is in turn subjected 

to the Wilson-Hilferty cube root transformation to obtain a normal 

approximation for (-log XI. A direct three moment normal 

approximation for (-log XI can also be constructed (Sankaran, 

1959) . If X has the Beta distribution with parameters (p, q) , 

the r-th curnulant of (-log X) is 

If F has F-distribution with (nl, n2) degrees of freedom then 

- 1 
X = (1 + n F/n21 has the Beta distribution with parameters (p, q) , 

1 

where p = n /2 and q = n /2 . If nl is odd the cumulants are 
2 1 

approximated by 

q-3/2 - r 
Kr 

= ( - 1  ! C (p+ j) + (1/2) (p+q-1/2) -r, r = 1,2, . . . . 
j =O 

P 

The approximation of Pearson type has the form 



where B = K /K 3/2, v = 8/B 
2 

3 2 

The Sankaran approximation involves the determination of a 

constant h such that the leading term in the third cumulant of 

h 
{(-log x)/K~} vanishes. It is given by 

where h = 1 - K K /3K2 2 
1 3  

= 1 - K3h/6K K 
1 2  

The approximation obtained by following Patnaik's method becomes 

where a = K /2K 
2 1 

e. Peizer and Pratt (1968) give a normal approximation to the 

Beta distribution and its relatives, in particular the binomial, 



P a s c a l ,  nega t ive  binomial ,  I?, t, Poisson ,  Gamma and x 2 

d i s t r i b u t i o n s .  The approximate n o k l  d e v i a t e  for the F 

d i s t r i b u t i o n  is 

where S = (n2 - 11/2, T = (nl - 11/2 ; 

Transformation Z t h e  one used i n  t h e  comparisons, i s  a ref inement  
7 ' 

of Z ;  us ing  d = d '  + .02{q/ (~+.5)  -p / (~+.S)+(q- .5) / (n+l )  1 i n s t e a d  

o f  d l .  The func t ion  g ( x )  i s  t a b u l a t e d  i n  P e i z e r  and P r a t t ' s  

paper  s o  t h a t  t h e  approximation can b e  c a l c u l a t e d  qu ick ly .  

f .  C a r t e r  (1947) g i v e s  a normal approximation based  on approximations 

t o  t h e  t h i r d  and f o u r t h  cumulants. He recommends i t s  use  f o r  

l a r g e  va lues  of  n and n and beyond t h e  range  of  t h e  publ i shed  
1 2 

t a b l e s .  C a r t e r  a c t u a l l y  g ives  F from z ,  b u t  i n v e r t i n g  we 

c a l c u l a t e  z from F a s  fo l lows .  F i r s t  c a l c u l a t e  



s = / 1 - 1  + ll(n2-1) and t = l/(nl-1) - 1 - 1  ; then 

2 2 a = t /36 - s /24; 
2 2 

b = Qt/3 + t (1-s)/9 - s/~+s /8; 
2 2 

and c = 2Qt(l-s) /3 + t (1-s) /9 + Q', with Q = log F . 

Finally the normal variable is 

p = 0 if F is in the upper tail, and p = 1 if F is in the lower tail. 

A.2.3. Comparisons. 

The eight approximations where compared for a wide range of 

degrees of freedom and upper and lower tail probabilities (0.001, 

0.0025, 0.005, 0.01, 0,025, 0.05, 0.1, 0.25). The degrees of freedom 

examined consisted of all possible combinations with n 1' n 2 = 20, 

30, 40, 60, 120. 

Because of the well-known identity F(n n2; a) = 

1/F (n2 , nl; 1-a) where F(n n2; a) refers to the upper tail a-level 

percentage point of F with n (numerator) and n (denominator) degrees 
1 2 

of freedom, it is not strictly necessary to examine the lower tail 

separately; this was however done as a check on calculations. Our 

reported results below refer to the upper tail points. The technique 

of comparison followed was to insert a known F(nl, n2; a) as F in 

the formulae, and calculate ZL,...,Z the values were then compared to 
8; 

the stangard normal values. The exact percentage points of F were 



taken from Biometrika Tables f o r  S t a t i s t i c i a n s ,  V o l .  1, Table 1. A 

t y p i c a l  se t  of r e s u l t s  i s  shown i n  Tables A.2.1 and A.2.2. From 

these  and s i m i l a r  t a b l e s  (25 i n  a l l )  t h e  conclusions a r e  a s  follows. 

Table A.2.1. 

Normal approximations f o r  F(6O,6O ;a) ; a = 0.250, 0.100, 0.050, 0.025. 

True 
Z-score 

Z1 

2 

z 
3 

z4 

5 

'6 

Z7 

'8 



Table A.2.2  

Normal approximations for F(60,60;a); a = 0.010, 0.0050 

True 
z -score 

1 

z 
2 

z3 

z4 

z5 

'6 

7 

8 

a. Seven of the eight statistics examined give very good approximations; 

the exception is Z1. The extent to which Z1 differs from the 

others in accuracy is illustrated by, for example, the values for 

F(60,60;.10) shown in Table A.2.1. It can be seen that in all 

the comparisons the error in Z is noticeably greater than 
1 

for the other statistics. 

b. The comparisons corresponding to a-values 0.25, 0.10, 0.05 and 0.025 

are listed apart from those corresponding to a-values 0.01, 0.005, 

0.0025 and 0.001. Thus the more used significance levels may be 



compared separately from the extreme tail levels. For each 

combination of (n n ) and a , the statistics were ranked 1 (the 
1' 2 

best), 2 and 3 by the values IZi - zel where z was the 
e 

expected normal value. Table A.2.3 gives the number of times each 

statistic was ranked 1, 2 or 3,  for a-values in the upper tail. The 

table is divided into four parts, corresponding to smaller and larger 

values of n and n2. An approximation with rank 1, 2 or 3 is given a 
1 

score of 3 ,  2 or 1 respectively. S is the sum of these scores. 

Table A.2.3 

Ranks for normal approximations. 



Table A.2.3.  

(Continuation) 

It can be seen that the best approximations are Z8 and Z7; 

those two statistics appear frequently in Table A.2.3. Statistic 

Z and Z4 also appear very often. At the other extreme, z 
3 2 

appeared only once, and statistics z5 and Z6 appeared only 

rarely, 



c. Overall, it is c l ea r  t h a t  Z and Z8 a r e  t o  be preferred,  f o r  7 

the r e l a t i ve ly  high values of n and' n which we consider; 
1 2 

they a re  convenient i f  good computing f a c i l i t i e s  a r e  ava i lab le  

since the formulae a r e  complicated. 

d. A very useful  r e s u l t  i s  the  accuracy of the  older  approximation 

Z3 , since t h i s  i s  e a s i l y  computable on a hand - o r  desk - 
calculator ;  although it is  not  of ten the  bes t  approximation, it 

of ten places i n  the  b e s t  three  a l l  along the  t a i l ,  and w i l l  be 

accurate enough f o r  most p r ac t i ca l  purposes. 

e .  Most of t h e  approximations were devised t o  give po in t s  i n  the  

upper t a i l  of F . I f  po in t s  a r e  needed i n  the  lower t a i l ,  the  

question a r i s e s  whether the  approximations should be used a s  

given, o r  whether t he  wel l  known iden t i t y  F(nl, n2, a )  = 

1/F(n2, nl; 1-a) should be used. The implication of t h i s  

i den t i t y  i s  t h a t  i f  
Z; 

i s  the  value obtained by any one of the  

approximations above, corresponding t o  F(nl, n2 ; a ) ,  and i f  Z *  
2 

is a value obtained corresponding t o  G = l /F(n ,n ; 1-a) , then Z* 
2 1 1 

should equal -2;. Thus f o r  a small value of F , one could e i t h e r  

ca lcu la te  Z *  d i r e c t l y ,  using the  approximation, o r  ca lcu la te  Z *  
1 2 

and take i t s  negative. S t a t i s t i c s  Z 
2 ' Z3, Z and Z have the  

7 8 

property t h a t  e i t h e r  method w i l l  give the  same r e s u l t ,  and t h i s  

adds t o  t he  appeal of approximations Z3, Z and Z We have 
7 8 

invest igated f o r  the  whole range of n and n considered 
1 2 

here,  these  two methods f o r  the  other approximations. For 

approximation Z it appears t o  be almost always b e t t e r  t o  use 4 



G and -z;, ra ther  than t o  calculate  Z* d i r ec t l y .  For 
1 

approximation Z6, t h e  r e s u l t s  a r e  somewhat inconclusive. It 

appears t o  be b e t t e r  t o  use G whenever n I n bu t  t o  use the  
1 2 

lower t a i l  d i r ec t l y ,  i f  nl > n2 . 
f. The overa l l  pa t t e rn  of t h i s  examination suggests t h a t  when computing , 

f a c i l i t i e s  a r e  avai lable ,  Z o r  Z a r e  t o  be preferred;  bu t  when 
8 7 

a hand ca lcu la tor  o r  desk calculator  i s  used, Z gives very good 
3 

r e s u l t s  indeed. 
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