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ABSTRACT 

In communication systems, channel coding is widely employed in order to have reliable 

data transmissions. Turbo codes were first introduced by C.Berrou in 1993 [I] as a 

powerful channel coding technique, and were shown to achieve performance near 

Shannon capacity over an additive white Gaussian noise (AWGN) channel. In this thesis, 

two schemes related to turbo codes are proposed, and are shown to have superior 

performance over previous work. 

In [I], turbo codes were applied to Pilot Symbol Assisted Modulation for iterative 

channel estimation and decoding over correlated flat-fading channels. The first scheme of 

this thesis extends the work in [I] by allocating different power values to the pilot 

symbols and turbo coded symbols. When compared with previous work in this field, 

simulation results show a significant performance gain. 

The second scheme is based on the Soft Output Viterbi Algorithm. Pilot symbols are 

introduced to detect errors as well as to correct errors. Simulation results show a coding 

gain of 0.43 dB when using the pilot assisted turbo SOVA decoder over the conventional 

SOVA decoder 
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CHAPTER ONE: 
INTRODUCTION 

1.1 INTRODUCTION 

In wireless communication systems, the physical channel is generally distorted and 

affected by noise. To help overcome this, error-correcting codes are widely used in order 

to provide reliable data transmission. An error-correcting code is a common signal 

processing technique which introduces redundancy on the encoder side, such that the 

decoder can later reconstruct the transmitted data through the redundant information. 

Figure 1.1 shows a simplified model of a coded system. 

channel n 
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Digital Source 

Figure 1.1 Simplified model of a coded communication system 
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the receiver. Next, the decoder will make an estimate, ii , of the original information u 

based on the receiver output 2 . 

The major objective of a coding technique is to control the decision errors so that reliable 

communications can be obtained; i.e., so that ii is as close to u as possible. In 

information theory [2 ] ,  it was shown that arbitrarily small error rates can be achieved 

provided that the rate of transmission is less than the channel capacity. It is well known 

that by increasing the block length, the channel capacity is approachable through the use 

of random codes [3]. However, the complexity of the optimal decoder becomes 

unmanageable as the block length becomes large. Turbo codes are the most exciting and 

potentially important development in coding theory in recent years. These powerful codes 

are capable of achieving near Shannon capacity performance [I] on additive white 

Gaussian noise (AWGN) channels, at a bit error rate (BER) of for sufficient block 

length. 

1.2 BACKGROUND AND RELATED WORK 

Many papers have discussed the decoding algorithms [4], [5] for turbo codes. The 

optimal decoder uses the Maximum A Posteriori (MAP) decoding algorithm for 

convolutional codes, proposed in 1974 by Bahl et a1 [4]. Initially, this algorithm received 

little attention due to its increased complexity when compared with alternative 

convolutional decoders, for only a slightly reduced BER. However, the MAP decoding 

algorithm has recently enjoyed renewed and greatly increased attention, due to the fact 

that it was used in the iterative decoder developed by Berrou et al. in 1993 [I]. Turbo 

codes were first introduced in the form of Parallel Concatenated Convolutional Codes 



(PCCC). For PCCC, the encoder consists of two Recursive Systematic Convolutional 

(RSC) codes concatenated in parallel through an interleaver. The decoder uses two 

component decoders based on the MAP algorithm, with soft input and soft output. Since 

the introduction of PCCCs, researchers around the world have investigated the design and 

performance of Turbo codes, as well as the application of the iterative principle to other 

areas such as coded modulation, equalization and channel estimation. Interleaver patterns 

with high performance have been evaluated in [6]-[9]. In iterative decoding, two classes 

of decoding algorithms have been proposed; one class consists of the MAP algorithm and 

its simplified versions, such as the log-MAP algorithm and max-log-MAP algorithm, 

while the other class consists of the Soft Output Viterbi Algorithm (SOVA) [5] and its 

modified versions [9] - [ 121. 

In a wireless environment, the channel is often non-stationary due to fading; the fading is 

a consequence of the physical nature of the channel, as the channel gain is a random 

process. The fading effect imposes a severe penalty on data transmission, and as such 

various channel coding techniques have been investigated to mitigate the fading effect. 

Turbo codes have been used as channel codes for correlated flat fading channels with 

noncoherent, as well as coherent, schemes. Noncoherent schemes include turbo coded 

frequency-shift-keying (FSK) and turbo coded differential phase-shift-keying (DPSK) 

which was proposed by Hall and Wilson [13]. According to [14], DPSK needs no 

estimation of the channel gain, howevernoncoherent demodulation leads to a significant 

performance loss of 6.ldB at BER of when compared with coherent binary phase- 

shift-keying (BPSK). Another noncoherent scheme uses multiple symbol differential 

detection (MSDD), which is a maximum likelihood detection scheme to detect a DPSK 



signal [I51 [16]. Unfortunately, the computational complexity increases exponentially as 

the window size of MSDD increases. 

For coherent demodulation, channel gain estimation is necessary. The most efficient 

channel gain estimation method for Rayleigh and Rician fading channels is Pilot Symbol 

Assisted Modulation (PSAM), proposed by Dr. Cavers in 1991 [17]. A coherent scheme 

using iterative channel estimation has also been studied in [14] and [18] for the flat 

fading channel, where the coherent scheme was shown to be superior in power efficiency 

when compared with noncoherent schemes. Iterative channel estimation has also been 

studied for frequency-selective fading channels in [19]-[21], and channel estimation and 

multi-user detection in Code Division Multiple Access (CDMA) [22]-[24]. 

1.3 MOTIVATIONS AND THESIS OVERVIEW 

This thesis consists of two parts, both of which are related to turbo codes. In the first part 

of this thesis, an algorithm based on conventional SOVA [5] for turbo codes is proposed 

and studied. The conventional SOVA algorithm is a lower complexity decoder which 

uses a priori information for iterative decoding. However, the coding gain achieved by 

SOVA is generally 0.7 dB less than when using the MAP algorithm. This difference 

makes the issue of improving the SOVA performance, without seriously affecting the 

algorithmic complexity, an important problem. An alternative version of the SOVA 

decoder has been developed based on the Viterbi Algorithm [2]. This technique has been 

shown to be equivalent in performance to the Max-Log-MAP decoder at high SNR; 

however, it is much more difficult to implement than the conventional SOVA approach. 

In [26], a modified version of conventional SOVA was proposed, and in [27] was shown 



to be superior to conventional SOVA. However, it has the disadvantage of increased 

complexity after talung the competitor path metric into account. In [28], a bi-directional 

SOVA decoding algorithm was proposed which employs both forward and backward 

SOVA decoding in each decoding stage. The performance of this method is close to the 

Max-Log-MAP algorithm at high SNR, but the computational complexity is doubled. In 

addition, this method leads to significant delays in decoding. 

In this thesis, a pilot assisted turbo encoding and decoding scheme is proposed based on 

the conventional SOVA, that offers improved performance and negligible increase in 

complexity. On the encoder side, pilot symbols are periodically embedded into the bit 

stream. On the decoder side, two different decoding schemes are proposed: one uses 

pilots to detect possible errors and scales the extrinsic information accordingly, the other 

modifies the path metric to improve decoding performance. These two schemes can be 

combined to achieve synergistic improvements. 

In the second part of this thesis, a scheme is proposed to allocate more power to pilot 

symbols and less power to data symbols, with the overall power expense unchanged, in 

order to improve the performance of the iterative estimation and decoding. 

This thesis is organized as follows. Chapter 1 provided introductory information, and the 

objectives of this thesis. In Chapter 2, turbo codes and the performance upper bound are 

discussed in detail. In Chapter 3, first Rayleigh fading channel characteristics and Pilot 

Symbol Assisted Modulation are discussed, then the iterative channel estimation and 

decoding scheme is described. In Chapter 4, a Pilot Assisted SOVA decoder for turbo 

codes is studied. In Chapter 5, the unbalanced power allocation for iterative channel 



estimation is studied. Finally, conclusions and future directions are given, with simulation 

results shown in the Appendix. 



CHAPTER TWO: 
TURBO CODES 

In this chapter, the turbo codes scheme is introduced first, followed by a detailed 

description of RSC codes, MAP decoders and SOVA decoders. Finally, the performance 

bound for turbo codes is discussed. 

2.1 PRINCIPLES OF TURBO CODES 

According to Shannon's theorem, assuming the data rate is less than channel capacity, a 

random long code requires the minimum signal-to-noise ratio (SNR) to make the 

probability of error arbitrarily low. However, as block length increases, the optimal 

decoder becomes unmanageable. Before turbo codes were introduced, highly structured 

codes, such as block codes and convolutional codes, were used. However, these codes 

suffer in the low SNR range due to the fact that they have a low degree of randomness, as 

they are highly structured. That results in an unacceptable performance with respect to 

Shannon's Limit. Turbo codes attempt to achieve a large degree of randomness by using 

combinations of multiple interleaved structured codes at the encoder, and using an 

iterative decoding algorithm at the decoder in order to retrieve the information. In doing 

so, the turbo codes can perform very close to what is suggested by the Shannon limit. 
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Figure 2.1 Turbo codec scheme 

Figure 2.1 shows the diagram of a typical turbo-coded system. The system consists of the 

turbo encoder on the transmitter side, the channel and the turbo decoder on the receiver 

side. Denote d as the binary data to be transmitted, x as the turbo encoder output and y 

as the modulation output. The encoder introduces redundancy, which lowers the 

bandwidth efficiency but makes the system more robust to channel distortion and noise. 

The blocks labelled by nand n-' are interleavers and de-interleavers, respectively. To 

generate the coded symbols, the first RSC encoder is fed with d and the second RSC 

encoder is fed with the interleaved version of d. The input d combined with the parity bits 



from RSCl and RSC2 are then multiplexed to form a bit stream. Recall that the aim of 

the interleaver is to make this bit stream more random. After puncturing, the bit stream is 

modulated and sent out over the channel, which introduces distortion as well as noise. 

The received signal is demodulated into 2 ,  after which 2 is dernutiplexed into two code 

streams. Corresponding to the turbo encoder structure, the turbo decoder consists of two 

component decoders joined by the corresponding interleaver and de-interleaver. The 

input of each component decoder is the channel output and a priori information from last 

decoding stage. The output of each component decoder are the log likelihood ratios 

(LLRs) of the code symbols. The output can be separated into three parts: a priori 

information, channel output and extrinsic information. The extrinsic information is fed to 

the partner component decoder as a priori information. The decoding process of the turbo 

decoder is as follows. Each decoding iteration consists of two decoding stages which 

correspond to the two component decoders. In each decoding stage, the component 

decoder uses channel output and a priori information from the last decoding stage as 

input, and outputs the LLRs of the code symbols and the extrinsic information. The 

extrinsic information is used as a priori information for the next decoding stage. In the 

first decoding stage of the first decoding iteration, the a priori information of each code 

symbol is initialized to zero; at the end of the last decoding stage of the last decoding 

iteration, the LLR of each code symbol is used to make the decision on each transmitted 

symbol. 



2.2 TURBO ENCODER 

The fundamental turbo code encoder consists of two identical RSC encoders with parallel 

concatenation [I]. The RSC encoder can be obtained from the non-recursive, 

nonsystematic convolutional encoder through matrix transformation, and by feeding back 

one of its encoded outputs to its input. An RSC encoder is typically rate 112 and is termed 

a component encoder. The two component encoders, RSCl and RSC2, are connected by 

an interleaver. Only one of the systematic outputs from the two component encoders is 

used, as the systematic output from the other component encoder is just a permuted 

version of the chosen systematic output. Figure 2.2 shows the fundamental turbo codes 

rate 113 encoder. RSCl outputs the systematic output x, and parity output x,, while RSC2 

discards its systematic output and only outputs the parity output x, . 

Figure 2.2 Turbo codes encoder 

Figure 2.3 shows an example of an RSC encoder with generators G(D) that are [ l ,  

05/07] in octal, and have memory size equal to 2. At time k, uk is the input bit to the 

encoder, and xak , x,,, are parity code symbols. 

I 
X3,k  

Figure 2.3 An RSC encoder with generators [I,  05/07], memory size 2 



State at time k-1 Symbol at time k State at time k 
Sk-l = S' U k  Ixl,k ,XU sk = S  

Figure 2.4 A trellis section of an RSC encoder with generator [I, 05/07], memory size 2 

The trellis section generated by the RSC encoder with generator [I,  05/07] is illustrated 

in Figure 2.4. The trellis section is characterized by the four parameters uk, xk, s' and s, 

which are the input, output, start state and end state of the trellis section, respectively. In 

a systematic convolutional code, given any pair ( s' , u), (s, u) or ( s' , x), the trellis section 

is uniquely identified. In an RSC encoder, i~ (1, 2M) is the trellis state index, S= {si, i~ 

(1, 2M)), where M is the constituent encoder memory size, subject to M=K-1, where K is 

the constraint length. The trellis state at time k-1, or start state of s k  with input uk, is given 

by s' =sk-l where s' E S. Similarly, the trellis state at time k, or the end state sk with input 

uk is given by s=sk where s E S. 



2.3 TURBO CODES DECODER 

As illustrated in Figure 2.5, turbo codes component decoders can be classified into two 

classes; one class is based on the MAP algorithm and the other class is based on the 

Viterbi Algorithm. The symbol-by-symbol MAP algorithm [4] was formally presented by 

Bahl in 1974 as an alternative to the Viterbi algorithm for decoding convolutional codes. 

In principle, the MAP algorithm can calculate accurate estimates of the a posteriori 

probability of each code symbol. However, the MAP algorithm suffers from two severe 

practical problems. First, it is computationally intensive, requiring 6 ~ 2 ~ ~  multiplications 

and additions per estimated bit, where M ,  is the number of states. Second, it is sensitive 

to round-off errors. To alleviate these two problems, the Log-MAP and Max-Log-MAP 

algorithms have been developed. Both of these algorithms perform multiplications as 

additions in the log-domain, the difference lies in how they compute addition in the log- 

domain. The Max-Log-MAP approximates addition in the log-domain as a maximization 

operation, while the Log-MAP computes the addition in the log-domain as a 

maximization followed by a correction term. The Viterbi algorithm was introduced in 

1967 as a computationally efficient method for performing maximum likelihood 

decoding of convolutional codes. Although the Viterbi algorithm [5]  accepts soft-inputs 

in the form of a priori information, it does not produce soft-outputs in terms of a 

posteriori probabilities, and is therefore not suitable for turbo decoding. In 1989, 

Hagebauer and Hoeher proposed a modification to the Viterbi algorithm which produces 

the a posteriori probabilities of the state transitions, and is known as the Soft Output 

Viterbi Algorithm (SOVA) [5]. Various improvements based on SOVA have been 



proposed [lo]-[12]. The MAP and SOVA algorithms will be discussed in details in next 

sections. 

Trellis-Based 
Estimmtictn Algorithms 

- 
Sequence 
- 

Syinbel-by-symbol 
Estimztion Estimation 

Figure 2.5 Overview of Trellis based estimation algorithms 

2.3.1 MAP DECODER 

The following review of the symbol-by-symbol MAP decoding algorithm is based on the 

following definitions: 

N represents the frame size of transmitted symbols. 

k~ (1, N) is the time index. 

xk = ( x , , ~ .  x ~ , ~ .  x3,*. ... xnr.* ) E (-1.1)  is the modulated symbol at time k. 

Y k  = ( ~ 1 , k  9 ~ 2 . k  9 ~ 3 . k  y " ' ~ M . r )  is received symbol corresponding to xk . 



y: = (y l ,  y2,. . . yN ) is one frame of received symbols. 

According to [2] ,  the symbol-by-symbol MAP decoding algorithm at the bit level is 

derived as follows. 

The log-likelihood ratio L(uk) of a binary random variable uk is defined a 

The decision of uk is made based on the sign of ~ ( u , )  , i.e., 

U; = sign[~(uk )] . (2-2) 

According to probability theory and the trellis section generated by RSC encoder 

L (u, ) = log 



Note that ~ ( y ,  lxk ) = 
1 

{ [ y q , k  - ( 2 ,  - 1 )  is the branch metric, and 4mexp No q=2 

~ ( u ,  ) is a priori information from last decoding stage. 

The forward path metrics a; ( s )  can be recursively computed as 

and the backward path metric Pk ( s )  can be recursively computed as 

where z( ) is the summation over all possible items with starting state sk-I = s', and 
s' 

z() is the summation over all possible items with starting states sk-, = s' and ending 
s n / s k  =s  

1 i f s = l  
state s = s, . The initial condition is a,, (s) = which means that the 

0 otherwise 

encoder Trellis states always start at state 1. The Pk(s)'s initial condition is 

1 i f s = l  
P = {  which means that the encoder is expected to end in state 1. 

0 otherwise 

Finally the LLR is expressed as 



2.3.2 SOVA ALGORITHM 

The SOVA algorithm proceeds by first executing the standard soft decision Viterbi 

algorithm, followed by a second stage of LLR calculation. The soft output Viterbi 

algorithm, along with a reliability updating procedure, can be implemented as follows: 

At time index k = 0, initialize M!) = 0 for the zero state in the trellis diagram, 

and M?) = -w for all other states 

Increase time index k-1 to k, and compute the path metrics for state m as 

where Mim) is the accumulated path at time k for state m, u, is the systematic bit at 

time k, x z  is the j-th bit of M bits at time k on the assumed branch, ) is the 

Eb received value from the channel corresponding to x$), LC = 4- is the channel 
No 

reliability value, and ~ ( u , )  is the a priori reliability value at time k. Note that for the 

first decoding stage, ~ ( u , )  is set to zero. 

Find r n a x ~ p )  for each state; denote the path with the largest path metric as the 
m 

survivor path, and the path with the smallest path metric as the competitor path. 

Let M?) stands for the survivor path metric and M:"-) 

1 Compute the initial LLR as A' - - I M ,  
, - 2  ( m l )  - M ~ ~ ) I  



Denote the reliability along the survivor path for a particular node at time k as 

A Y M  (MEM =0,1,...k), MEM is denoted as memorization level to index the 

reliability updating process. Compare the survivor path and the competing path at 

each state for time k, and store the MEMs where the estimated binary decision of 

the two paths differ. 

Update 8yM = rnin {A:] for all MEMs from the smallest to largest MEM. 
i=O,...,MEM 

Repeat from the path metric computation step until reaching the end of the trellis. 

Output the estimated sequence li and its LLR as ~ ( l i )  = li A , where stands for 

element by element multiplication and A is the final updated reliability sequence. 

~ ( 6 )  is then passed to the next decoding stage as a priori information. 

The extrinsic information to feed to the next decoding stage is 

L~ ( 6 k ) = f l ( L ( ' k ) - L c ~  -'in ('k 1) ' 

2.4 PERFORMANCE BOUND FOR TURBO CODES 

Turbo codes can achieve small BER at low SNRs; however, when the SNR becomes 

large, it is hard to obtain accurate BER performance through simulations. In addition to 

performance obtained from simulations, upper bounds on the BERs of turbo codes have 

been highlighted by the works of S. Benedetto [29] [30], D. Divsalar [30] [31] and S. 

Riedel [32]. 

Transfer function bounding techniques [30] have been applied to obtain union bounds on 

the BER for maximum likelihood decoding of turbo codes, constructed with random 

interleaver permutations. As it is not tractable to obtain analytic results on the BER for a 



particular interleaver, the bounds on the BER have been developed as averages over 

certain ensembles with random coding properties. According to [31], the performance 

bound analysis is based on taking the turbo code scheme as the concatenation of multiple 

"code fragments". In Figure 2.6, one of the code fragments is the input frame u" while 

the other fragments are generated by the two component encoders, up' anduP2. 

Figure 2.6 Turbo codes diagram 

Without loss of generality, consider sending an all zero codeword for performance 

analysis. Assuming that the interleavers I, and I ,  are known, the traditional union upper 

bound for maximum likelihood decoding of a (n, k) block code over a memoryless 

channel can be given as: 

where P, ( d )  is the probability of choosing a specific incorrect codeword with weight d 

and ~ ( d l l , , l , )  is the number of codewords with Hamming weight d. For a specific 

interleaver pair ( 1  1 )  , A (dl I, 1 ) is obtained by encoding all input sequences and 

calculating the number with the same output weight. Consider forming the word error 

probability averaged over all interleaver pairs: 



where P ( I , ,  I , )  is the probability of a specific interleaver pair ( I , ,  I , )  and ~ ( d )  is the 

average weight distribution function A(d) = x x P(I , ,  I ,  )A (dl ],,I,) . A (dl I , ,  I , )  can be 
4 12 

k 
expressed as A ( d  I,, I ,)  = Z [ )  P ( d i , I  I ) .  ~ ( d  i, I,, I , )  is the conditional probability of 

i 1  

producing a codeword of weight d, from input weight i and interleaver pair(I, ,I ,) .  As 

turbo codes are the concatenation of three code fragments, the total output weight should 

be the sum of the three codeword weights d = i  + dl + d ,  , where i  is the input codeword 

weight, and dl and d ,  are the Hamming weights of sequences u PI and u respectively. 

 dl 11, 12 )  can be further expressed as 

where ~ ( i , d , , d , ~ i , I , ,  I,) = ~ ( i l i )  P(dl1i, I 1 ) P ( d 2 ~ i , I 2 ) .  (2- 12) 

Substituting (2-11) and (2-12) into (2-lo), the average word error probability is union 

bounded as: 



and the bit error probability is bounded as 

According to [31], the distribution of the parity fragments, dl and d,, may be expressed 

where t(k,i,d,) is defined as the number of trellis paths of length k , input weight i and 

parity weight d,, that start and end in the zero state. In [31], it was shown that for an 

arbitrary block length ( k = 1 ), t(l,i,d) can be computed recursively by examining the 

transfer function of the convolutional encoder T (L, I, D) . The transfer function is defined 

In (2-16), I stands for identity matrix and A(L, I,D) is the state transition matrix for the 

convolutional encoder. For an RSC with memory y , both I and A(L, I, D) are (2' x 2') 



full rank matrices. Once T(L, I,D) is determined, a recursion is formed to compute 

t (1, i, d )  , which is in turn necessary to compute P (d 1 i) for the average upper bound. 

For the 4-state RSC with generator (7/5), the BER is calculated as follows. Consider 

bounding turbo codes with input frame length k . in order to compute the average upper 

bound, t,,, (k,i,d) must first be formed. Following the procedures above, in [31] it was 

shown that the transfer function can be expressed as 

By multiplying both sides of (2-17) by the right-hand side denominator, the recursive 

expression for t,,, (l,i,d) for 1 2 0, i 2 0,d 2 0 is as follows: 

where d(1, i,d) = 1 if 1 = i = d = 0 and 0 otherwise, with the constraint that t,,, (1, i, d )  = 0 

for any negative index. Next, the probability of producing a parity sequence of weight d, 

given a randomly selected input sequence with Hamming distance i , is computed as 

which gives the average upper bound on bit error probability as 



2.5 SUMMARY 

In this chapter, various aspects of turbo codes were discussed. First, Section 2.1 

introduced the turbo code scheme, followed by a description of turbo codes encoders In 

Section 2.2. In Section 2.3, the MAP and SOVA algorithms were discussed in detail. 

Finally in Section 2.4, the union upper bound to measure the performance of turbo codes 

was presented. 



CHAPTER THREE: 
FLAT FADING CHANNEL AND ITERATIVE CHANNEL 
ESTIMATION AND DECODING 

In this chapter, wireless channel (specifically, narrowband multipath fading channel) 

characteristics will be described, followed by a detailed discussion of channel estimation 

using PSAM. Finally, the iterative channel estimation and decoding scheme over flat 

fading channel is described. 

3.1 FLAT RAYLEIGH FADING CHANNEL 

The impulse response of the multipath fading channel is given as 

where gn,@,,,rn denotes the amplitude, phase and delay of the nth path respectively. 

Denoting the multipath delay spread as Tm, if Tm << B;' (where B,is the baseband 

modulation bandwidth), then the channel is a narrowband multipath flat fading channel. 

In this case, the channel gain (3-1) can be simplified as 

For the narrowband multipath flat-fading channel, the real and imagnary parts of the 

channel gain are independent Gaussian processes. The magnitude of the channel gain 

follows the Rayleigh distribution, and the phase follows the uniform distribution in 

[0,2n] . The autocorrelation of the complex channel gain is 



v 
where g, is the magnitude of the channel gain, fd =- fc is the maximum doppler 

C 

frequency, v is vehicle speed, c is speed of light, fc is carrier frequency and J ( . )  is the 

zeroth order bessel function. The cross-correlation of the complex channel gain is 

E ( r, (t)ro (0) = 0 

For isotropic channel and vertically polarized antenna, the power spectrum of the 

narrowband multipath channel gain is given as 

v where d = E [a:] I 2 , fd = - f, . The autocorrelation of the complex channel gain is 
n C 

shown in Figure 3.1, and its power spectrum is shown in Figure 3.2. 

Figure 3.1 Autocorrelation of complex channel gain 



X 

Figure 3.2 Power spectrum of Rayleigh fading channel gain 

The Rayleigh fading process can be modeled as in Figure 3.3. First, generate N zero 

mean Gaussian distributed samples for the real and imaginary parts respectively. Then, 

pass these two streams through the root square power spectrum filter in order to generate 

the real and imaginary parts of the channel gain. The square root of the real and 

imaginary parts is the magnitude of channel gain, which follows Rayleigh distribution. 

Figure 3.3 Rayleigh fading channel gain modeling [33] 



3.2 CHANNEL CAPACITY 

According to Shannon's theorem, a given communication system has a maximum rate of 

information C , known as the channel capacity. If the information rate R is less than C , 

then one can approach arbitrarily small error probabilities by using intelligent coding 

techniques. To get lower error probabilities, the encoder has to work on longer blocks of 

signal data, which corresponds to longer delay and higher computational complexity 

requirements. Thus, capacity can be regarded as a criterion to evaluate how "good" a 

code is. Channel capacity can be derived for the case when channel side information is 

available (CSI), and for the case when it is not (NSI). 

The discrete channel model can be defined as y = gx + n , where x is the input BPSK with 

energy constraint E < E, , g is the channel gain. Note that x and n are independent. 

3.2.1 CHANNEL CAPACITY WITH CSI 

The channel capacity is defined as the maximum of the mutual information between 

channel input and output Z(x,y), over the input distribution, Px (x) . When CSI is known, 

the mutual information is formed conditioned on the knowledge of the channel gain g as 

follows: 

CY = rnax{~ (x, yl g) ]  
pxc4 



where p (x, y, g ) = p ( yl x, g ) P, (x) p, ( g ) , as x and g are independent. For symmetric 

channels with a finite input alphabet, the maximization in capacity is achieved with an 

equiprobable input distribution Px (x = &) = Px (x = -&) = 11 2 .  Thus, the capacity 

can be further expressed as 

By symmetry, CF becomes 

and can be further simplified 

where g is Rayleigh distributed with average power equal to 1, and y is Gaussian 

distributed with mean g , / ~ ,  and variance N,,12. In addition, let 



3.2.2 CHANNEL CAPACITY WITHOUT CSI 

In the case where CSI is not available, the channel capacity is formed as 

where p (x, y ) = j p  (x, y, c) dc = jpc (c) . Px (x) . p (yl x, c) dc . After substitution and 
C C 

simplification, c:F can be expressed as 

Figure 3.4 gives the numerical results for channel capacity, in both the CSI and NSI 

cases. It can be seen that the lack of CSI amounts to a loss of approximately 1dB in 

E, l N o .  According to the channel coding theorem, a code exists that will give arbitrarily 

small errors if the code rate is less than the channel capacity. The smallest E, l No can be 

determined by equating the code rate and channel capacity. Through puncturing, an 

arbitrary code rate can be achieved. Using the widely applied rate ?h turbo codes, 

equations (3-4) and (3-5) will yield the following relation 



from which it can be found that the minimum SNR for rate ?h codes is 1.8 dB when 

pefect CSI is available, and s 2.7 dB when no CSI is available. 

Figure 3.4 Capacity on fully-interleaved Rayleigh fading channel with BPSK signaling 

3.3 PERFORMANCE BOUND FOR TURBO CODES OVER RAYLEIGH 

FADING CHANNEL 

According to Section 2.4, to compute the bit error probability P, for the Rayleigh fading 

channel, the two codeword probability P, (d) is necessary. Assuming a Rayleigh fading 

channel with CSI available, the probability of erroneously selecting codeword C, when 

codeword Ci is transmitted, is 



where (i,,i2,..-id) are the indexes in bit positions where C, differs from Ci , and 

1 -,z Q (x) = lJi;;e dz . P (c, + c can be computed by averaging P (c, c 1 a) over the 

joint distribution of channel gain a as follows+ 

Consider full interleaving, then gi, , g4 ,... gid are independent and 

After substituting (3-9) into (3-8) and then substituting (3-8) into (2-20), the bit error 

probability can be derived. The exact evaluation of (2-20) for Rayleigh fading is difficult, 

especially for large block length, and thus numeric integration is needed. The following 

simplification for Q(x) [32] can be used for (3-9)~ 

By substitution using (3-lo), P2 (dlg) is simplified as 

As the channel gains are independent, the d-dimensional integral of p2(d) has the 

following closed form expression+ 



While (3-12) has no closed form solution, it is numerically integrable. 

3.4 PILOT SYMBOL ASSISTED MODULATION (PSAM) 

Pilot assisted modulation was first proposed in 1984, and later in 1987 as pilot tone 

modulation. Data and pilot tone can be separated by low pass filtering, if the spectral 

notch is wide enough to accommodate the Doppler-spread tone and data. However, pilot 

tone assisted modulation has the disadvantages of requiring the precoding of data, leading 

to bandwidth expansion and an increase in the dynamic range of the signal; it therefore 

requires amplifer linearization. 

The pilot symbol assisted modulation scheme was first proposed by Dr. Cavers in 1991 

[17]. The block diagram is shown in Figure 3.5. 

Figure 3.5 Pilot Symbol Assited Modulation scheme [17] 

The pilot symbols are periodically inserted into the data stream prior to pulse shaping, 

resulting in a frame structure as shown in Figure 3.6 



Figure 3.6 Frame structure of PSAM [17] 

The frame size M must be chosen such that the Nyquist sampling criterion is satisfied+ 

According to [17], the transmitted signal with a complex envelope is given by 

where T is the symbol duration, A is the amplitude factor and p ( t )  is a unit energy pulse. 

Pilot symbols are inserted into data stream at time index i = k M ,  k  = 0,1,2,... , with a 

known value b . The fading channel output is given by 

C ( t )  = g ( t ) s ( t ) + n c  ( t )  

Assuming there is no frequency offset, the autocorrelation of the complex channel gain is 

given by 

R, ( z )  = 0: J ,  ( 2 n  f D z )  . (3- 16) 

After matched filtering with impulse response p* ( t ) l & ,  the symbol-spaced samples 

r  ( k ~ )  are given by 

AC ( k ~ )  
r  ( k )  = 

JK 
b ( k ) + n ( k ) = u ( k ) b ( k ) + n ( k ) .  



The Gaussian noise samples n ( k )  are white with unit variance. Defining q  as the pilot 

power to data power, then q  is given by 

q=lh21/ (M - l ) ~ [ l b l ~ ] .  

The total energy E, and bit energy Eb are given as 

Ef = o i A 2  (161' + ( M  - 1 )  E [ w ~ ] ) .  

and 

respectively. The channel gain u  ( k )  has variance 

where yb = Eb I No . As indicated in [17], letting b  (0) designate a pilot symbol and 

considering the detection of b ( k )  , - L M  / 2J i k  i L ( M  - I ) /  21 , the channel gain estimator 

uses the K nearest pilot samples to do the estimation 

The estimation error is denoted as e  ( k )  and u  ( k )  = v ( k )  + e  ( k )  . The optimal filter to 

minimize the variance of estimation error e,  is a Weiner filter. Define the length K 

column vector r as the set of pilot samples r (iM ) , - 1 K / 21 1 i  I 1 K I 2 1 , and h ( k )  as the 

corresponding set of coefficients for the kth position in the frame. The estimated channel 

gain is given by v ( k )  = h t r  , and the estimation error can be denoted by 

e ( k ) = u ( k ) - h t r .  



Then the optimal channel gain estimates results when h(k)  satisfies Rh(k) = w  ( k )  , as the 

optimization is in the minimum mean squared error sense with respect e2 ( k )  , where R  is 

the K x K autocorrelation matrix and w ( k )  is the M  - 1 length k  covariance vector, 

which are given as+ 

and 

respectively. The specific components in R  and w are given by 

4  Rik = ybn(M - 1 ) - i c ( ( i - k ) M ~ ) + 6 ,  
l + q  

and 

The corresponding minimum estimation error variance is given as 

0 , 2 ( k ) = 4 - - 0 , 2 ,  (3-28) 

where 0; ( k )  = ofv ( k )  = wt (k)R-'w ( k )  . The BER for optimal h(k) for BPSK is given by 

& ( k ) = ( l - p ( k ) ) &  (3-29) 

where 

w' ( k )  R-'w ( k )  
~ ( k )  = 

d(0: +1)wt (k)R-'w(k) 



3.5 ITERATIVE CHANNEL ESTIMATION AND DECODING 

When Turbo codes are used as the channel coding for a Rayleigh fading channel, the 

decoded symbol can be further used to re-estimate the channel, thus improving the 

channel estimation and decoding performance. The scheme is illustrated in Figure. 3.7. 

Figure 3.7 Iterative channel estimation and decoding scheme [14] 

In Figure. 3.7, the data stream {d, ),I I j I L, or in polar form d j  E {0,1), is first encoded 

by the rate M turbo encoder and then bipolar mapped. Fading channels produce burst 

errors, however, turbo codes are effective for random errors. Thus, the encoded and 

mapped bits {x,), xi E {-l,l), 12 i 5 Llr (-112) are then passed through a block channel 

interleaver, which scrambles the burst errors into random errors. The interleaved 

sequence{T, )is parsed into groups of (M-1) contiguous bits. A pilot symbol is inserted 

every (M-1) bits to form M-bit data groups. To maintain the effective code rate, r equal to 

M for every group of M encoded bits, one parity bit is punctured, so that the size of each 

group is still (M-1). The data groups of size (M-1) are then reassembled into a sequence 

of symbols { y,} , 15 k 5 Ll r . After pulse shaping, the transmitted sequence {yk) passes 



through a flat-fading channel with AWGN. The signal is then matched filtered, and the 

received signal is 

rk = gkYk +nk 9 

where i n k }  are statistically independent complex-valued Gaussian random variables, 

with zero mean and variance a2 = N o  /2E,  in each dimension. The received sequence 

i rk }  is first applied to the channel estimation algorithm described in Section 3.4 in order 

to perform channel estimation. After channel compensation, the data sequence goes 

through the channel de-interleaving and demultiplexing process, and is then fed to the 

turbo decoder. The receiver has a feedback path, and after the qth ( q  2 1 ) iteration of 

turbo decoding using the MAP decoder, the combination of each received signal y, and 

its decoded LLR becomes a pilot symbol. In this way, the channel can be re-estimated to 

improve channel estimation and decoding performance. 

3.6 SUMMARY 

In this chapter, the multipath fading channel characteristics, the channel capacity and the 

BER of turbo codes when applied to the fading channel, were first discussed. Next, the 

channel estimation method PSAM was introduced, and the iterative channel estimation 

and decoding scheme was presented. 



CHAPTER FOUR: 
PILOT ASSISTED SOVA DECODER 

In this chapter, a pilot assisted turbo codec scheme based on the conventional SOVA 

decoder is proposed. First, the motivation and idea of pilot assisted turbo codec is 

discussed, followed by the pilot assisted encoder and SOVA decoder, which are 

described in detail. Finally, simulation results for this scheme are presented. 

4.1 MOTIVATION FOR PILOT ASSISTED SOVA DECODER 

Currently, turbo decoding is a type of blind decoding. The LLR can be used to judge the 

reliability of a decision; however, little can be done if the reliability is found to be low, or 

when LLR is high but it is an erroneous decision, which is frequently the case when burst 

errors happen. In order to detect errors after each stage of turbo decoding and to further 

help to correct these errors, pilot bits (known bits) can be used to assist the decoder. In 

order to maintain bandwidth efficiency, both the pilots and a corresponding number of 

parity bits are punctured at the encoder. 

In the scheme proposed in this thesis, pilot bits are inserted regularly, say every m bits. 

Since RSC is employed, these pilot bits would appear directly in the coded data stream 

and can be reinserted by the decoder. However, this cannot be done with the parity bits, 

since they are an algebraic combination of the elements in the memory, which are 

dependent on previous, unknown data. Turbo codes are known to be very robust to 

uncorrelated random errors, however burst errors cause problems. Heuristically, errors in 

pilot symbols are thus an indication of the presence of burst errors. 



Hence, a method is proposed that locates the erroneous path, and then scales the extrinsic 

information associated with the potentially problematic bits with a factor less than 1. The 

idea is that their extrinsic reliabilities should be given less weight when fed into the next 

decoding stage. Another method related to de-correlation of the a priori and extrinsic 

information is also proposed. Another advantage of pilot insertion, is that it increases the 

interleaver gain somewhat due to the larger frame-size after the pilot bits are inserted. 

4.2 PILOT ASSISTED TURBO ENCODER 

On the encoder side, the length of the original bit stream, N, can be written as N = nm + r , 

where r c m . When a pilot bit is inserted every m information bits, this length of the bit 

stream to be coded will grow by n bits. The turbo encoder interleaver for this scheme is 

illustrated in Fig. 4.1, where the notation Jj stands for a pilot bit and ui stands for an 

information bit. The interleaver is designed to keep the positions of pilot bits invariant. 

After interleaving, information bits will still occupy the positions of information bits and 

are re-indexed as {b, , b, ..., bm+, ). 

gl u1 urn & Um+l %rn C n  U n ( r n - ~ ) + ~  
- - - - -  ""' ..... 

Unrn 

Figure 4.1 Interleaver design for pilots and data bits 

As with the conventional turbo encoder, both the bit stream with inserted pilots and its 

interleaved version are fed into the two component RSC encoders. Different code rates 



can be achieved through different puncturing patterns. The conventional puncturing 

pattern for rate ?h encoder is odd-even puncturing. In this scheme, to maintain the 

effective code rate of %, the puncturing pattern is designed as shown in Figures 4.2 and 

4.3, for when m is odd and when m is even, respectively. The design principle of this 

puncturing pattern is the same whether m is odd or even which is as follows. 

Consider 2*m {replace with 2 . m  )information symbols, then 2 pilots are inserted, and 

the locations of these two pilots are m+l and 2m+2. To maintain the effective code rate 

of Y2, the parity bits following the pilots in both encoders are punctured. If for the first m 

information bits? the puncture pattern is odd-even (even-odd) puncturing, then for the 

next m information bits, the puncture pattern is reversed to even-odd (odd-even) 

puncturing. In this way, the number of parity bits punctured on both parity bit streams are 

the same and are evenly spaced, which leads to the balanced decoding performance at 

both decoders on the receiver side. 

Figure 4.2 Puncture pattern for pilot assisted turbo encoder (m odd) 

Figure 4.3 Puncture pattern for pilot assisted turbo encoder (m even) 

Heuristically, the pilots should also appear like random data without periodicity; a 

pseudo-random sequence is a good choice for the pilots. 



4.3 PILOT ASSISTED SOVA DECODER 

The decoder algorithm is shown in Figure 4.4. 

pilot? 

Yes 
I I 

roblem 7 
Yes 

No 
I 

window 
scaling LLR 

Figure 4.4 Pilot assisted SOVA decoder 

On the receiver side, the received signal is first BPSK demodulated, and the pilots are 

then periodically re-inserted into the bit stream in the places that they are punctured from, 

with +1 corresponding to bit 1 and -1 corresponding to bit 0. The reliability values of the 

re-inserted pilots are set to 0 for all decoding stages. The parity bits corresponding to the 

pilots are left as zeros, as the blanks inQcated in the puncturing pattern in Figure 4.2 and 

Figure 4.3. 



Figure 4.5 Erroneous path detection 

Consider the path metric computation and path choice at the pilot bits. Assume all the 

pilot bits are 1s for convenience. As shown in Figure 4.5, the path entering a state with 

information bit "1" is represented by the solid line, and the path entering a state with 

information bit "0" is represented by the dashed line. The path metric associated with 

information bit "1" is denoted as M::) where the subscript 's' stands for survivor, and the 

path metric associated with information bit '0' is denoted as ME) where the subscript 'c' 

stands for competitor. The path metric is computed according to (2-7). If Mi:) 5 M!?, i.e. 

the path metric associated with information bit 1 is less than the path metric associated 

with information bit 0, then the path through the pilot bit is regarded as problematic; 

otherwise, if M!,) > M!", then it is regarded as correct and no corrective measure is 

taken. 



Next, if there is a problematic path passing through the pilot bit, then the following 

measures are taken. A flag is set to indicate a "problematic" path associated with the pilot 

bit. The path metric associated with information bit "0" is set to the path metric 

associated with information bit "1" minus a small positive value,l , which is sufficient to 

eliminate the erroneous path. Next, a small positive value is used for the initial LLR. This 

small initial LLR for the pilot bit will serve as a threshold to suppress the over-estimation 

of the LLR. Experimental evidence has shown that setting I = 2 gives good results. 

After running a SOVA decoding stage, checks are made to see if the final decoded path 

has passed through a flagged state, in which case the extrinsic information values 

neighbouring the pilots are scaled by a factor f l ( f l< 1). A scaling window of width 2T is 

defined, and centred on the pilot bit in question. The window is set in this way as the bits 

in the range of the truncation length will be affected by the threshold associated with the 

pilot, when undergoing reliability updating. The value = 0 a 5  has been experimentally 

found to be effective. 

Reliability updating is slupped for the pilot bits, since these bits are known. The increase 

in the complexity of the pilot assisted scheme is only due to encoding a small portion of 

bits on the encoder side and a scaling of the extrinsic information; this increase is 

negligible when compared with the overall complexity of the conventional turbo SOVA 

codec. 



4.4 MODIFIED PATH METRIC METHOD 

As indicated in [9], the SOVA decoder suffers from two serious problems: an over- 

estimation of extrinsic information, and excessive correlation between the a priori 

information and the extrinsic information. In this thesis, a scheme is proposed to modify 

the basic path metric given in (2-7) as follows 

The extrinsic information is computed as 

L e ( L i k ) = P ( L ( U k ) - L c ~ - L i n ( u k ) )  (4-2) 

where the a priori information is weighted by a factor of P (P  c 1 )  in order to reduce the 

correlation between the a priori information and the extrinsic information. 

4.5 SIMULATION RESULTS 

To verify the effectiveness of our algorithms, simulations have been performed for an 

AWGN channel using the rate '/z, constraint-length 4 component code described by the 

following generators: g,(D)  = (1+ D3 + D 4 )  and g , ( D ) =  (1+ D2 + D3 + D 4 )  . this code has the 
9 

largest free distance for constraint-length 4 RSC codes. The interleaver block-size is set 

to 400 and the uniform interleaving strategy is used. 



Figure 4.6 The benefit of pilot bits and metric modification in SOVA 

The decoder is based on the commonly used SOVA decoder in [3], and the basic results 

have been verified against those published. For the first scheme in this paper, a pilot bit is 

inserted every 8 bits and the results are shown in Figure 4.6. From the figure, we can see 

that the use of pilot bits results in a decoder that outperforms the conventional SOVA 

decoding, reducing the BER by factor of 4 at an SNR of 2.5 dB. The metric modification 

method, on the other hand, only lowers the BER by a factor of 2 at the same SNR. The 

corresponding coding gains are 0.38 dB and 0.12 dB respectively. 



Figure 4.7 The combined benefit 

The two schemes, however, work on roughly independent mechanisms and can be 

combined; Figure 4.7 illustrates the improvement associated with the combined approach. 

The performance of the combined scheme is compared with the conventional SOVA 

decoder and the MAP decoder. It is observed that the BER of the combined scheme has 

dropped by an order of 6.5 at 2.5 dB. This corresponds to a coding gain of about 0.45 dB; 

a significant amount given the negligible increase in complexity. The performance has 

still not reached that of the MAP decoder; however, this combined scheme has effectively 

"split the gap" between the conventional SOVA and MAP approaches. Simulations for 

other encoders have also been performed, and show similar results. 

In this chapter, a new scheme is developed that employs pilot bits and metric 

modification, to improve the performance of turbo codes by about 0.45 dB without 



changing the data rate. This approach increases the computational complexity only 

slightly, and is therefore suitable for hardware implementation. 

Future work will study the extension of this scheme to fading channels. The pilot bit 

approach presented here can be considered to be extended to other turbo/SOVA related 

topics, such as Turbo Trellis Coded Modulation and Bit Interleaved Coded Modulation. 

4.5 SUMMARY 

In this chapter, the motivation for pilot assisted turbo codec was discussed first, followed 

by the pilot assisted turbo encoder and pilot assisted SOVA decoder. Simulation results 

showed the proposed scheme achieves significant improvement in BER performance with 

very slightly increased complexity. 



CHAPTER FIVE: 
UNBALANCED POWER ALLOCATION FOR ITERATIVE 
CHANNEL ESTIMATION AND DECODING 

In this chapter, the unbalanced power allocation for PSAM is first revisited, followed by 

a study of unbalanced power allocation for iterative channel estimation and decoding, 

through simulations. 

5.1 UNBALANCED POWER ALLOCATION FOR PSAM 

In [15], various aspects of PSAM have been studied in detail. The analysis in [15] is 

conducted for the general case, where the pilot symbol power may differ from the data 

symbol power. The simplest and most common case for PSAM is when the pilot symbol 

power and data symbol power are the same, however, this case may not give the best 

performance in terms of BER. In this section, the case for different pilot symbol power 

and data symbol power is studied, with a review of the relevant part of PSAM analysis in 

[15] conducted first. 

Recall from Section 3.4, that according to [15], if the pilot power to data power is defined 

as q , then q is given by 

Then the optimal channel gain estimate results when h(k) satisfies Rh(k) = w(k), as the 

optimization is in the minimum mean squared error sense with respect to e2 (k)  , where R 



is the K x K autocorrelation matrix and w  ( k )  is the M - 1 length k  covariance vector, 

which are given as 

1 
R = - E [  rrt] 

2 

and 

1 
w ( k )  =-E[u*(k)r ]  

2 

respectively. Also recall that Rik and wi ( k )  are given by (3-16) and (3-17). 

The corresponding minimum estimation error variance is given as 

o : ( k ) = o ;  -o;, 

where 4 ( k ) ,  4 ( k ) ,  oz,, ( k )  are given by (3-21) and (3-28). The BER for optimal h ( k )  

for BPSK is given by 

where 

wt ( k )  R-'w ( k )  
~ ( k )  = 

d(oz +l )wt  (k)R-'w(k) 

In order to optimize the power allocation in terms of minimizing 8 ,  P, ( k )  should be 

minimized; this is the same as maximizing p(k)  , as P, ( k )  is a linear function of p(k)  . 

Thus, in order to maximize p ( k )  , the following expressions are necessary 



However, p ( k )  is expressed in terms of w ( k ) ,  R and o:, all of which are functions of 

q . This makes it very difficult to find a closed form solution for factor q , for a specific 

k  . In addition, P, ( k )  is dependent on k  , and P, is the mean value of the sum of P, ( k )  

for different k  in an estimation block. From the above discussion, it can be seen that a 

closed form expression to optimize q in terms of minimal 4 is hard to get. 

The following subsection details the performance of unbalanced power allocation 

between the pilot symbol and data symbol by simulations, with basic results having been 

verified in accordance with [15]. 

5.1.1 UNBALANCED POWER ALLOCATION PERFORMANCE 

Defining E, as the bit energy, Ed as the energy for data symbol, E, as the energy for 

pilot symbol and E,, as the average energy, then 

E,, = E,(M - l ) l M  . (5-8) 
The ratio of data symbol energy to average energy is defined as 

a= Ed E,, , (5-9) 
with a subject to the constraint a 51.  Accordingly, the data symbol and pilot symbol 

energies can be defined as 

Ed = ~ E , ( M  -1 ) lM 

and 

E , = E , ( M - I ) - E , ~ ( M - ~ ) ~ / M ,  (5-1 1) 

where E p  and Ed satisfy 

E, + ( M  - 1 ) ~ ~  = ( M  - 1 ) ~ ~  . (5-12) 

For the balanced power allocation for PSAM, Ed = E, = E,, . From (5 -8 )  to (5-12), it is 

easy to derive the factor q in [17] as 



Then, using (5- 13) and (3-1 4) to (3-30), P, ( k )  and P, can be easily calculatec 

Figure 5.1 Modified PSAM for fade rate f d q  = 0.005 



Figure 5.2 Modified PSAM for fade rate f,T = 0.02 

Figure 5.3 Modified PSAM for fade rate f,T = 0.04 



In the Figure 5.1-Figure 5.3, simulation results for different SNR, different pilot spacing 

and different a are presented. When fdT, = 0.005, it represents the scenario where there 

is a 900MHz (GSM) carrier frequency, a 19.2 kbaud symbol rate, a vehicle speed of 

7lmph; thus the maximum Doppler frequency in this case is 95Hz. When fdT, = 0.02, it 

represents the scenario where there is a carrier frequency of 1.9GHz (PCS), a 9.6 kbaud 

symbol rate, a vehicle speed of 71mJh; thus the maximum Doppler frequency in this case 

is 200H.z. Finally, fdT, = 0.04 represents the scenario where there is a carrier frequency of 

3.8GHz, a 9.6 kbaud symbol rate, a vehicle speed of 71mIh; thus the maximum Doppler 

frequency in this case is 401 Hz, a value which is less likely to occur. 

From the simulation results and the close form analysis of BER performance in [17], the 

following observations can be made: 

As a decreases from 1, the BER decreases. After reaching an optimal point, the 

BER gradually increases, however the value is still better than that for the equal 

power case. 

As pilot spacing increases, the highest achievable performance gain increases. 

For the same pilot spacing, the optimal point for the best performance achievable 

is approximately the same for different SNR. 

After passing the optimal point, the BER performance degrades rather slowly and 

there is a range around the optimal point where the performance is near the best 

achievable performance. 

The pilot density must obey (3-3) in order to be able to track the change in the 

channel. If the pilot density is not large enough, the performance will degrade 



significantly, as shown in Figure 5.3. However, in this case the performance gain 

with the unbalanced scheme still persists. 

As a decreases from 1, the data symbol power decreases while the pilot symbol power 

increases. Hence, there is a performance gain resulting from improved channel estimation 

due to the increase in pilot symbol power. Note that this gain is in despite of a 

performance loss from decreased data symbol power. As a decreases, if the performance 

gain is larger than the performance loss, the BER continues to decrease until it reaches an 

optimal point where the performance gain is equal to the performance loss. If a 

decreases further, the performance gain will be smaller than the performance loss, 

resulting in a gradual increase in the BER. 

As shown in Figures 5.1 and 5.2, a gain of more than 1 dB can be achieved by optimally 

allocating different power levels to pilot symbols and data symbols. Note that turbo 

coding is robust to random errors, however burst errors will significantly degrade the 

performance. In this case, errors that occur after the initial decoding may play an 

important role in the BER for later iterations in the turbo coded system, as they may 

contain burst errors. Since unbalanced power allocation for pilot symbols and data 

symbols is effective in reducing the initial BER, this scheme can also be applied to the 

iterative channel estimation and decoding scheme. 



5.2 UNBALANCED POWER ALLOCATION FOR ITERATIVE ESTIMATION 

AND DECODING 

Figure 5.4 Unbalanced power allocation for iterative estimation and decoding [14] 

The unbalanced power allocation scheme for iterative estimation and decoding is shown 

in Figure 5.4. The block that is different from the previous work is highlighted, where the 

pilot spacing and pilot power will be increased. 

Since different power is allocated to pilot symbols and data symbols, define E, as the bit 

energy, Ep as the energy for pilot symbol, Ed as the energy for data symbol, r is the 

effective code rate and En, as the energy when each pilot symbol and data symbol have 

the same power, which is given as En, = rE, E, Then Ed and Ep can be expressed as 

and 



Ep = (M -l)rE, - (M - 2)arE, , 

where Ed and Ep satisfy 

Similar to Section 5.1, from (5-14) to (5-16), the ratio of pilot power to data power can be 

derived as 

Using (5-13) and (3-4) to (3-19), filter coefficients h(k)can be easily calculated, as 

follows. 

The receiver has a feedback path, where the sequence {r,} is first applied to the channel 

estimation algorithm described in Section 3.4. After the 9th ( q  21) iteration of turbo 

decoding using the MAP decoder [2], the product of each received signal rk and i t ) ,  

which is the transformation of the decoded data symbol vector i:', becomes essentially 

a pilot symbol. The algorithm computes the estimate of fading gain { i t ) }  according to 

i d  = h  k p 0 . 

The optimal coefficients h(k) satisfy Rh(k)= w(k), and the optimization is in the 

2 
minimum mean-squared error sense, with respect to (gk) - g,) . Recall R and w (k)  are 

defined in eqs. (3-24) and (3-35). Similarly, the specific components in R and W were 



given by eqs. (3-26) and (3-27), the coefficient q in (3-26) and (3-27) is defined in (5- 

17). Each element y:") in vector fp) is expressed as [33] 

y y  = , p , , = tanh(2F1 12). (5- 19) 

The noise variance e2 is calculated as the sample variance of z;' in the following 

formula+ 

-(q) *(d z:'=r,-gk dk , (5-20) 

where rk is the received signal, g;' is the estimated channel response; and 2:'' is the 

tentative decision of data symbols in the 9th iteration. 

Figure 5.5 BER versus a for f,T = 0.005 and SNR = 4dB 



Figure 5.6 BER versus a f o r  f,ir, = 0.005 and SNR = 4.5dB 

Figure 5.7 BER versus a f o r  f,ir, = 0.02 and SNR = 5dB 



Figure 5.8 BER versus a fo r  f,T, = 0.02 and SNR = 5.5dB 

To compare with [5], the simulation scenario is as follows. 

The turbo codes constraint length is 3, which reduces the encoding and decoding 

complexity by half, when compared with [14]. The turbo codes of rate ?h are generated 

with code feedback generator 1 + D + D2 ? and feedforward generator 1 + D2 , where the 

trellis of the upper encoder is terminated with 2 tail bits, and the trellis of the lower 

encoder is left un-terminated. Considering the inserted pilot symbols, the parity bits are 

punctured to make the effective code rate equal to %. For the turbo code interleaver, an 

L = 1250 bit S-random interleaver with S = 20 is used, while the 50x50 block channel 

interleaver is used for channel interleaving. As the performance of turbo coded system 

converges after 8 iterations, we use 8 iterations in our simulation. 



Extensive simulations under different fade rates, SNRs and power allocations have been 

carried out. Figures 5.5 and 5.6 are the simulation results for a fade rate of 0.005. 

Figures 5.7 and 5.8 are for a fade rate of 0.02. From these results, the following key 

observations can be made. 

The pilot spacing M must be large enough in order for the proposed scheme to offer 

the performance gain. For fast fading with f,T, = 0.02, the spacing ranges from 13 to 

23, while for slow fading with f d q  = 0.005, it ranges from 23 to 96. 

The performance gain increases in proportion to the pilot spacing M. For 

fdT, = 0.005, M = 21 does not offer any gain, however M = 85 yields a gain that 

reduces the BER by 8.3 times. The simulation results show similar performance 

behaviour for other fade rates and SNRs. 

With appropriate pilot spacing, the BER first decreases gradually asadecreases, 

reaching an optimal (lowest BER) point; after this point, the BER increases. 

With pilot spacing fixed, the optimal power ratio a remains almost the same even for 

different SNRs. 

The BER performance for different fade rates behaves similarly as adecreases. 

From the simulation results, we see that for unbalanced power allocation, both the pilot 

spacing and pilot symbol power can be increased without much effect on the SNR of the 

data symbols. For example, when the pilot spacing is 19, if adecreases from 1 to 0.99, 

the data symbol SNR is decreased by 10*log(1/0.99) dB. This is a value of only 0.0436 

dB, however the pilot symbol SNR is increased to 10*log(1.18/1) dB, or 0.7188 dB. 

When pilot spacing is 65, the pilot symbol SNR is further increased to 10*log10(1.64/1) 



dB, or 2.1484 dB, which is significant. This means that a small decrease in the data 

symbol SNR is traded for a large change in the pilot symbol SNR. Thus, increased pilot 

spacing and pilot power lead to a reduced turbo code rate and improved initial channel 

estimation, which in turn means increased parity protection, increased diversity and 

reduced raw data errors. When the pilot spacing is large enough, the gain from the 

increased parity protection, increased diversity and decreased raw data errors is larger 

than the loss caused by increased pilot spacing. There is a certain gain in the best 

achievable BER performance with unbalanced power allocation, when compared with the 

conventional scheme that uses dense pilot symbols and equal power for pilot symbols and 

data symbols. We also notice that there is no performance gain if the pilot spacing is not 

large enough; however, the performance degrades gradually rather than significantly. 

The proposed scheme is applicable to both slow and fast fading channels. If the pilot 

symbol rate is greater than twice the highest frequency of the channel gain, then the best 

achievable BER performance improves as the pilot spacing increases. However, if the 

pilot symbol rate is not fast enough to track a change in the channel gain, the best 

achievable performance degrades significantly due to burst errors. In this case though, the 

performance gain still persists with unbalanced power allocation. 

Figure 5.9 shows the performance comparison of the unbalanced scheme proposed in this 

thesis, the balanced scheme and the scheme proposed in [14]. It is obvious that the BER 

performance of the proposed unbalanced power allocation with increased pilot spacing is 

superior to that of the balanced power allocation with increased pilot spacing. In addition, 

the balanced power allocation with increased pilot spacing outperforms the scheme 

proposed in [14]. 



Figure 5.9 Performance comparison for f,T, = 0.02 

5.3 ADAPTIVE SCHEME FOR UNBALANCED POWER ALLOCATION FOR 

ITERATIVE CHANNEL ESTIMATION 

Figure 5.10 Adaptive unbalanced power allocation scheme 



In section 5.2, simulation results show that the unbalanced power allocation with 

increased pilot spacing can improve the performance of iterative channel estimation and 

decoding. In addition, the optimal power allocation and pilot spacing depends on the fade 

rate, and is not sensitive to the SNR. As shown in Figure 5.10, the fade rate can be 

estimated according to the autocorrelation of the estimated channel gain, at the end of the 

last decoding iteration. In Figure 3.1, it was shown that the autocorrelation of the channel 

gain has the property of periodical zero-crossing. Through the symbol rate and the zero- 

crossing of the autocorrelation, the fade rate can be obtained. When the SNR is not very 

low, the BER after iterative decoding will be small and the fade rate estimation will be 

fairly accurate. The estimated fade rate can be used to in two ways: 1) to transmit this 

information to the transmitter in order to decide the optimal power allocation and pilot 

spacing, assuming a reliable backward signalling channel, and 2) to update the filter 

coefficients for channel gain estimation according to (3-16) and (3-17), in order to 

minimize coefficients mismatch. In this way, the system performance can be improved. 

5.3 SUMMARY 

In this chapter, the unbalanced power allocation for PSAM was discussed first, followed 

by the unbalanced power allocation and pilot spacing adjusting scheme, which was 

extended to iterative channel estimation and decoding. Simulation results showed that the 

proposed scheme offers a significant improvement in BER performance, when compared 

with the balanced power allocation case. An adaptive scheme to estimate the fade rate, 

and to adjust power allocation and pilot spacing was also discussed. 



CONCLUSION 

In this thesis, two schemes related to turbo codes have been proposed. The first scheme 

employs pilot symbols and metric modification in order to improve the decoding 

performance of turbo codes, without changing the data rate. This approach increases the 

computational complexity only slightly, and is therefore suitable for hardware 

implementation. The second scheme proposed increases the pilot spacing and allocates 

different power levels to the pilot symbols and data symbols, while keeping the overall 

power expense unchanged. This scheme reduces the effective turbo code rate, and 

improves the initial channel estimation with reduced raw data errors. The reduction in 

raw data errors benefits the iterative channel estimation and decoding through reduced 

initial burst errors. The resulting performance gain was shown to be significant when 

compared to the conventional scheme, which uses dense pilot symbols and equal power 

for pilot symbols and data symbols to perform iterative channel estimation and decoding. 



FUTURE WORK 

Future work related to the first scheme, is to study the extension of pilot assisted codec to 

bursty and fading channels. The pilot symbol approach presented here can also be 

extended to other turboISOVA related topics, such as trellis-coded modulation. For the 

second scheme, future work may be two parts: 1) to theoretically analyze the 

optimization of power allocation and pilot spacing in terms of maximizing the average 

channel capacity over flat-fading channel, and 2) to apply the scheme to a turbo-coded 

Orthogonal Frequency Division Multiplexing (OFDM) system, over frequency-selective 

fading channels or two-dimensional (time-and frequency-selective) fading channels. 
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