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Abstract 

The Fault Tolerant Active Pixel Sensor (FTAPS) corrects for defects by operating two 

pixel halves in parallel and retaining half sensitivity when affected by a point defect. 

Photodiode and photogate FTAPS devices were fabricated in 0.35ym technology and 

behaved as expected with and without defects. The photodiode FTAPS was almost 

twice as sensitive as a standard Active Pixel Sensor (APS) and 0.18pm technology 

pixels were about half as sensitive as 0.35ym technology pixels. The photodiode 

FTAPS noise was calculated to be greater than a standard APS, however the FTAPS 

signal-to-noise ratio remained on par with the standard APS due to increased 

sensitivity. A detection algorithm was developed for identifying standard APS and 

FTAPS defects from statistical analysis of the images taken. A Duo-output Active 

Pixel Sensor (DAPS) performed background subtraction, however crosstalk from 

charge collection of the parasitic n+ diffusion degraded its performance. 

Keywords: active pixel sensor; fault tolerance; background subtraction 

Subject Terms: Digital imaging sensors 
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I. Introduction 

The simple act o f  taking a picture has ensnared the interest o f  the human mind since 

the invention of photography. For whatever reason, the ability to  capture a moment 

of t ime seems to appeal to people universally. Traditionally, pictures are captured 

with fi lm. However, digital imaging sensors have emerged as a legitimate contender 

to replace film. While digital imaging sensors boast several advantages over film, 

they also face challenges that must be overcome if they are to equal the 

performance o f  fi lm. 

One challenge facing digital imaging sensors concerns resolution. The resolution of  

f i lm cameras is still far better than the resolution of  digital cameras. While research 

to improve the resolution of digital cameras is ongoing, the manufacturing yield o f  

digital imagers limits the advances that can be made. I n  general, as the resolution of 

digital imagers is increased the number of defective sensors also increases. 

Consequently, the yield of the imager decreases. Furthermore, defects that occur in 

a digital imager will affect every picture i t  captures while a defect in a frame of fi lm 

will only affect a single picture. 

Most research on digital imaging sensors concentrates on methods of  directly 

improving the performance of the sensor. This research takes a different tact by 

improving the functionality of the sensor to gain better performance. This thesis 

focuses on two digital imaging sensors with additional functionality: a pixel with fault 

tolerance that can recover from defects and a pixel with built-in background 

subtraction. 



1 .I. Digital Imaging Sensors 

The field of imaging has undergone a dramatic change in  the past decade due to  the 

advent o f  digital imaging systems. Digital imagers offer several advantages that  have 

allowed them to  compete with f i lm imagers in  many applications. Most advantages of  

digital imagers are derived from their ability to  easily interface with other digital 

systems. Microprocessors and other electronics are commonly used with digital 

imagers to  process, store, transmit, and analyze images. For example, the 

microcontroller in  a digital still camera performs post processing on captured images 

so it can display the images immediately after they are taken whereas f i lm camera 

pictures must be developed first. As well, many of  the processing options can be 

altered between shots, such as the International Standards Organization (ISO) of  the 

imager, i.e. the sensitivity. For a f i lm camera to  get the equivalent effect, the film 

itself would have to  be changed which is not practical on a shot-by-shot basis. 

Ease of storage and transmission of  digital images has also made a significant 

contribution to the growth of digital imaging. Digital memory devices are easier to 

maintain, are rewriteable, and are more compact than film. Developments in digital 

storage media have increased their capacity while reducing the cost per byte. I t  is 

not unusual for a relatively inexpensive memory card to  store hundreds of high 

resolution (5 Megapixel or larger) images. Furthermore, transmission of digital files 

has become easier than ever. There are a host of tools for distributing images, such 

as web pages, peer-to-peer programs, and e-mail. 

To illustrate the cost savings of a digital camera, here is a simple example. For a fi lm 

camera, the cost of a roll of f i lm (24 pictures) and its development is about ~ $ 1 5 .  

For a digital camera, a typical memory card can store hundreds of picture for less 

than $100. More permanent storage of pictures is relatively inexpensive using DVDs 



(less than a $ 1  for 4.7Gb) or a hard drive (less than $100 for 250Gb). Since pictures 

can be previewed, only the best are printed. As well, pictures are easily shared 

electronically so most people print very few of their digital pictures (less than 5%). 

Thus, the cost of a memory card and 250Gb hard drive is around $200 with the cost 

of printing pictures being negligible. For a film camera, $200 will cover the cost of 

about 13 rolls of film or 312 pictures. Since almost everyone shoots more than 300 

pictures in the lifetime of the camera, taking pictures with a digital camera is 

cheaper than with a film camera. 

Digital imaging has made an impact in many applications, from medical imaging to 

security. Still photography is a well-understood field where digital camera usage is 

now widespread. Table 1 shows data collected by the Camera & Imaging Products 

Association (CIPA) on the production of digital and film cameras produced from 

2002-2005 [ 2 ] .  Note the drastic decline in film cameras production while digital 

camera production increased from 23.4 million units in 2002 to 63.6 million units in 

2005. 

Table 1: Summary of digital and film cameras produced from 2002-2005 

Year (Production in millions of units) 

2002 1 2003 1 2004 1 2005 

A good example of a digital cameras have proven to be more efficient is in health 

care. Digital imagers have been implemented for diagnostic x-ray imaging. 

Traditional x-ray imaging using film is time consuming because of the time taken to 

develop each x-ray. Since different kinds of tissue require different exposure times to 

obtain good images, i t  is not uncommon for multiple x-rays to be taken to adjust the 

Camera Type 
Digital 

Film 

23.4 

23.1 

43.4 

15.6 

59.4 

9.7 

63.6 

5.1 



exposure time. This magnifies the problem, as each x-ray must be developed to be 

viewed. A digital x-ray system eliminates the development time by immediately 

showing x-rays as they are taken. I t  is even possible to display an x-ray in real time. 

X-rays must often be stored for years as part of medical records. Storing x-rays in 

digital format is easier and more cost effective. 

The advantages and potential of digital cameras is evident, however they still suffer 

some disadvantages compared to film cameras. The resolution, dynamic range, and 

colour of film are better than what digital image sensors have been able to achieve 

thus far. As well, the aforementioned issue of defects in digital image sensors is also 

a challenge for digital cameras. Defects in digital image sensors can develop during 

manufacturing or in the field. A defective pixel will affect every picture taken by a 

digital camera whereas a defect in a frame of film will affect that particular picture. 

Despite these disadvantages, digital cameras are now prevalent in many 

applications. While many of the advantages of digital cameras result from interfacing 

the digital image sensors with other electronics, this would not be possible without 

the sensors themselves. Digital imaging sensors have come a long way since their 

invention. 

1.2. Active Pixel Sensor History 

Currently, there are two main digital imaging sensors: the Active Pixel Sensor (APS) 

and the Charge-Coupled Device (CCD). While both sensors were invented within two 

years of each other, the CCD garnered interest immediately and became the 

dominant digital imaging sensor. I n  the 19901s, interest in the APS was renewed and 

i t  now competes with the CCD in many applications. 



I n  1967, G. P. Weckler suggested operating photodiodes in a photon-flux integrating 

mode [5]. Incident light generates charges that are integrated on the capacitance of 

a reverse-biased photodiode. This was a key development for the APS as i t  

commonly uses a photodiode for its light sensing element. Initially, G. P. Weckler 

used a load resistor to convert the photodiode output from current to  voltage. I n  

1968, he reported a 100x100 element photodiode array [6]. Each element was 

essentially a Passive Pixel Sensor (PPS). A schematic of a PPS is shown in Figure 1. 

PD A COL BUS 

Figure 1: Passive pixel sensor schematic 

Soon after the PPS was conceived, i t  was recognized that adding a buffer or amplifier 

to the pixel would improve its performance. P. 3. W. Noble was the first to suggest 

using an in-pixel source follower transistor for readout buffering [7]. Later, any pixel 

with an "active" amplifier was termed an APS. S. G. Chamberlain analyzed the APS in 

more detail in 1969 [8]. While promising, the APS suffered from high Fixed Pattern 

Noise (FPN). At the time, fabrication of Integrated Circuit (IC) MOS devices was not 

as well developed. Significant variations in diode size, threshold voltage, and other 

device parameters were common which resulted in high FPN in APS arrays. An 

examination of FPN in APS devices was reported by P. W. Fry et al in 1970 [9]. 

As research on the APS was beginning, W. S. Boyle and G. E. Smith invented the 

CCD [ l o ] .  When i t  was conceived in 1970, the CCD was intended to be a serial 



access memory device. However, the CCD soon focused development as an image 

sensor. Compared to the APS, CCD pixels had much lower FPN and were smaller as 

no in-pixel transistors were needed. Research on the APS was scarce for the next 20 

years while the CCD came to dominate the digital imaging market. The CCD was 

used in camcorders, still cameras, scientific imaging, and many more applications. 

Interest in the APS began to pick up again in the 1990's. While little work had been 

done directly on the APS, the CMOS fabrication process had undergone numerous 

improvements. As a CMOS-compatible device, these advances made the APS more 

viable for imaging. For example, smaller pixel layouts were possible as the minimum 

feature sizes of CMOS devices had shrunk. CCDs require multiple supply voltages, 

high power, and a specialized process to manufacture that is not compatible with the 

CMOS process. A CMOS imager is attractive as i t  requires only a single supply 

voltage, uses less power, and can be integrated with other CMOS circuitry such as 

Analog-to-Digital (AID) converters. 

I n  1993, S. K. Mendis, S. E. Kemeny, and E. R. Fossum at  Jet Propulsion Labs (JPL) 

kickstarted new interest in the APS by presenting a photogate APS [ll]. I n  general, 

photogate pixels are larger than their photodiode counterparts because they require 

an additional transistor and extra control signals, however i ts architecture allows i t  to 

perform Correlated Double Sampling (CDS) which removes FPN from the output. 

Today both APS and CCD technology share in the digital imaging market. APS 

cameras are frequently found in portable devices as an additional feature, such as 

Personal Data Assistants (PDAs) and cellular phones, where power consumption and 

size are a t  a premium. I n  the still camera market, less expensive, point-and-shoot 

cameras most often use CCD technology. Since CCD technology is more mature than 



APS technology, i t  is better understood and less expensive to manufacture for lower- 

end cameras. High resolution, digital Single Lens Reflex (SLR) cameras feature both 

APS and CCD imagers. Generally, APS imagers are found in low power, low cost, 

small form factor applications. Both types of sensors are found in mid-range 

applications, however as the array size becomes larger CCD performance 

deteriorates unless they are cooled. This is why high resolution digital SLR cameras 

use APS arrays, but  the most precise space imagers use cooled CCD imagers. 

Research on the APS has steadily increased since the 1990's. Many aspects of the 

APS are being explored, such as its architecture and fabrication. I n  this thesis, 

increasing the functionality of the APS is the focus. Since defects in  digital cameras 

degrade every picture that they take, a fault tolerant APS is examined that  can 

correct for defects. I n  digital profiling, a laser il lumination must be detected over the 

background il lumination of the scene. Simple methods of removing the background 

il lumination are insufficient, so a more complex solution is needed. An APS with 

built-in background subtraction was investigated for this application. 

1.3. Fault Tolerant Active Pixel Sensor 

1 J . 1 .  Fault Tolerance in Digital Imaging 

Incorporating fault tolerance is a common practice for the design of many electronic 

devices, such as digital memory, to increase their yield and reliability. While sharing 

the same regular, repeating array of elements like memory, fault tolerance is seldom 

considered for digital imaging arrays. The current practice is to calibrate an image 

sensor after manufacturing to locate all defective pixels in an imager. The locations 

of  these defects are stored in a defect map. To correct for defective pixels, 

information from neighbouring pixels is used to  interpolate for the defective pixels. 



This can be acceptable in some applications if the defect rate is reasonably low, 

however the loss of even a single pixel in some applications, such as in 

mammography or space imaging, can be disastrous. A fault tolerant sensor that can 

correct for defects could improve the yield of digital imaging arrays at manufacturing 

time. Defects that develop once the imager is in the field are more troublesome as 

there are few techniques for recalibrating the sensor. Sometimes the imager can be 

sent back to the manufacturer to be recalibrated, but this is a time consuming 

method. 

An imager operating in hard environments would benefit from fault tolerance. A 

common application of imagers is to operate them in harsh environments that would 

be dangerous for a human observer. Harsh environments increase the rate of defects 

that generate in an imager over time. As well, these imagers are often difficult or 

impossible to replace. A classic example is an imager sent into space to take pictures 

and transmit them back to Earth. The imager is irreplaceable and is subject to higher 

radiation in space that causes defects. 

Fault tolerant digital imagers could alleviate problems with defects in the future. The 

trend in digital imaging towards higher resolution, pixel count, and imager area while 

shrinking pixel sizes has resulted in more dense imagers. As the complexity of digital 

imagers increases, the probability of defects occurring increases as well. 

Furthermore, the lifetime of digital cameras is growing. Consumers are unlikely to 

replace an expensive camera, such as a digital SLR after a short amount of time. The 

lifetime of a film SLR is commonly 20 years or longer without a significant reduction 

in performance. Some recent work that our lab group has been involved in has 

begun to investigate the growth of defects in imagers in the field [12]. 



1.3.2. Fault Tolerant Active Pixel Sensor Background 

G. H. Chapman and Y. Audet examined the costs and benefits of adding fault 

tolerance to image sensors in 1999 [13]. They presented several implementations of 

fault tolerance, one of which was adding redundancy. Yield analysis showed that fault 

tolerance would improve the yield of an imager. 

I n  2001, the Fault Tolerant Active Pixel Sensor (FTAPS) design was presented and its 

operation was simulated [14]. The FTAPS design incorporated redundancy by 

splitting the photosensitive element in half and operating both halves in parallel. 

Figure 2 illustrates how the FTAPS would be split to add redundancy. Thus, i f  a point 

defect rendered either half of the pixel stuck high or stuck low, the other half would 

continue to operate with half the sensitivity. The defective pixel could easily be 

corrected for by doubling its output to get the correct signal. Combining redundant 

pixels with software correction increases the yield and lifetime of an APS array since 

it is very unlikely for both halves of a pixel to fail [15]. The cost of redundancy is the 

small area required for additional in-pixel transistors. 
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Figure 2: The fault tolerant APS concept 

D. Y. H. Cheung, S. Djaja, and G. H. Chapman designed both photodiode and 

photogate FTAPS devices. ICs containing both types of pixels were fabricated in 

CMOS 0.18pm technology. Included in these ICs were photodiode FTAPS devices 

with intentional half stuck faults where half of the pixel was stuck low or stuck high. 

Photo- 
sensitive 
element 



I n  2003-2004, D. Y. H. Cheung, S. Djaja, and G. H. Chapman presented 

experimental results that showed photodiode FTAPS devices with half stuck faults 

had approximately half the sensitivity of fault-free devices [16] [17]. Later in 2004, 

M. L. La Haye et al reported the photogate FTAPS behaved as expected, with 

defective pixels having half the sensitivity of defect-free pixels [ IS] .  As well, FTAPS 

devices were found to be more sensitive than traditional APS devices. 

I n  the past, some criticism of the R-APS design has been voiced. While the FTAPS 

design when combined with software correction can correct for defects, finding and 

identifying the defects is another problem entirely. As well, K. Salama and A. Al- 

Yamani of Standford University presented a noise analysis of the photodiode FTAPS 

in 2005 [19]. They concluded that the performance of a FTAPS array with no faults 

would suffer from considerable degradation due to increased noise, particularly at 

low illumination levels. These issues will be addressed in this thesis. 

1.3.3. Fault Tolerant Active Pixel Sensor Objectives 

One of the main objectives of this thesis was to design, fabricate, and test FTAPS 

devices in CMOS 0.35pm technology. Testing of the FTAPS was split into three sets 

of experiments which are presented in Chapter 3. The first set determines the 

behaviour of FTAPS devices fabricated in 0.35pm technology with and without 

defects. Another series of tests examines the cause of increased sensitivity in FTAPS 

devices compared to traditional APS devices. Lastly, the performance of pixels 

fabricated in 0, lSpm and 0.35pm technology are compared to investigate the effects 

of technology scaling. H. S. Wong suggested CMOS imagers using a standard CMOS 

process would have poorer performance as the devices are scaled down [20]. 

Chapter 4 addresses the issue of defect identification and Chapter 5 presents an 

alternative noise analysis of the photodiode FTAPS design. Each source of noise is 



analyzed and the total noise of a traditional APS and FTAPS are calculated using 

device parameters obtained from HSpice simulations. 

1.4. Duo-Output Active Pixel Sensor 

1.4.1. Background Subtraction for Digital Profiling 

Optical triangulation is a method of 3-D scanning used in several applications. I ts  

advantages include having a simple structure, high resolution, long operating range, 

and non-contact measurements [21]. Figure 3 shows an example of the setup for 3- 

D scanning with optical triangulation. 

Light source 

n 

Focusing 
A lens 

D 

Position 1 
at focus 

Position 2 

Spot position 
detector 

Figure 3: Setup for 3-D scanning by optical triangulation 

The object to be scanned is illuminated with a light source, commonly a laser. The 

light reflects off the object and is detected by an imager. By locating the position of 

the peak illumination on the imager, the distance to the object can be calculated 

using triangulation. I n  Figure 3, as the depth of the object changes from Position 1 to 

Position 2, the location of the peak illumination moves a distance, 6. 



A problem with 3-D scanning using optical triangulation is reduced accuracy due to 

ambient or background light. The detector does not distinguish between illumination 

from the light source and ambient light. Thus, ambient light is a source of "noise" in 

the system. Increasing the light power of the light source can reduce the effects of 

ambient light, however when the light source is a laser this is often undesirable. High 

laser powers can damage the object being illuminated and more safety precautions 

must be taken. Safe laser power levels are many times less than the usual 

background illumination levels. As mentioned previously, simple solutions for 

removing background illumination have been inadequate. The reflectivity over the 

surface of an object is generally not uniform. Thus at different points on the object, 

the both the background and laser illumination that is detected will differ based on 

the reflectivity a t  those points. Simple solutions such as subtracting a constant 

illumination level from the output cannot account for the changes in reflectivity. A 

detector with background subtraction to remove the ambient light from the output of 

the imager overcomes both of these problems to increase the accuracy of the 

scanning. The relative magnitude of the laser and background illumination levels is 

no longer an issue i f  the effect of the background is removed and changes in the 

background illumination due to variations in the object's reflectivity are also 

eliminated. 

An APS with two readout circuits has been developed to perform background 

subtraction called the Duo-output Active Pixel Sensor (DAPS). The DAPS uses one 

readout circuit to measure the illumination of the scene with the light source on. This 

measurement includes the background illumination. Then the second readout circuit 

measures the illumination of the scene with the light source off. Since the second 

measurement only includes the background illumination, subtracting i t  from the first 

measurement removes the effect of the background illumination from the output. 



While intended for background subtraction, the DAPS is also suitable for other 

applications. J. Ohta et al demonstrated that a DAPS array could be used for motion 

capture [22]. Range finding using LIght Detection And Ranging (LIDAR) is another 

application the DAPS could be used for. A LIDAR sensor similar to the DAPS has been 

reported by S. B. Gokturk et el [23]. As well, a LIDAR-based system could use depth 

information to selectively extract images. A high definition television camera has 

been developed by M. Kawakita et al that records depth information at video frame 

rates (i.e 30Hz) [24]. 

1 A.2. Duo-Output Active Pixel Sensor Background 

The DAPS work presented in this thesis is a continuation of work done by D. Y. H. 

Cheung, S. Djaja, and G. H. Chapman. Photodiode and photogate DAPS devices were 

designed by D. Y. H. Cheung and S. Djaja and fabricated in CMOS 0.18pm 

technology. I n  2005, D. Y. H. Cheung reported partial success in performing 

background subtraction with photodiode DAPS devices 1251. The performance of the 

photodiode DAPS was hindered by crosstalk between the readout circuits and 

leakage. He identified the cause of these problems to be a lack of shielding for the 

pixels. Light incident on the pixel affected the operation of in-pixel components 

resulting in the crosstalk and leakage he observed. 

S. Djaja presented work on photogate DAPS devices fabricated in 0.18pm technology 

in 2006 [26]. He also had partial success in performing background subtraction with 

his devices. His main problem was poor sensitivity matching of the two readout 

circuits in a given DAPS caused by variations in the fabrication process. For ideal 

operation, the sensitivities of both readout circuits in a pixel should be matched; 

mismatches reduce the effective Signal-to-Noise Ratio (SNR) of the system. 



Concurrent to the work done in our lab, another group independently was also 

working on the DAPS. The DAPS architecture was first reported in 2003 by I.  Ohta et 

al [27]. They fabricated a 64x64 array of photogate DAPS devices in 0.6pm CMOS 

technology. This imager was used to demonstrated that the DAPS design could 

detect a modulated light source over a static background scene. Later in 2003, they 

used a DAPS array for motion capture by tracking a moving modulated light source 

through a series of pictures [22]. I n  2006, K. Yamamoto et al presented an improved 

version of their DAPS fabricated in 0.35pm CMOS technology that can perform CDS 

to remove FPN [28]. 

1.4.3. Duo-Output Active Pixel Sensor Objectives 

Since discovering that another group has been doing research on the DAPS design, 

our objectives for the DAPS have become more focused. While digital profiling is the 

main application we have targeted, many of the other applications mentioned in 

previous section require very precise removal of the background illumination. Three 

new DAPS designs were fabricated in 0.35pm technology in an attempt to improve 

the sensitivity matching of the readout circuits in a pixel and reduce the crosstalk 

from lack of shielding. These designs were tested to determine which has the best 

sensitivity matching and whether they are suitable for background subtraction. As 

well, the aspects of crosstalk and multiple integrations will be examined. Both 

sensitivity matching and crosstalk are issues that have not yet been addressed in 

detail and are essential for accurate removal of background illumination. The DAPS 

testing results are presented in Chapter 6. 



1.5. Summary 

The focus of this thesis is to examine two APS pixels with increased functionality. The 

FTAPS uses redundancy to increase the yield of a sensor a t  manufacturing time and 

improve its reliability over time. Expanding on FTAPS work done by D. Y. H. Cheung 

and S. Djaja, new FTAPS devices have been designed and fabricated to investigate 

the increased sensitivity of the FTAPS design and the effects of technology scaling. 

The issues of defect identification and noise for the FTAPS design will be addressed. 

A noise analysis is presented to determine the noise cost of incorporating fault 

tolerance. 

The DAPS has two readout circuits to perform background subtraction for 3-D 

scanning. New DAPS designs have been fabricated with better sensitivity matching 

and less crosstalk. These DAPS designs were tested to determine which is the best 

for background subtraction. 

Digital imaging is growing, with more and more film cameras replaced by digital 

ones. While not immediately embraced, the growth of digital imaging and 

improvements to the CMOS process has allowed the APS to flourish. Research on the 

APS has increased, resulting in new applications as well. This thesis focuses on two 

pixel designs with innovative functionality, however the basics of APS theory and 

operation are discussed before analyzing them in detail. 



2. Theory and Operation of Active Pixel Sensors 

A basic understanding of APS devices is needed to before design and analysis of 

more complex designs can be performed. An APS converts light into charge, charge 

into voltage, and voltage into an output. Each component, from the photosensitive 

element to the reset transistor, plays a crucial role in this conversion. To analyze the 

performance of different APS designs, an awareness of the standard performance 

measures of digital imaging sensors is needed. I n  particular, a deep understanding of 

noise sources is required for the noise analysis of the FTAPS that is presented later. 

Once the basic theory behind the APS is covered, the fundamentals of the FTAPS and 

DAPS will be described. 

2.1. Detecting Light 

The mechanism by which light energy is converted into electrical energy is called 

photo generation. Photons with sufficient energy can generate electron-hole pairs in 

a material. Figure 4 shows the typical band diagram for a semiconductor. 

Figure 4: Photo generation and optical recombination 

I n  a semiconductor, the photon must have energy greater than or equal to the 

bandgap energy E,, to excite an electron from the valance band E,, to the conduction 



band E,. The removal of the electron from the valance band creates a hole as well. 

The energy of a photon is 

where h is Planck's constant, c is the speed of light, and A is the wavelength of light. 

hc is -1.2eV when A is in pm. Thus, the bandgap energy of the material affects what 

wavelengths of light can generate an electron-hole pair. For example, the bandgap 

energy of silicon is 1.124eV. 

For a CMOS imager, optical generation occurs in silicon. When light is incident on a 

silicon surface, some is reflected and some passes through to be absorbed below the 

surface. The equation that describes the absorption of light is 

where I (x )  is the light power at depth x, I, is the light power that enters at the 

surface of the silicon, x is the distance from the surface of the silicon, and a is the 

absorption coefficient. a is wavelength dependent due to the bandgap energy of the 

material. Absorbed photons must have energy greater than or equal to the bandgap 

energy. Since photons with higher energy have a greater probability of exciting an 

electron, they also are more easily absorbed. Recalling equation 1, the energy of a 

photon increases as the wavelength of the photon decreases. Thus, photons with 

shorter wavelengths are more easily absorbed. For example, blue light (Ablue = 

470nm, Eblue M 2.55eV) is absorbed more quickly and closer to the surface of silicon 

than red light (Ared F 670nm, Ered M 1.79eV). 

The quantum efficiency q of a material is another important parameter. Quantum 

efficiency is defined as the number of electron-hole pairs generated for every 



absorbed electron [29]. Photons with much higher energies can create more than 

one electron-hole pair per photon, however silicon has a quantum efficiency of 

approximately 1 for light in the visible range. 

The reverse process of photo generation is optical recombination. Figure 4 shows the 

process of recombination where an excited electron falls from the conduction band to 

the valance band, emitting a photon. The rate of recombination is proportional to the 

number of free carriers. Thus as more electron-hole pairs are generated, the rate of 

recombination increases. Since we want to measure the charge generated by optical 

generation, i t  is necessary to separate the holes and electrons to reduce 

recombination. Most commonly, an electric field is used to separate the negatively 

charged electrons and positively charged holes. This generates a photocurrent that 

can be measured to determine the intensity of light on the sensor. However, the 

photocurrent is very small for typical illumination levels, often on the pA scale. Thus, 

the sensor must be able to accutnulate charge over time so that a larger signal can 

be read out. 

2.2. Photodetectors 

The two most common photodetectors employed by APS devices are photodiodes 

and photogates. Each applies an electric field to separate generated charges and 

each has a way of storing the generated charge over time. 

2.2.1. Photodiode 

APS devices most often use photodiodes as the photodetector. I n  CMOS technology, 

a diode is formed when a p-type semiconductor and n-type semiconductor interface 

is created, typically by diffusion or ion implantation. The concentration difference in 

carriers on the p and n sides cause them to diffuse which creates a depletion region 



that has very few free carriers. The carriers leave behind ions which create an 

electric field that opposes further diffusion of carriers. Figure 5(a) depicts a diode at 

equilibrium where the diffusion current is equal to the drift current induced by the 

electric field so there is no net current. 

Figure 5: Diodes under different conditions, (a) equilibrium, (b) reverse bias 

When carriers are optically generated in the diode, carriers generated in the 

depletion region will be separated by the electric field and a photocurrent will result. 

As well, carrier generated outside of the depletion region can be collected if they 

diffuse to the region, however this is partially dependent on the diffusion length of 

the carrier. The diffusion length is the average distance a carrier travels before i t  

recombines. 

Since only carriers generated in or within a few diffusion lengths of the depletion 

region can be collected, increasing the width of the depletion region will improve the 

collection efficiency of the diode. As a result, photodiodes are often reverse biased to 

enlarge the depletion region as shown in Figure 5(b). 



2.2.2. Photogate 

Photogates, also called MOS capacitors, are also used as photodetectors. Many CCD 

imagers use MOS capacitors in their pixels. Figure 6 shows an example of a 

photogate in a p-type substrate. 

Figure 6: Photogate structure 

When a positive voltage is applied to the gate of the photogate, i t  creates an electric 

field that repels holes. Once again, a depletion region is created where there are few 

free carriers. When carriers are optically generated in the depletion region, the 

electrons are collected and the holes will be expelled. As with the photodiode, 

carriers may also diffuse to the depletion region and be collected. Note that for a 

photogate to collect light efficiently, the gate material must be only weakly absorbing 

of light. 

2.3. Active Pixel Sensor Operation 

2.3.1. Photodiode Active Pixel Sensor Operation 

The operation of an APS is dependent on its design. An APS will have a 

photodetector, usually a photodiode or photogate, and some active circuitry. The 

simplest APS is the 3-Transistor (3T) photodiode design. A schematic of a 3T 

photodiode APS is shown in Figure 7. 
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Figure 7: 3T photodiode APS schematic 

Transistor M 1  is the reset transistor, M2  is the amplifying transistor, M3 is the row 

transistor, and PD is the photodiode. The timing of the Reset (RST) and Row Select 

(RS) control signals in a typical photodiode exposure cycle is illustrated in Figure 8. 
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Figure 8: Typical photodiode APS exposure cycle 

When RST goes high, the reset transistor turns on initializing the voltage at node X 

(V,) to approximately VDD - V,,, by precharging the gate of M2  and the photodiode. 

During an exposure, light generates photocurrent in the photodiode that discharges 

the voltage on node X. The charge is collected over time such that 

where QCoI is the collected charge, iphoto is the photocurrent, and t,,, is the exposure 

duration. The charge is converted to voltage by the capacitance of node X: 



Cx is the capacitance of node X which is primarily from the capacitance of the 

photodiode, but will include smaller sources as well such as the gate capacitance of 

the amp transistor. The photodiode capacitance is typically -10 larger than the other 

sources of capacitance. The conversion of charge to voltage is referred to as the 

conversion gain. Most pixel designs will minimize Cx to maximize the conversion gain 

so that less charge must be collected to produce the same voltage. 

The amp transistor acts as a buffer for the output. APS devices are usually voltage- 

mediated where a column bias transistor is connected to the output. Thus, the 

voltage at node X is reflected at the output. For a current-mediated APS, the gate 

voltage of the amp transistor (node X) determines the output current. The row 

transistor is for row addressing in an APS array. When the RS line is high, it allows 

the output to be read. 

2.3.2. Photogate Active Pixel Sensor Operation 

Photogate APS devices have an additional transistor that alters their operation 

slightly. A schematic of a photogate APS is shown in Figure 9. The reset transistor, 

amp transistor, and row select transistor are the same as for a ST photodiode APS. A 

transfer gate controlled by control line TX has been added to facilitate the transfer of 

charge from the photogate to the floating diffusion or FD. 
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Figure 9: Photogate APS schematic 

Figure 10 illustrates the control signal timing for a typical photogate APS integration 

cycle and Figure 11 shows how charges are transferred during the integration cycle. 

RST n 

Figure 10: Typical photogate APS integration cycle 

Initially, the PG, TX, and RST control lines are "off". The FD still contains charge from 

the previous output as shown in Figure l l ( a ) .  The integration cycle begins with the 

PG control line turning "on" to create a potential well for charge to be collected. Then 

the sensor is exposed to light and optical charge is collected under the photogate. 

Near the end of the exposure time, the RST control line is pulsed on to reset the 

voltage of the FD to VDD - V,,,, removing any previously stored charge as shown in 

Figure l l ( c ) .  
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Figure 11: Charge transfer in a typical photogate APS integration cycle 

The charge under the photogate is transferred to the FD by turning off the PG control 

line and turning on the TX control line. Turning off PG removes the electric field 

under the photogate so the charge is forced out. By turning on the TX control line, a 

path is provided for the charge to be transferred to the FD. Once the charge is fully 

transferred, the TX control line is turned off and the output can be readout. 

Similar to  the photodiode, the collected electrons will discharge the voltage a t  the FD 

(node X in the photodiode case). For the photogate, the relationship of equation (4) 

also holds true except that C, is replaced by CFD, the capacitance at the FD. CFD 

includes the floating diffusion capacitance, the capacitance of from the gate of M2, 

and other parasitic capacitances. Since the capacitance of the diffusion is typically 



the same magnitude as the other capacitances that form CFDl CFD is usually much 

smaller than the capacitance of a photodiode and thus smaller than Cx as well. Thus, 

photogate pixels generally have a higher conversion gains than photodiode pixels. 

Unfortunately, this advantage is eliminated because some incident photons are 

reflected or absorbed by the polysilicon gate, particularly photons with shorter 

wavelengths. Thus, photogates pixels will generate fewer carriers than a photodiode 

for the same light level. 

2.4. Digital Image Sensor Performance Measures 

To analyze the performance of digital imaging sensors, some standard performance 

measures are used. The Fill Factor (FF) of a pixel is a commonly referred to when 

considering its layout. The FF is the percentage of the pixel area that is 

photosensitive. For example, Figure 12 shows a block layout of a photodiode APS 

showing the photodiode area and the active circuitry area, such as transistors and 

control lines. The FF would be the percentage of the total pixel area that is the 

photodiode area. Generally, a high FF is desired to maximize the photosensitive area. 
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Figure 12: Block layout of a photodiode APS 

Two digital image sensor performance measures that will be discussed in detail in 

this thesis are sensitivity and noise. The sensitivity is defined as the rate at which 

the output changes when the input light intensity is varied. Figure 13 illustrates an 

idealized output vs. input light intensity curve for a digital imaging sensor. The 

sensitivity of the sensor is the slope of the linear portion of the curve. 
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Figure 13: Idealized output vs. light intensity of a digital image sensor 

A high sensitivity is usually desired for an imager, however the performance of an 

imager is limited by its noise. Assuming the dark current of the imager is small, the 

noise of an imager sets the minimum resolvable signal or the minimum output that 

can be detected by that imager. Thus, the signal-to-noise ratio, or the SNR, of a 

sensor is a more important parameter than its sensitivity. Also, the noise defines the 

dynamic range of a sensor, similar to the output swing, given as 

saturation level 
dynamic range = 

minimum resolvable signal 

I t  should be clear that one should not examine the sensitivity of a sensor without 

also commenting on the noise. 

2.5. Active Pixel Sensor Noise Sources 

Shot noise, thermal noise, and flicker noise are the main sources of noise in APS 

circuits. Each of these noises is generated in a different way. 



2.5.1. Shot Noise 

Shot noise occurs as a result of the random generation of carriers and discrete 

nature of electrons. It manifests itself as random fluctuations of current. The shot 

noise can be calculated using the following equation 

where q,,,, is the shot noise in electrons, I,,, is the generated current, t is the time, 

and q, is the charge of an electron. 

There are two mechanisms that generate carriers, and thus current, in an APS. The 

most obvious mechanism is optical generation. Photocurrent generated by light is 

subject to shot noise. Thus, photocurrent shot noise is unavoidable unless we 

generate less current, which is undesirable. The photocurrent shot noise is also 

illumination dependent and sets the maximum possible SNR for the sensor. I n  

practice, the photocurrent shot noise is not usually the limiting factor due to other 

larger noise sources. 

The other mechanism affected by shot noise is thermal generation of carriers in the 

depletion region, resulting in dark current. Dark current is much lower than the 

photocurrent in most situations, so the dark current shot noise is smaller as well. The 

same techniques that reduce dark current will also reduce dark current shot noise, 

such as reducing the size of the depletion region and removing the collection area 

away from the surface. 



2.5.2. Thermal Noise 

Thermal noise arises from thermal agitation of electric charge in conductors [31]. I t  

is a white noise such that the noise power is constant over all frequencies. For a 

resistor, the thermal noise is 

where v,~,,,,, is the root mean square (rms) voltage 

constant in joules per Kelvin, T is the temperature 

(7) 

thermal noise, k is Boltzmann's 

in Kelvin, R is the resistance in 

ohms, and Nsw is the noise equivalent bandwidth. The thermal noise can be modelled 

as a voltage source in series with the resistor. The noise equivalent bandwidth is the 

equivalent bandwidth of a filter i f  it was an ideal filter, i.e. zero gain in the stop 

band. Since the thermal noise does cover all frequencies, the noise equivalent 

bandwidth limits the amount of thermal noise. For a simple RC circuit, the noise 

equivalent bandwidth can be expressed as 

/r I N,, = - f, = - , 
2 4RC 

where fo is the bandwidth of the RC circuit in radians. 

2.5.3. Flicker Noise 

Flicker noise is a result of conductivity fluctuations that occur at a junction due to 

traps. Unlike thermal noise, i t  is not constant over all frequencies. The flicker noise 

has a l / f  dependence, thus i t  can be dominant 

frequencies, the thermal noise dominates. The flicker 

to the DC current and equivalent noise bandwidth by 

NN, 
',flrck 'Dc Sf- -- 

at low frequencies. At higher 

noise rms current iRlck is related 

where I,= is the dc current and f is the frequency 



I n  an APS, trapping and de-trapping of electrons mainly occurs at the Si-SiOz 

interface leading to flicker noise. To minimize the flicker noise in transistors, 

reducing the device area or using a buried channel device will reduce the area of the 

Si-SiO] interface. Unfortunately, we often do not have access to buried channel 

devices and transistors are already minimum geometry to maximize the FF of the 

pixels. 

2.5.4. Referred Noise 

Noise is generated by many components in an APS circuit. The noise is usually 

generated at different places in the circuit and may also have different units, so i t  is 

difficult to compare the overall effect of each noise source. Thus, each noise source 

is referred, usually to the input or output of the circuit. To refer each noise source, 

they must be converted to reflect their effect at the referred point. This method 

allows the noise from each source to be added to determine the total noise and to 

compare the relative sizes of each noise source at the referred point. 

2.6. Fault Tolerant Active Pixel Sensor Theory 

The FTAPS is designed to operate like a traditional APS when there are no defects. 

The photosensitive area, whether i t  is a photodiode or photogate, is split in half and 

all of the transistors are duplicated so that each half is operated in parallel. Figure 14 

shows the schematic of a photodiode FTAPS. 
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Figure 14: Photodiode FTAPS schematic 

The total photosensitive area of a FTAPS would be the same as a traditional APS. 

However, a cost of incorporating fault tolerance is a reduction in FF due to the 

additional transistors. I t  is possible to use a single row select transistor, combining 

M3.a and M3.b, so that only two transistors must be added. The cost in area of 

incorporating the fault tolerant design has been calculated to be less than 10% [14]. 

I t  should be noted that the output of each FTAPS half is combined after the row 

select transistors. Unlike most APS circuits, the FTAPS output must be current- 

mediated instead of voltage-mediated so that the output of each FTAPS half is 

summed at the output. Most APS circuits are voltage-mediated because their 

response is more linear than a current-mediated APS. Thus, the linearity of a FTAPS 

will be worse than a traditional APS which can lead to increased FPN. Again, this is a 

cost of incorporating fault tolerance. 

2.6.1. Fault Tolerant Active Pixel Sensor Defect States 

The most common defects that occur in ICs that do not render an entire chip 

defective are point defects. Point defects are small and only affect a small area of the 

IC.  A short in metal lines or a faulty via are examples of electrical point defects. 



Normally an electrical fault in an APS results in a "stuck" fault at its output where the 

output is stuck at V at VD, (stuck high) or stuck at VSs (stuck low). Since image 

sensors rely on optical input, they are also susceptible to optical defects. For 

example, an APS which was covered by a piece of dust or unetched piece of metal 

would always have a "dark" output. I t  is important to recognize that the APS can be 

affected by both electrical and optical point defects. The FTAPS uses redundancy to 

retain partial functionality in the presence of a point defect. The concept is that i f  

there is a point defect in one half of a FTAPS, the other half will continue to operate 

normally. 

There are seven pixel states considered in Table 2. For an FTAPS, each half is either 

defect-free or good (G), stuck high (H), stuck low (L), or hot. A stuck high pixel is 

considered to be a "bright" pixel and a stuck low pixel is considered to be a "dark" 

pixel. Note that an electrical stuck high defect will normally result in a "dark" pixel, 

thus the distinction is necessary. 

Table 2: The output and method of correction for each FTAPS pixel state 

Pixel State 

GG 

A defect-free pixel is denoted GG, where both halves of the FTAPS are good. The 

output of the pixel is the nominal sensitivity of an FTAPS, m, multiplied by the input 

illumination, x,,,. A half stuck low pixel GL, or a pixel one half of the FTAPS is stuck 

Output 

GL 

GH 

Correction 

I 1 

mx,, Not needed 

l/2rnxin 

'/2mxi, + offset 

Multiply by 2 

Remove offset and multiply by 2 



low, has an output with only half the sensitivity of a nominal FTAPS. To correct the 

output of a GL pixel, the output should be multiplied by two. Similar to  a GL pixel is a 

half stuck high pixel GH. Since half of the pixel is stuck high, this results in an output 

which has half the sensitivity of a nominal FTAPS with an offset. Correcting the 

output of this pixel requires removing the offset and then multiplying the output by 

two. 

The remaining defects cannot be corrected for so their output must be interpolated 

using information from neighbouring pixels. LH, HH, and LL are pixels with multiple 

stuck defects such that both halves of an FTAPS have been rendered unusable. I n  

each of these cases, the pixel output will be stuck at some value so there can be no 

recovery of the output. 

The last defect type is the "hot" pixel. Some pixels have a defect that causes them to 

have an exposure duration dependent component to their output. The output of a 

hot pixel may include an offset as well. As a result, the output of a hot pixel is not 

given in Table 2 since its behaviour is complex. Possible causes of a hot defect 

include excessive dark current or a leaky storage node. I f  one or both halves of a 

FTAPS are hot, the simplest correction method is to interpolate for the pixel output. 

Another possible correction method is to subtract the effect of the exposure duration 

dependent component of the output. However, this would require a complex 

calibration and would reduce the dynamic range of the pixel. I n  this case, a FTAPS 

which was half hot would be at an advantage compared to a hot standard APS. Since 

half of the pixel output would not suffer from the effects of the hot defect, the FTAPS 

would maintain at least half of its output swing regardless of how long the exposure 

duration was. 



While i t  may seem like the FTAPS cannot correct for many of the defect types in 

Table 2, the premise of the FTAPS is to correct for the most common defects. 

Fabrication of ICs has advanced to the point that a defect rate on the order of 

1/100000 or 1/1000000 defects per pixel is reasonable. Since the defect rate is quite 

low i t  is uncommon for a pixel to be defective, though i t  is not unlikely for several 

pixels to have a single point defect in an entire array of pixels. The single defect 

cases GL and GH are easily corrected for. However, i t  is very rare for a pixel to have 

two point defects that would render both halves of a FTAPS faulty, as in the cases of 

HL, HH, and LL. For example, using a defect rate p of 1/100000 point defects per 

pixel, the probability of getting of having two defects in a single pixel would be p2 or 

1/10'~ using sirnple binomial probability. Since most digital cameras have less than 

10 Megapixels ( lo7) ,  very few cameras would have a HL, HH, or LL defect in them. 

The FTAPS can correct for the common defects of GH and GL with interpolation used 

for the rare cases of HL, HH, and LL. Hot pixels could potentially be corrected as 

well, as was stated previously. However, interpolation for a hot pixel output is more 

likely to be implemented. 

2.7. Duo-Output Active Pixel Sensor Theory 

The DAPS utilizes a unique pixel design that allows background subtraction to be 

performed. Essentially, two readout circuits are connected to the same photodetector 

so that a single pixel has two outputs. A schematic of the photogate DAPS is shown 

in Figure 15. 
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Figure 15: Photogate DAPS schematic 

Each transistor is duplicated forming two readout circuits. Additional control lines are 

needed for RSTZ and TX2, however RSTZ can often be connected to RSTl so only a 

single reset line is needed. The outputs VOUTl and VOUTZ are connected to column 

transistors that are biased to provide a voltage-mediated output. Charge collected 

under the photogate during an exposure is transferred to the floating diffusions F D l  

and FD2. 

Recalling Figure 3 showing the setup for optical triangulation, i t  is desired to 

measure the intensity of the light source, however any measurement will also include 

the background light. The DAPS removes the background signal from its output by 

taking two exposures. The light source will be 'on" in the first exposure and "off" in 

the second exposure. Thus, the light source is "modulated" so that i t  goes on and off 

at  an intended frequency and duty cycle. Figure 16 shows how charge is collected 

and transferred during a typical transfer cycle and Figure 17 shows the timing of a 

typical integration cycle. 
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Figure 16: Transfer cycle of a photogate DAPS 
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Figure 17: Typical integration cycle of a photogate DAPS 



I n  the first exposure, charge is generated due to both the modulated light source 

and the background light. These charges are transferred and stored in FD1. I n  the 

second exposure, the modulated light source is off and only the background light is 

measured. The charge generated in the second exposure is transferred to FD2. Since 

VOUTZ is a measurement of the background light only, i t  is subtracted from VOUTl 

to yield a measurement of the modulated light source. The subtraction can be done 

in hardware or in post-processing of the sensor output. 

An advantage of the photogate DAPS is the ability to perform multiple exposures 

without resetting the pixel. This is an important feature when i t  is desired to 

modulate the light source at a high frequency. I n  these circumstances, the exposure 

t ime must necessarily be short and the output will likely be small as well. The 

transfer cycle in Figure 16 can be repeated several times without resetting the 

floating diffusions to get a larger output which is easier to measure. A photodiode 

DAPS is unable to perform multiple exposures due to the nature of its transfer. 

2.8. Overview 

Electron-hole pairs can be generated when light of sufficient energy is incident on a 

semiconductor. APS devices use photodiodes and photogate to generate electric 

fields so that the holes and electrons are separated, allowing them to be measured. 

The capacitance at the gate of the amp transistor determines the conversion gain 

and converts the charge to a voltage. This voltage determines the output of the APS, 

whether the output is voltage or current-mediated. 

The FTAPS and DAPS include additional in-pixel circuitry to implement their 

functionality. The FTAPS operates two halves of a pixel in parallel so that if a point 



defect renders one half defective, the other half will continue to operate. Thus, the 

pixel will maintain half its sensitivity which can be corrected in post-processing. 

The DAPS uses two readout circuits to perform two exposures. I n  the first exposure, 

a modulated light source is on and, in the second, the light source is off. By 

subtracting the output of the first exposure from the second, the background signal 

is removed leaving only the output due to the modulated light source. Now that the 

basics of APS operation have been covered, the remainder of the thesis will 

concentrate on more in-depth analysis of the FTAPS and DAPS. 



3. Fault Tolerant Active Pixel Sensor Testing 

The FTAPS has been designed to recover from single point defects that occur during 

manufacturing and over time. Three sets of experiments were done on FTAPS 

devices to characterize their behaviour. The first set of experiments were to confirm 

that the FTAPS concept is viable for pixels fabricated in CMOS 0.35pm technology. 

Previous testing of FTAPS devices was only on pixels fabricated in CMOS 0.18pm 

technology [25] [26]. The fault tolerant concept was tested by comparing the 

sensitivity of defect-free FTAPS devices with FTAPS device with intentional, built-in 

stuck defects. 

Previous work on the FTAPS suggested that i t  had higher sensitivity than a standard 

APS [18]. The second set of experiments were done to identify possible sources of 

increased sensitivity for current-mediated APS devices. The sensitivity three pixel 

designs were compared: the defect-free FTAPS devices, the standard APS design, 

and a variation of the standard APS design. 

I n  the last set of experiments the sensitivity of pixels fabricated in 0.35pm 

technology were compared to pixels fabricated in 0.18pm technology. The 0.35pm 

CMOS technology used was a 4-metal, double poly (no silicide) process as opposed 

to the 6-metal, single poly (with silicide) process used for 0.18pm technology. The 

goal of this testing was to examine the impact of the technology scaling on APS 

designs fabricated in standard CMOS technologies. 



3.1. Active Pixel Sensor Layouts 

The pixel layouts were designed carefully to make sensitivity comparisons between 

pixel designs as simple as possible. Only the necessary changes were made between 

pixel layout to minimize the factors that could affect pixel performance. Figure 18 

and Figure 19 show the layout of a standard photodiode APS and the layout of a 

photodiode FTAPS. Each pixel is 16pmx12pm and the photodiode areas are the 

same size, less the area required to split the photodiodes in the FTAPS layout. As 

well, all transistors are minimum length and width. By ensuring that the 

photodetector area is the same for each pixel design, i t  is simpler to make sensitivity 

comparisons. For a given input light energy density, each pixel design will absorb 

approximately the same amount of energy. Note that all pixels tested this thesis are 

metal shielded with metal-4 to cover everything but the photodetector area, however 

the shielding is not shown in the figures. 

Figure 18: Standard photodiode APS layout 
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Figure 19: Photodiode FTAPS layout 



RAPS were designed with intentional half stuck defects so that the behaviour of the 

RAPS could be tested with a known defect applied to it. A half stuck low and half 

stuck high RAPS were designed. The layouts of the half stuck low and half stuck 

high photodiode FTAPS are illustrated in Figure 20 and Figure 21. Note the locations 

where the photodiode has been tied to VDD or VS,. 
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) 
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Figure 20: Photodiode FTAPS layout with half Figure 21: Photodiode FTAPS layout with half 
stuck low defect stuck high defect 

Previous modelling work suggested that a standard photodiode APS with a wider amp 

transistor and row transistor would have increased sensitivity, similar to that of the 

RAPS design. HSpice simulations indicated that by doubling the width of the amp 

transistor and row transistor, the sensitivity of the pixel would approximately double. 

The layout of the standard APS was altered to double the width of the amp and row 

transistors. This pixel design is called the Double Width (DW) APS in this thesis. 

In  all, five pixel photodiode designs are tested: the standard APS, the defect-free 

FTAPS, the half stuck high RAPS, the half stuck low RAPS, and the DW APS. For 

each photodiode APS design, a photogate variation was also made with the same 



concepts in mind. Figure 22 - Figure 25 show the layouts of the standard and fault 

tolerant photogate pixels. 

Figure 22: Standard photogate APS layout 

Figure 24: Photogate FTAPS layout with half 
stuck high defect 

Figure 23: Photogate FTAPS layout 
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Figure 25: Photogate FTAPS layout with half 
stuck low defect 



The layouts of the photodiode and photogate DW APS designs are shown in Figure 26 

and Figure 27. 
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Figure 26: Photodiode double width APS layout Figure 27: Photogate double width APS layout 

3.2. Experimental Setup 

The apparatus for the APS testing was designed to test APS devices with consistency 

and accuracy. A diagram and picture of the experimental setup are shown in Figure 

28 and Figure 29. An array of four red LEDs was used to illuminate the pixels as their 

output power is easily controlled and they have a known output spectrum. All of the 

pixels are illuminated at once, so the illumination is required to be uniform across 

the entire 2024ymx2024ym area of the chip. To achieve uniform illumination over 

the chip area, a diffuser was used to disperse the LED light. The APS chip is mounted 

on a breadboard which is affixed to a piece of plastic to prevent unwanted 

movement. Spacers are used to connect the pieces of the setup together and to 

maintain consistent positioning of each component. 
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Figure 28: Diagram of the experimental setup 
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Figure 29: Picture of the experimental setup 

row select, and the control signals are provided by a PC 

running LabVIEW. Figure 30 shows a system diagram of the experimental setup 

illustrating how the PC is connected to the APS chip. Two data acquisition card have 

several analog and digital outputs that are used for control signals. LabVIEW 

software controls the timing and amplitude of these outputs. 
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Figure 30: System diagram of experimental setup 

To control the output of the LEDs, LabVIEW varies the voltage of the LED control 

signal. This voltage is converted to current with operational amplifiers to power the 

LEDs. Calibrating the light power density of the LEDs was done by positioning a light 

power meter at the same position the APS chip was during testing. While varying the 

LED control signal, the light power detected by the meter was recorded. This data 

was used to create a calibration curve of the light power density vs. voltage of the 

LED control signal 

The external circuitry, such as the operational amplifiers, was powered by a power 

supply. The output of the APS chip was captured with an oscilloscope and transferred 

to a PC for analysis. 

3.3. Column Amplifiers 

Since the FTAPS can only be operated as a current-mediated device, all of the pixels 

tested in this chapter were operated in this manner for consistency. However, the 

oscilloscope is not able to detect current signals, so the current output was converted 

to voltage for data capture. Column amplifiers were used as current-to-voltage 

converters. 



A TLC2744A quad operational amplifier was used to implement four column 

amplifiers external from the APS chip. Figure 3 1  shows the schematic of a column 

amplifier. With a 27kR resistor in the feedback path, the conversion gain of the 

column amp was 27000V/A with the output of a pixel measured at Vout. 

From pixel 1 ou1p.1 
27k 

Figure 31: Column amplifier schematic 

3.4. Control Signal Timing 

The parameters of the control signals, such as duty cycle, frequency, and amplitude, 

were important factors in all of the APS testing. For the photodiode APS devices, 

there are only two controls signals: pixel Reset and LED illumination. The frequency 

of the Reset line dictates the cycle or exposure time so the Reset line is the more 

important of the two signals. The frequency of the Reset line was set so that the 

highest LED light energy densities (or highest LED control voltages) would saturate 

the pixel while maintaining several illuminations that did not saturate the pixel. The 

duty cycle of the Reset line must be large enough to completely reset the pixel, 

regardless of the final output of the pixel. The amplitude of the Reset line was always 

set to toggle between OV (off) to 3.3V (on) to ensure the photodiode was reset as 

completely and quickly as possible. 

The LED control signal was varied from OV to 7V in 0.25V step increments. The duty 

cycle and phase were adjusted so that the LED would only be on when Reset was off 

to simulate a shuttered system. The output of the pixels is sampled at two points. 



The Reset voltage is sampled shortly after the Reset line turns off and the Readout 

voltage is sampled shortly before the Reset line turns on. The LED was kept off 

during the sampling times. 

The control signal timing for photodiode APS testing is illustrated in Figure 32. The 

Reset line frequency was 66.67Hz and the dotted lines indicate the times where the 

Reset voltage and final Readout voltage were acquired. Double Sampling (DS) was 

implemented, as the Reset voltage is acquired after the Readout voltage. Variations 

and noise between individual measurements was minimized by setting the 

oscilloscope to average the captured data. 
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Figure 32: Control signal timing for photodiode APS testing 

The timing for the photogate APS testing was slightly more complicated as there are 

two additional control signals: Photogate (PG) and Transfer (TX). Once again starting 

with the Reset line, its frequency was adjusted to ensure that only the higher LED 

energies would saturate the pixel output. Unlike the photodiode, the Float Diffusion 

(FD) node of photogate pixels (node X in the photodiode case, see Figure 7) is 

separate from the photodetector. Thus, it is possible to keep the FD node reset until 

charge from the photogate is transferred via the transfer gate. This prevents 

undesirable effects such as charge leaking off the FD or stray illumination 



discharging the FD. Thus, a long Reset line duty cycle is used to reset the FD for 

most of a cycle. 

The amplitude of the PG line was set to toggle from OV (off) to 3.3V (on) for 

maximum collection and transfer efficiency. The phase and duty cycle of the PG line 

were set to maximize the collection time of the photogate. The PG line must be 

timed with the TX line to transfer charge from the photogate to the FD as in Figure 

11. Thus, PG turns off after TX turns on and stays off until the pixel is reset again. 

Once PG goes on, the LED line will go on to provide the illumination for the exposure 

cycle. The LEDs remain on until transfer of charge to the FD is about to begin. 

The TX line was timed to facilitate the transfer of charge. The amplitude of the TX 

line was set to oscillate from -0.75V (off) to 1.65V (on). The off voltage of -0.75V 

was used instead of OV to prevent charge from leaking through the transfer gate. 

The on voltage of 1.65V was set to one half of VDD to provide the necessary potential 

wells for charge transfer. As well, i t  was necessary to reset the potential of the 

parasitic n+ diffusion of the photogate pixels (see Figure 9). I f  the parasitic n+ 

diffusion is not reset, charge builds up in i t  that adversely affects the pixel 

performance. This was more noticeable for longer cycle times as it resulted in a 

higher dark current signal which reduced the output swing of the pixel. Resetting the 

parasitic n+ diffusion was achieved by turning both Reset and TX on. 

Figure 3 3  shows the control signal timing for photogate APS testing with a Reset 

frequency of 12SHz. The standard APS and DW APS were tested at 125Hz while the 

FTAPS designs were tested at 75Hz. Once again, the dotted lines indicate when the 

Reset and Readout voltages are acquired. For the photogate pixels, the Reset voltage 



is acquired before the Readout voltage, thus correlated double sampling is 

implemented 
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Figure 33: Control signal timing for photogate APS testing 

The procedure for testing both the photodiode and photogate pixels was to vary the 

LED voltage from OV to 7V in 0.25V step increments, capturing the output waveform 

of the pixel for each LED voltage. This data is used to plot the output voltage vs. the 

input light energy density, i.e. the output characteristics of the pixel, for analysis. 

3.5. Active Pixel Sensor Analysis 

The performance of each APS design was compared by analyzing the captured data 

to determine particular performance measures such as the sensitivity and output 

swing of a pixel. A specific procedure was followed to produce the output 

characteristics of each pixel. The desired performance measures were derived from 

the output characteristics. 

For each LED voltage, a pixel's output waveform has been captured with an 

oscilloscope. The Reset voltage and Readout voltage were acquired from each 

waveform. From a basic standpoint, subtracting the Readout voltage from the Reset 

voltage yields the pixel output at a particular input level. However, the pixel will have 



some non-zero output even when there is no illumination, i.e. when the LED voltage 

is OV. This "dark output" is the result of dark current and leakage in the pixel. Since 

i t  is desired to remove the dark output from the pixel output, the final output value 

is the Readout voltage less the Reset voltage and dark output. This results in a list of 

pixel outputs for each LED voltage tested. 

Now, each LED voltage must be converted to its equivalent light energy density by 

using the LED calibration curve of the light power density vs. LED voltage (see 

Section 3.2). The power density is then converted to energy density by factoring in 

the duration that the LEDs are on. Finally, the output voltage of a pixel can be 

plotted vs. the light energy density. A sample graph of the output characteristics of a 

standard photodiode APS is shown in Figure 34. 
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Figure 34: Sample output characteristic of a standard photodiode APS 

The three main performance measures that are examined for FTAPS testing are the 

sensitivity, output voltage swing, and input saturation level of the pixel. These 

measures are depicted in the idealized output characteristics shown in Figure 35. 

Of these measures, the sensitivity is analyzed the most. As defined in Section 2.4, 

the sensitivity is the rate at which the output changes when the input light intensity 



is varied. I n  relation to the output characteristics of a pixel, the sensitivity is the 

slope of the curve. Thus, to obtain the sensitivity of a pixel, regression analysis is 

used to fit a line to the most linear portion of its output curve. This is illustrated in 

Figure 34 as the line fitted to the output curve. 

Output t 

input saturation level 

Figure 35: Idealized output characteristics of a pixel showing sensitivity, output swing, and input 
saturation level 

The output swing and input saturation level of a pixel are easy to determine from the 

output characteristics. Since the minimum output is set to OV when there is no 

illumination, the output swing is simply the maximum output voltage the pixel 

achieves. The input saturation level is the minimum input energy density that is 

required to saturate the pixel for the cycle time tested. Thus, the minimum input 

that saturates the pixel output is the input saturation level. 

3.6. Test Results of Fault Tolerant Active Pixel Sensors 

3.6.1. Analysis of Fault Tolerant Concept in 0.35pm Technology 

Testing of the fault tolerant pixels, with and without defects, was done for both 

photodiode and photogate designs. The sensitivity of the defect-free pixels was 

compared to pixels with built-in half stuck defects. From theory and previous testing, 



the fault tolerant concept would be considered successful i f  the sensitivity of the half 

stuck defective pixels was approximately half the sensitivity of the defect-free pixels. 

For each pixel design, nine pixels were tested to determine their sensitivity, output 

swing, and input saturation level. Beginning with the photodiode RAPS pixels, Table 

3 shows a summary of the photodiode FTAPS test results. The half stuck low FTAPS 

and the half stuck high FTAPS have a large disparity in their performances as their 

sensitivity, output swing, and input saturation level are different. This is also 

illustrated in Figure 36 which shows the output characteristics of a defect-free 

FTAPS, a half stuck low FTAPS, and a half stuck high FTAPS. 

Table 3: Summary of photodiode FTAPS test results 

Sensitivity (v/f3/pm2) 

Half stuck 
low FTAPS 

The half stuck low photodiode FTAPS behaves as expected. I t s  sensitivity and output 

swing are approximately half that of the defect-free FTAPS (sensitivity: 53.4%, 

output swing: 52.4%) and its input saturation level is almost the same (98.7%). 

However, the half stuck high photodiode FTAPS performs much more poorly. I t s  

sensitivity is only 31.8% of the defect-free FTAPS, its output swing is 22.3%, and its 

input saturation level is degraded to 55.0%. For each pixel type, the sensitivity of 

the nine pixels tested were consistent, as indicated by the relatively low standard 

deviations. 

Mean Output 
Swing (V) Mean 

Half stuck 
high FTAPS 

Mean Input 
Saturation Level 

(f3/pm2) Standard Deviation 

2.52 

1.50 

0.096 

0.071 

2.80 1.41 

1.19 0.78 
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Figure 36: Sample output characteristics of photodiode FTAPS designs 

The cause of the unexpected behaviour for the half stuck high photodiode FTAPS can 

be observed in the output waveforms captured in testing. Figure 37 shows the 

output waveforms of a defect-free photodiode FTAPS and half stuck high photodiode 

FTAPS. The waveform shows the output of the pixels during reset with an input light 

density of 0.556f3/pm2. 

1 Defect-Free 1 

Figure 37: Output waveforms of defect-free photodiode FTAPS and half stuck high photodiode 
FTAPS during reset 

During reset, a race condition occurs in the half stuck high photodiode RAPS. Figure 

38 shows a schematic of the photodiode FTAPS with node X 2  tied to ground to create 

a half stuck high defect. Thus, when the RST line is high the reset transistor tries to 



pull the voltage of X 2  to VDD - Vthn However, since node X2 is tied to ground, a race 

condition occurs which degrades the output of the pixel. 

VDD 

RST RST 

- , Tied to 
GND 

Figure 38: Schematic of photodiode FTAPS showing how half stuck high defect is built-in 

Previous tests on half stuck high photodiode FTAPS devices fabricated in 0.18pm did 

not have a problem with a race condition during reset [25]. Therefore, the race 

condition must be a result of a design problem in the APS chip tested or the change 

to 0.35pm technology. A possible cause of the race condition is the layout of the half 

stuck high photodiode FTAPS array. The half stuck high pixels are arranged in an 

8 x 8  array. Since these pixels are in very close proximity, the current drain that 

results from all 64 of these pixels trying to draw a high current during reset could 

cause the poor performance of the half stuck high photodiode pixels. I n  the 

previously tested chip, half stuck high pixels were arranged in several smaller arrays 

of 4 x 1  so the current drain in a particular area would not be as large. Further 

investigation is needed to pinpoint the cause of the half stuck high RAPS race 

condition problem. A possible new design could have a small resistance from the 

photodiode to ground instead of a short to see if that would avoid the race condition. 

The photogate FTAPS devices were better behaved than their photodiode 

counterparts. Table 4 gives a summary of the photogate FTAPS results. 



Table 4: Summary of photogate FTAPS test results 

Sensitivity (v / f l /pm2)  Mean Input 
Mean Output Saturation Level Swing (V) 

( f ~ / p m ~ >  

Defect-free 1 6.81 1 / FTAPS 

Half stuck 1 3.36 1 I low FTAPS 

The half stuck photogate pixels behave similarly, although the half stuck high pixel 

Half stuck 
high FTAPS 

has slightly poorer performance. The output characteristics of a defect-free, a half 

stuck low, and a half stuck high photogate FTAPS illustrated in  Figure 39 show much 

2.89 

improvement over the photodiode FTAPS output characteristics. 

Defect-Free 
3 m a ma. 

0.221 

Stuck Low 

* * . * *  
A A A 

Stuck High 
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2.01 

Figure 39: Sample output characteristics of photogate FTAPS designs 

0.96 

The half stuck low photogate FTAPS behaves as expected. I t s  sensitivity and output 

swing are approximately half that of a defect-free FTAPS (sensitivity: 49.3%, output 

swing: 55.4%) and its input saturation level is almost the same (97.6%). The half 

stuck high photogate FTAPS performs almost as well. I t s  sensitivity and output 

voltage swing are slightly less than half that of a defect-free FTAPS (sensitivity: 



42.4%, output swing: 44.2%) and its input saturation level is similar as well 

(91.3%). The sensitivity of the half stuck low photogate FTAPS was very close to the 

expected sensitivity (50% of a defect-free FTAPS) and well within the expected error 

of the experiment. The half stuck high photogate FTAPS was slightly less than the 

expected sensitivity which cannot be completely explained by experimental error. 

However, the consistency of the sensitivity would still allow correction to be done 

though the output would have to be multiplied by more than two. 

While the half stuck high photogate FTAPS has slightly worse performance than the 

half stuck low pixel, i t  does not have the same problem with a race condition during 

reset that the photodiode version has. This suggests that the problem is not caused 

by the fabrication technology, rather the current drain of the half stuck photodiode 

pixel array is too great. While the photogate FTAPS designs are also grouped in 

arrays of 8x8,  they have less capacitance at the gate of their amp transistors which 

means they draw less current during reset. 

To summarize the fault tolerant concept testing results, 

Table 5 shows the half stuck pixel performance when compared to the defect-free 

cases. The half stuck low photodiode FTAPS and both half stuck photogate FTAPS 

devices behaved as expected. Their sensitivities and output swings were 

approximately half that of a defect-free pixel and their input saturation levels were 

about the same. The half stuck high photodiode FTAPS had poorer performance than 

expected due to a race condition that occurred when the pixel was reset. This is 

likely a result of the chip layout, but could also be caused by the change to 0.35pm 

technology. 



Table 5: Half stuck pixel performance in comparison to the defect-free pixels 

I ("/oI I ( I I Level (010) ( 

Compared to defect-free FTAPS 

3.6.2. Analysis of Fault Tolerant Active Pixel Sensor Sensitivity 

The standard APS, defect-free FTAPS, and DW APS were tested to determine their 

sensitivity, output swing, and input saturation level. The performance measures of 

each pixel design were compared to identify possible methods of increasing the 

sensitivity of an APS, and more specifically, to gain a better understanding of why 

the FTAPS design may have better sensitivity than a standard APS of the same size. 

Input Saturation Sensitivity 

Photodiode 

Photogate 

For the photodiode pixels, both the DW APS and FTAPS exhibited enhanced 

performance compared to the standard design. The DW APS and FTAPS exhibit very 

similar behaviour, as seen in Figure 40 which shows sample output characteristics of 

each pixel design. 

Output Swing 

I n  Table 6, which shows a summary of the photodiode APS test results, the 

sensitivity and output swing of the DW APS and FTAPS are both clearly larger than 

that of the standard APS. Compared to the standard photodiode APS, the DW APS 

and FTAPS have almost double the sensitivity (DW: 192%, FT: 186%), double the 

output swing (DW: 184%, FT: 184%), and nearly identical input saturation level 

(DW: 99.2%, FT: 100%). Since the standard deviation of each pixel type's sensitivity 

Half stuck low 

Half stuck high 

Half stuck low 

Half stuck high 

53.4 

31.8 

49.3 

42.4 

52.4 

22.3 

55.4 

44.2 

98.7 

55.0 

97.6 

91.3 



were relatively small, the experimental error should not be significant in these 

results. 

0.0 0 5 1.0 1 5  

Illumination ( f ~ l ~ m ~ )  

Figure 40: Sample output characteristics of photodiode standard APS, FTAPS, and DW APS designs 

Table 6: Summary of photodiode standard APS, DW APS, and FTAPS test results 

Sensitivity (v/fll/pm2) Mean Input 
Mean Output Saturation Level Swing (V) 

( f ~ / p m ~ )  

Standard 1 APS 1 2.54 1 

For the photogate pixels, both the DW APS and FTAPS also exhibited enhanced 

performance. However, only the DW APS had increased sensitivity. Sample output 

characteristics of each photogate design are shown in Figure 41. Each pixel design 

clearly behaves differently. 

DW APS 

FTAPS 

4.87 

4.72 

0.125 

0.142 

5.37 

5.35 

1.41 

1.43 
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Figure 41: Sample output characteristics of photogate standard APS, FTAPS, and DW APS designs 

Table 7 shows a summary of the photogate test results. The DW photogate APS 

performed best, with an increased sensitivity (164%) over the standard pixel, almost 

double output swing (188%), and similar input saturation level (108%). The FTAPS 

had no increase in sensitivity compared to the standard pixel (99.0•‹/o), and an 

increased output swing and input saturation level (output swing: 172%, input 

saturation level: 187%). 

Table 7: Summary of photogate standard APS, DW APS, and FTAPS test results 

Standard 
APS 

1 6.87 1 

Sensitivity (v/fJ/pm2) 

FTA PS 1 6.81 1 0.61 1 4.54 ( 1.049 

Mean Output 
Swing (V) Mean 

I I I I 

To more easily analyze the test results, the performance of the DW APS and FTAPS 

are directly compared to the standard APS performance in Table 8. I t  is clear from 

these results that since the photogate FTAPS sensitivity is no better than for a 

standard photogate APS, the fault tolerant design does not inherently increase the 

sensitivity of a pixel. 

Mean Input 
Saturation Level 

(fJ/IJm2) Standard Deviation 

DW APS / 11.29 1 0.87 4.92 0.607 



Table 8: DW APS and FTAPS performance in comparison with standard APS performance 

Compared to standard APS 

Sensitivity 1 Output Swing 1 Input Saturation 

To better understand the FTAPS behaviour, an explanation of the DW behaviour is 

needed. The photodiode and photogate DW APS devices both exhibited increased 

sensitivity and output swing. Since the only difference between the DW APS devices 

and standard APS devices are the widths of the amp transistor and row transistor, i t  

is evident that the changes made to these devices affect the sensitivity of the APS. 

Increasing the width of the amp and row transistors increases their current driving 

ability. I n  particular, increasing the width of the amp transistor in the DW APS 

increases its transconductance g,. Thus, a change in voltage at the gate of the amp 

transistor will have a greater effect on the output current for a DW APS than for a 

standard APS. This results in an increase in sensitivity and output swing without a 

change in the input saturation level. However, i t  is not clear why the photodiode DW 

APS sensitivity increases by 192% and the photogate DW APS sensitivity increases 

by 164%. More experimentation is needed to discover why the sensitivity of the 

photodiode and photogate pixels increase at different rates. 

Photodiode 

Photogate 

To explain the behaviour of the FTAPS devices, recall that the conversion gain of a 

pixel is highly dependent on the capacitance at the gate of the amp transistor. I n  a 

photodiode pixel, that capacitance mostly consists of the capacitance of the 

DW APS 

FTAPS 

DW APS 

FTAPS 

192 

186 

164 

99.0 

184 

184 

188 

172 

99.2 

100 

108 

187 



photodiode itself. The photodiode FTAPS splits the photodetector area in  half so that 

two photodiodes can be operated in  parallel as in Figure 42. 

compared to standard APS: 
+-% area - -'/I capacitance 

Figure 42: Photodiode FTAPS layout comparing area and capacitance of one photodiode half to 
standard APS photodiode 

Since these photodiodes have approximately half the area, they also have 

approximately half the capacitance, ignoring edge effects. Recalling equation (4), if 

C, is reduced by half, the conversion gain doubles. So while one half of a photodiode 

FTAPS only collects about half the l ight that a standard APS would collect, it has 

approximately the same overall sensitivity due to the increase in conversion gain. 

Since the FTAPS operates two photodiodes halves in  parallel with their outputs being 

added, i ts sensitivity and output swing should be approximately double that o f  a 

standard APS while maintaining the same input saturation level. So while the 

photodiode FTAPS acts similarly to the photodiode DW APS, i ts behaviour is caused 

by a completely different mechanism. 

I n  photogate pixels, the gate of the amp transistor is isolated from the photogate 

itself. Thus, splitting the photogate in  half has no effect on the capacitance at  the 



gate of the amp transistor. Therefore, the conversion gain is the same for the FTAPS 

and standard APS. Each photogate RAPS half is half as sensitive as a standard APS 

since they only collect about half the light so overall both pixels have the same 

sensitivity. However, the photogate FTAPS has increased output swing and input 

saturation level which is not explained by the previous analysis. For a photogate 

pixel, an increase in the input saturation level is the result of either an increased 

photogate well capacity or an increase in the capacitance of the FD. I n  this instance, 

the photogate FTAPS has roughly the same well capacity as the standard pixel. Thus, 

the increased ~ n p u t  saturation level must be from an increase in the FD capacitance. 

A larger FD capacitance requires more charge to discharge it. I n  the photogate 

FTAPS, the FD is the same area as the FD in the standard APS. Thus, the FD area of 

the photogate FTAPS is effectively double that of a standard APS. Twice as much 

charge is needed to discharge the FD causing the input saturation level and output 

swing to double. This behaviour is confirmed by the results in Table 8 which shows 

an increase in input saturation level (187%) and output swing (172%) for the 

photogate FTAPS. 

To summarize this analysis, the FTAPS design is not inherently more sensitive than a 

standard pixel. The photodiode FTAPS has greater sensitivity and output swing as i t  

has a higher conversion gain than a standard APS. The photogate FTAPS does not 

exhibit enhanced sensitivity, however i t  has greater output swing and input 

saturation level as a result of an effective doubling of its FD area. The sensitivity and 

output swing of the DW APS designs doubled due to the increased transconductance 

of the double width amp transistor and row transistor. Thus, increased sensitivity for 

current-mediated pixels can be achieved by either increasing the conversion gain of 

a pixel or increasing the transconductance of the transistors in the output branch. 



3.6.3. Analysis of Active Pixel Sensors in 0.35pm and 0.18pm Technology 

A standard photodiode APS and photodiode FTAPS were tested from the previous 

APS chip fabricated in 0.18pm technology and designed by D. Y. H. Cheung. These 

pixels were tested to compare the performance of pixels in two different technologies 

and to confirm that the photodiode FTAPS has greater sensitivity than a standard 

APS. Unlike the pixels designed in 0.35pm, the 0.18pm pixels are different sizes. 

However, since the input is in terms of energy density the size should not affect the 

results significantly. Testing was done to determine the sensitivity, output swing, and 

input saturation level of each pixel design as in previous testing. Table 9 shows the 

results of testing the 0.18pm pixels with the 0.35pm photodiode APS test results for 

comparison. Nine pixels of each design were tested. 

Table 9: Summary of photodiode APS test results for 0.35pm and 0.18pm technology 

Mean Output 
Swing (V) 

As expected from the previous section's analysis, the 0.18pm FTAPS has 

approximately double the sensitivity and output swing (sensitivity: 206O/0, output 

swing: 185%) of the standard pixel and a similar input saturation level (93.9%). 

Mean Input 
Saturation Level 

(fJ/clm2) 

Standard APS 
(0.18pm) 

FTAPS 
(0.18pm) 

Standard APS 
(0.35pm) 

FTAPS 
(0.35pm) 

As predicted by H. S. Wong [20], the 0.18pm pixels are less sensitive than the 

0.35pm. Both 0.18pm pixels are approximately half as sensitive per unit area as 

2.52 

2,54 

4.72 

0.080 

0.201 

0.049 

0.142 

1.43 

2.64 

2.91 

5.35 

1.46 

1.37 

1.43 

1.43 



their 0.35pm counterparts (standard APS: 48.1•‹/o, FTAPS: 53.3%). As CMOS 

technology scales down, several factors can affect the performance of digital imaging 

sensors. These factors include: higher substrate doping, increased number of layers, 

shallower junction depths, and increased edge capacitance. I n  conclusion, while i t  is 

not clear what the cause is, photodiode pixels are less sensitive when fabricated in a 

standard 0.18pm CMOS process than in a 0.35pm CMOS process. 

3.7. Testing Summary of Fault Tolerant Active Pixel Sensors 

Three sets of tests were done on FTAPS devices. The first set tested the fault tolerant 

concept for 0.35pm pixels, the second set examined the mechanisms for increased 

sensitivity in FTAPS devices, and the last set compared the sensitivity of pixels 

fabricated in 0.18pm CMOS technology with pixels fabricated in 0.35pm CMOS 

technology. 

FTAPS pixels were designed with and without defects built-in to test the fault tolerant 

concept for 0.35pm pixels. Each of the defective pixels behaved as expected, except 

for the half stuck high photodiode FTAPS. A race condition that occurred during reset 

resulted in poorer performance than expected. 

Tests to compare the performance of the standard APS to the DW APS and FTAPS 

indicated that the fault tolerant design does not inherently increase the sensitivity of 

the pixel. The photodiode FTAPS achieves higher sensitivity because splitting the 

photodiode in half increases the conversion gain of each pixel half. As a result, each 

half of a photodiode FTAPS has the same sensitivity as a standard APS. When the 

outputs of each half are added, the overall sensitivity of the photodiode FTAPS 

approximately doubles. Since the conversion gain of the photogate FTAPS is the 

same as the standard APS conversion gain, its sensitivity is also the same. However, 



an increase in its effective FD area results in a larger input saturation level and 

output swing. The DW APS pixels exhibited higher sensitivity and output swing 

because the double width amp and row transistor have high transconductance. 

Tests on pixels fabricated in 0.18ym CMOS technology confirmed that photodiode 

RAPS devices have higher sensitivity and voltage swing than standard pixels. 

Compared to pixels fabricated in a standard 0.35pm CMOS technology, the 0.18pm 

pixels were approximately half as sensitive. 

Future work on the FTAPS should focus on how hot pixel defects could be corrected 

with this design. Recent study in this area has indicated that the most prevalent 

defects that occurs in the field are hot pixels. Thus, the behaviour of a FTAPS with a 

hot defect should be examined. I f  the RAPS can recover from hot defects, its utility 

would be enhanced. 

Now that the behaviour of the RAPS has been characterized, the problem of defect 

identification will be addressed. Even though a defective FTAPS can be corrected for, 

its defect state must be identified first. The next chapter describes a method for 

identifying defective FTAPS. 



4. On-Line Defect Identification Algorithm 

One of the major criticisms of the FTAPS in the past has been that in order to correct 

for a defective pixel, both the location and type of defect must be identified. After an 

imager is manufactured, a factory calibration is often used to determine the location 

and type of each defective pixel so that they can be corrected for. With an FTAPS 

imager, the main difference would be that instead of having to interpolate the values 

of single defect pixels, their outputs could still be used with some correction. 

However, it is more difficult to identify pixels that become defective in the field. 

To locate defective pixels, an imager could be sent back to the factory for re- 

calibration, however this is a time consuming process. A more efficient method would 

be to calibrate the imager in the field. A factory calibration examines the response of 

pixels to uniform light fields to characterize each pixel. Unfortunately, these uniform 

illuminations cannot be duplicated in the field without adding significant cost to the 

imager. 

Some algorithms have been reported that identify defective pixels by analyzing a 

sequence of images taken normally in the field. Y. Tan and T. Acharya used 

sequential probability ratio testing and compared the difference between a pixel's 

output and the average output of its neighbouring pixels [ 3 2 ] .  Their method was 

successful in finding defects, however i t  was also susceptible to falsely identifying 

defect free pixels as being faulty, otherwise known as false positives. Using a slightly 

different method, 6. Jin et el compared the difference between a pixel's output and 

the average output of its neighbouring pixels with a threshold to determine i f  a pixel 



is faulty [33] .  They demonstrated that their method could potentially find and repair 

defective pixels in an imager, but the method has not been simulated or 

implemented. 

To address the issue of identifying defects in the field, our research group presented 

an on-line defect identification algorithm [34]  that can locate the pixel types 

described in Table 2. The following section describes this algorithm in detail. 

4.1. On-Line Defect Identification Algorithm 

I n  2005, our research group reported an algorithm for on-line defect identification 

that uses statistics of the image over a sequence of normally taken images to 

identify defective pixels [34]. Consider the simple case of a pixel with a stuck low 

defect. I n  a single picture, i f  a pixel is dark it could be a stuck low pixel or a good 

pixel that happens to be dark in that picture. However, i f  a pixel is dark in a series of 

pictures, i t  is more likely that the pixel is stuck low rather than good. Thus, the on- 

line defect identification algorithm uses image data combined with statistics to 

determine pixel types. The following section describes the details of the algorithm. 

For a series of T images, the pixel output at a given location ( i j )  forms a set of 

samples Y = yiu), yil), ..., yiT). For every possible defect state Dl the set of samples Y 

is used as data with Bayesian inferences to calculate the likelihood a pixel is of that 

defect state. The Bayesian inference is expressed mathematically as 

where P(D)Y) is the likelihood that the pixel is defect type D given the set of samples 

Y. P(Y(D) is a measure of how well the set of samples Y fits the behaviour of defect 



state D which is obtained from a statistical metric from the image data and P(D) is 

the a priori probability that the pixel is defect state D without any additional data. 

For example, P(D) could be based on manufacturing data concerning the probability 

of defect type D. The denominator of equation 10 is a normalizing factor which scales 

P(DJ Y) based on the likelihood of the pixel being one of the other defect states. 

Here is an example to illustrate how equation (10) is implemented. For a particular 

pixel, the probability of its pixel state being HH is to be calculated given a set of pixel 

outputs, i.e. P(HH1Y). While P(YIHH) is given as a single probability in equation ( l o ) ,  

a more practical implementation is to calculate P(~( ' ) (HH)  for each pixel output y( ' )  in 

the set Y. I f  a pixel's output range is defined to be from 0 (min) to 1 (max), the 

output of a HH pixel is always 1. Thus, the probability of P(~( ' ) IHH)  is 

- 

~ ( ~ ( 1 )  I HH)  = J - I 

10, otherwise 

The probability of a pixel being one of the other pixel states for a particular pixel 

output y(') is given in Table 10. These probabilities are based on the expected 

behaviour of the pixel in each state as given in Table 2 .  

Table 10: Probability equations for the FTAPS pixel states given a pixel output y'" 

Pixel State 

CD 

~ ( y ' ' )  1 CD) 

10, otherwise 

I, y ( " = O . S  

0, otherwise 



Lastly, the a priori probability P(HH) could be taken as the probability of a pixel being 

HH after manufacturing. For this example, assume P(HH)=O.Ol for simplicity (which 

is unrealistically high). Ignoring the normalizing factor, i t  is evident that i f the pixel is 

HH the probability P(HH(Y) will approach 1 as the number of pixel outputs in the set 

Y increases. I f  the pixel is some other pixel type, if any of the pixel outputs is not VDD 

then P(HHIY) will be 0. 

4.2. Defect Identification Algorithm Simulation 

The defect identification algorithm was evaluated by performing Monte Carlo 

simulations. A flowchart illustrating the procedure followed by the simulation is given 

in Figure 43. First, the location of all simulated defects is assigned. Each defect is 

also assigned a defect state from the set (GG, GL, GH, LH, HH, LL) whose defect 

model is based on its output behaviour as given in the Output column of Table 2. 

Next, the simulated defects are applied to the set of images to be analyzed. The set 

of images is taken from an image bank of regularly taken images that we consider to 

have no defects. The pixel outputs of the simulated defects are modified based on 

the defect model. For example, the pixel output of a HH pixel would be modified to 

always be the maximum possible pixel output. 

I n  Step 3, the a priori probability P(D) for every pixel is initialized for each defect 

state. Step 4 to Step 9 form a loop to iteratively calculate P(D1Y) for each defect 

state at each pixel location. Since processing data from the entire image set at once 

would be computationally demanding, a single picture is considered at a time. I n  

Step 4, the next image is loaded for analysis. Based on its image information, a 

probability density function P,(e) for a metric is calculated. Various metrics can be 

used, which will be described later. 
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Figure 43: Defect identification simulation flow chart 

Next, P,(e) and the metric are used to calculate how well a particular defect state fits 

the data. Then P(DI Y)  is evaluated which is used in  subsequent iterations as the a 

priori probability, replacing P(D). Thus, the a priori probability for iteration k will be 

the P(DI Y) calculated in iteration (k -1) .  Steps 6 and 7 are repeated for each defect 



type and all pixel locations. I n  Step 8, a decision is made on the defect state of each 

pixel. One method of assigning defect states is to choose the most probable defect 

state for the pixel. Finally, the simulation checks to see if i t  should finish. I f  the stop 

condition is met, the simulation concludes by outputting the results. Otherwise, the 

simulation will loop back to Step 4 so that another image will be analyzed. One 

possible stop condition is to conclude the simulation when a certain number of 

images have been analyzed. 

As mentioned in Step 5, PE(e) must be calculated so that P(y1D) can be determined 

in Step 6.  Two implementations that have been tested extensively are the image 

statistics method and the interpolation method. The image histogram, which is the 

distribution of pixel outputs in an image, is used as PE(e) in the image statistics 

method. The pixel output is the metric so the image statistics method considers the 

likelihood of a pixel having a particular output. For example, Figure 44 shows an 

image histogram of a picture where the minimum pixel value is 0 and the maximum 

pixel value is 255.  

Pixel Value 

Figure 44: Sample image histogram 

The likelihood of a pixel having a value of x is the number of pixels with the value of 

x divided by the total pixels. Also, usually very few have values of 0 or 255, so pixels 

which are consistently 0 or 255 are simple to identify as LL and HH. 



When calculating P(ylD), PE(e) is modified according to the defect state. Figure 45 

shows the ideal pixel response of GG, GL, and GH pixels. The output of GG pixels can 

vary from 0 to 255, GL pixels from 0 to 128 , and GH pixels from 128 to 255. Thus, 

if the 

would 

sample histogram in Figure 44 is modified for the GL defect, the histogram 

look like Figure 46. 

Figure 45: Ideal pixel response of GG, GL, and GH pixels 

0 y 128 x 255 

Pixel Value 

Figure 46: Sample histogram from Figure 44 modified for a GL 

Now, i f  a pixel had value x, there would be no chance of it being a GL pixel. I t s  range 

is outside the 0 to 128 stated previously. However, a pixel with a value of y would 

have some probability of being a GL pixel, as well as a GG pixel. 

A better technique is to use an interpolation algorithm to estimate what the output of 

each pixel should be. I n  this case, the metric becomes the interpolation error which 

is the error between the interpolated output and the actual output. To generate the 

PF(e) for the interpolation method, the interpolation error is calculated for all of the 



pixels in an image. The distribution of the interpolation error becomes the probability 

density function PE(e). 

4.3. Defect Identification Simulation Results 

The preliminary results of the defect identification algorithm were presented in [34]. 

The image histogram was used as P,(e) and two defect models were tested. The 

"simple" defect model, simulated a conventional APS or CCD imager having the set 

of pixel states {G, H, L). I n  the FTAPS defect model, the set of possible FTAPS pixel 

states {GG, GL, GH, LH, HH, LL) were simulated. A 5% defect rate was used for the 

"simple" defect model and a 0.5O/0  defect rate was used for the FTAPS defect model. 

These defect rates are both unrealistically high, however to glean useful information 

from the simulations i t  was easier to use a higher defect rate so that each defect 

state was well represented. 

A bank of 398 pictures was used as the image bank for the simulations. The image 

bank was deemed to be typical of a set of pictures an amateur photographer might 

take. Figure 47 shows a sample picture taken from the test bank before and after 

artificial defects were applied. A random set of images was chosen from the image 

bank for each simulation iteration with 100 iterations run in total for each set of test 

parameters. To reduce the time taken to run each simulation, 1 Megapixel images 

were used. As well, a "dark field" or was used for the first image of each iteration. A 

dark field is an all-dark picture which could be produced by taking a picture with the 

lens cap of the camera on. This is not an unreasonable image to include since no 

special equipment is needed to produce a dark field image with a digital camera. 



(a) Original picture 
- -  " -. . -- 

(b) Picture with defects applied 

Figure 47: Sample picture before (a) and after (b) defects are applied 

From Figure 43, the "stop condition" for a simulation iteration was when each defect 

was identified with a 99% confidence threshold. If the 99% confidence threshold was 

not reached after all 398 pictures in the image bank had been loaded the algorithm 



was deemed to have failed. The number of images taken to satisfy the stop condition 

was used to compare the performance of each simulation run. 

The simple defect model was tested first to simulate a conventional digital camera 

where the set pixel states is {G, HI L). The results of the simulation are illustrated in 

Figure 48. The defect identification algorithm only needed 3.45 pictures on average 

and no more than 20 pictures to correctly identify all defects with no false positives. 

These results suggest that the on-line defect identification algorithm is suitable for 

identifying defects in conventional digital camera systems. 

fail 1-5 6-10 11-15 16-20 21-25 
Number of Images Processed 

Figure 48: Convergence rate of defect identification algorithm on simple defect model 

Defect Model 

Simple 

Next, the more complicated FTAPS defect model was tested to simulate a camera 

system using an FTAPS array. From Figure 49, i t  is evident that the FTAPS defect 

model took much longer to identify all the defects. To correctly identify all defective 

Average 

3.45 

pixels with no false positives, i t  took 114 pictures on average and up to a maximum 

of 240 pictures. The FTAPS defect model took much longer to identify all defects 

Standard Deviation 

3.91 

because the GH and GL pixels have more complicated behaviour than HH and LL 

pixels. GH and GL pixels respond to changes in illumination while HH, HL, and LL 

Fail 

0 

pixels always have a fixed value. 
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Figure 49: Convergence rate of defect identification algorithm on FTAPS defect model 

Defect Model 

FTAPS 

The fact that it could take up to 240 pictures or perhaps more to identify all defects 

for the FTAPS model is of concern. However, while 240 pictures may seem like a lot, 

a photographer could easily take that many pictures over the course of a couple 

months. Furthermore, i t  is important to note that the algorithm did not fail even once 

in 100 iterations and there were no false positives. This work suggested that the on- 

line defect identification algorithm could be used to identify defects of a camera in 

the field. Building on this work, J .  Dudas et el continued developing the defect 

identification algorithm and were able identify all FTAPS defects within 50 pictures in 

each simulation in [35]. 

4.4. On-Line Defect Identification Algorithm Summary 

Due to criticisms of the FTAPS design that defects must be identified before they can 

be corrected for, an on-line defect identification algorithm was proposed to solve this 

problem. The algorithm uses statistics of the image over a sequence of normally 

taken images combined with Bayesian inferences to identify defective pixels. To test 

the validity of the algorithm, Monte Carlo simulations were run using a simple defect 

model and a FTAPS defect model. All defects were identified with no false positives 

for 100 iterations with both defect models. The simple defect model converged in 

3.45 pictures on average. Since the simple defect model mimics a conventional 

Average 

114.13 

Standard Deviation 

41.05 

Fail 

0 



digital camera, the on-line defect algorithm is suitable for finding stuck defects in 

current digital cameras. The FTAPS defect model took 114.13 pictures on average to 

converge as a result of the increased complexity of GH and GL defects. This 

preliminary work is a proof-of-concept for the on-line defect identification algorithm 

that addresses the issue of identifying FTAPS defects. 



5. Fault Tolerant Active Pixel Sensor Noise 
Analysis 

While the FTAPS has the ability to partially recover from defects, there are tradeoffs 

to adding fault tolerance. The most obvious tradeoff is a reduction in the pixel's Fill 

Factor (FF) due to the addition of transistors. Another issue to consider is the 

addition of noise in the system. I t  is expected that the noise in the system will 

increase, since the additional transistors will contribute to the noise. However, it is 

not clear how significantly the system's overall performance will be affected. 

K.  Salama et el suggested that the noise added by the FTAPS design is significant, 

particularly at low illumination levels [19]. The FTAPS was re-analyzed in [36] by C. 

Jung et el and they concluded that the additional noise added by the FTAPS design 

was negligible at all but the lowest illumination levels. These noise analyses were 

both done for photodiode FTAPS designs. The analysis by C. Jung et el also assumed 

that the designs would be fabricated in 0.18ym CMOS fabrication technology. 

I n  this chapter, the noise of a photodiode FTAPS design in 0.35pm CMOS technology 

is compared and contrasted with the noise of a standard APS design. Since most of 

the APS testing presented in this thesis deals with devices fabricated in 0.35pm 

devices, i t  is appropriate to analyze the noise for this technology. I t  uses model files 

for 0.35pm devices and corrects some minor errors made in the analysis presented 

in [ 3 6 ] .  



5.1. Active Pixel Sensor Noise Analysis Background 

For the noise analysis of the APS designs, the focus is on in-pixel noise. The noise 

generated by sampling of the APS output was neglected for simplicity. However, to 

model the test setup that was used as closely as possible, the column amplifiers 

used to convert the current output to a voltage (see Figure 31) were included in the 

analysis. 

For comparison, the noise of a standard APS and a FTAPS were analyzed. The 

analysis of both pixels is similar and overlaps in several instances. The specific 

circuits that were analyzed are shown in Figure 50. 
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Figure 50: Schematics of photodiode APS designs for noise analysis (a) standard APS, (b) FTAPS 

Each of the noise sources discussed in Section 2.5, shot noise, thermal noise, and 

flicker noise, were considered in the noise analysis. I n  most analyses, the noise is 

referred to the input or output of the pixel. Since the FTAPS has two photodiodes, 

and thus two inputs, the noise was output referred. 



The analysis began by determining equations for the noise contributed by each 

circuit component. These equations were used to derive expressions for the total 

noise produced by a standard APS and a FTAPS. Then the total noise of each APS 

design was calculated qualitatively using parameter values derived from HSpice 

simulations, device datasheets, and experimental data. Finally, the calculated noise 

of the standard APS and FTAPS were compared and analyzed. 

5.2. Noise Analysis of Active Pixel Sensor Components 

5.2.1. Photodiode 

Three sources of noise are present at the photodiode of an APS device. Photocurrent 

shot noise is noise that results from the optical generation of carriers. From equation 

(6), the photocurrent shot noise in electrons is 

where I,,, is the photocurrent, T,,, is the exposure time, and q, is the charge of an 

electron. 

The dark current that results from thermally generated carriers in the photodiode 

also produces a shot noise. The equation for dark current shot noise in electrons is 

where Idk is the dark current. 

Lastly, when an APS is reset, the capacitance at the gate of the amp transistor is 

charged to the reset level. This results in a thermal noise that is often referred to as 

the reset noise of a pixel. The reset noise in electrons is 



where k is Boltzmann's constant, T is the temperature, and CPD is the capacitance of 

the photodiode. Since the photocurrent shot noise, dark current shot noise, and reset 

noise are generated at the gate of the amp transistor, they were output referred 

later in the analysis. 

5.2.2. Amplifying Transistor 

The transistors in an APS circuit produce both thermal noise and flicker noise. DaGerli 

et el used simulation-oriented MOSFET noise models to calculate the thermal and 

flicker noise of transistors in CMOS image sensors [ 3 7 ] .  Their technique was used in 

the noise analysis of the standard APS and FTAPS as well. 

First, the small signal model of the standard APS was analyzed for simplicity. The 

schematic of the standard photodiode APS shown in Figure 7 was converted to its 

small signal model shown in Figure 51. 

T 

Figure 51: Small signal model of a photodiode APS 

The amp transistor M 2  normally operates in the linear region, so i t  was modelled by 

its gate-source capacitance (C,,z), a voltage-controlled current source connected 

from drain to source (g,,,zV,s2), and its drain-source resistance (rds2). Noise produced 



by the amp transistor was represented by a current source connected from its drain 

to source (i2). The row transistor M3 normally operates in the saturation region, so i t  

was modelled differently from the amp transistor. The small signal model of the row 

transistor consisted of only its drain-source resistance (rdS3) with its noise modelled 

as a current source connected from its drain to source (i3). 

From the small signal model, the output noise current due to amp transistor noise is 

Re-arranging equation (14), gave a simpler expression for iOUt2: 

where 

k ,  = 
'ds2 + c P D )  

- g m ? r d s ? r i l s ~ C P D + ( c g s l + c P D X r d s ?  + r d s l ) '  ( I 6 )  

Note that l / k 2  is the pole of iOutz. The output noise current is converted to voltage by 

the column amplifier, so the mean square output noise is given by 

where RF is the feedback resistance of the column amplifier. 

Next, expressions for the thermal noise and flicker noise were substituted for i2. I n  

the simulation-oriented models employed by Dagerli e t  el, the thermal noise 

produced by a transistor in the linear region is 



To calculate the thermal noise of the amp transistor seen at the output of the circuit, 

the integral in equation (17) was simplified by noting that the noise bandwidth of the 

operational amplifier NBW was smaller than the pole of i,,,,. This simplified the 

integral so the mean square output thermal noise of the amp transistor is 

Then, substituting equation (18) into equation (19) yields the final expression for the 

mean square output thermal noise of the amp transistor: 

To estimate the flicker noise, an empirical model was used. The model is not 

accurate under all conditions, but is suitable as an estimate. The flicker noise of a 

transistor is modelled as 

where KF, AF, and EF are flicker noise constants in HSpice models, Ids is the drain-to- 

source current, Cox is the oxide capacitance for the process technology, Leff is the 

effective length of the transistor, and f is the frequency of the observation time. I n  

the BSIM3 0.35pm model file for NMOS transistors, AF and EF are equal to one or 

close to one, so equation (21) was simplified to 



Equation (22) was substituted into equation (15) to get the flicker noise generated in 

the amp transistor. The resulting expression was then substituted into equation (17) 

so the mean square output flicker noise of the amp transistor is 

where f, is the frequency of observation time, i.e. the time taken to sample the 

Readout and Reset voltages in an exposure cycle. The closed form solution of the 

integral is 

so the final expression for the mean square output flicker noise of the amp transistor 

is 

5.2.3. Row Transistor 

Just like the amp transistor, the row transistor produces both thermal and flicker 

noise. From the small signal circuit in  Figure 51, the output noise current due to row 

transistor noise is 

Since CPD >> CgSz, Equation (26) was simplified to 



Using simulation-oriented models for the thermal noise of the row transistor in 

saturation was 

Since the pole and zero in equation (27) are again larger than the noise bandwidth of 

the operational amplifier, substituting equation (27) into equation (17) yields 

The final expression for the mean square thermal noise of the row transistor is 

derived by simply substituting for i3,t: 

The flicker noise generated by the row transistor uses the same model described in 

equation (22). Using the same method used to calculate the mean square flicker 

noise of the amp transistor for the row transistor, yields 

Lastly, evaluating the integral results in the mean square flicker noise of the row 

transistor as 



5.2.4. Feedback Resistor 

The feedback resistor used in the column amplifier generates thermal noise. The 

expression for the mean square feedback resistor thermal noise is similar to equation 

(7): 

- 
VOIRF = 4kTRFN,, ( 3 3 )  

5.2.5. Operational Amplifier 

The operational amplifier used for the column amplifiers is a low noise amplifier, so 

only the noise voltage was considered. The output noise voltage from the operational 

amplifier is 

RAPS is the resistance of the APS that is seen at the input of the operational amplifier. 

From the small signal circuit in Figure 51, for a standard APS 

Equation ( 3 5 )  is simplified by disregarding the sC,,, term since gm2 >>  sCgs,. The 

simplified expression for RAPS is 

The expression for RAPS for the FTAPS is slightly different due to the additional 

circuitry in the design. Since the FTAPS operates two half pixels in parallel, the 

resistance seen by the operational amplifier for an FTAPS is the resistance of the two 

half pixels in parallel: 



Also, note that the photodiode capacitance used in equation (36) will differ from that 

used in equation (37). 

From equation (34), the output mean square noise of the operational amplifier is 

For thermal noise, V,, is the thermal noise density of the amplifier v,. Thus, the 

output mean square thermal noise of the operational amplifier is 

For flicker noise, V,, is 

where f,, is the noise corner frequency of the operational amplifier. Substituting for 

V,, in equation (38) and solving the integral yields the output mean square flicker 

noise of the operational amplifier: 

5.3. Total Noise of Active Pixel Sensor Designs 

The total mean square noise of each APS design was derived by summing each of 

the noise components. However, the equations for photocurrent shot noise, dark 



current shot noise, and reset noise given in equations ( l l ) ,  (12), and (13) are in 

terms of noise charge at the gate of the amp transistor. These noise sources must be 

output referred before summing all of the noises. The noise charge a t  the gate of the 

amp transistor is converted to voltage by the capacitance at that node, primarily 

consisting of the capacitance of the photodiode. The transconductance of the amp 

transistor converts the voltage at its gate to the drain-source current that flows 

through the amp transistor and row transistor. The amp transistor is operated as a 

common source amplifier with the row transistor acting as a source resistance. 

Finally, the current is converted to voltage by the column amplifier. The noise charge 

is converted to mean square output noise by 

where 

which is the gain of a source degenerated common source amplifier. Thus, the mean 

square output photocurrent shot noise is 

the mean square output dark current shot noise is 

and the mean square output reset noise is 



Summing all of the noise sources for a standard APS yields the total mean square 

noise: 

The expression for the total mean square noise of the FTAPS is very similar to that of 

the standard APS. The main difference is that many of the noise sources are 

doubled, since the FTAPS operates two pixel halves in parallel. Photocurrent shot 

noise, dark current shot noise, reset noise, and transistor noises are all doubled. 

However, the magnitudes of the respective noises for the FTAPS differ from the 

standard pixel. For example, the photodiode capacitance CpD of the FTAPS is about 

half as large as CPD for the standard APS, which greatly impacts many of the noises. 

The total mean square noise of the FTAPS is 

5.4. Noise Analysis Parameter Values 

Before the noise of the standard APS and FTAPS could be qualitatively evaluated, the 

values of all of the component parameters were determined using component 

datasheets, experimental data, and HSpice simulation. 

The operational amplifier used for the column amplifiers was the TLC2274 - a low 

noise quad operational amplifier. The datasheet for the TLC2274 provided the noise 

bandwidth, corner frequency, and thermal noise density of the amplifier. 



The dark current of the pixels was determined experimentally using the technique 

reported by I .  Shcherback et el [38]. The signal of a standard APS was measured 

after a long cycle time with no illumination. The dark current density wass then given 

by 

:\ v 
dark current density - x -- . 

A,, At 

where ApD is the area of the photodiode, AV is the change in the output voltage, and 

At is the cycle time. 

HSpice was used to estimate most of the remaining circuit parameters, particularly 

the small signal values. Several DC point simulations of the APS circuit were done to 

extract the parameters of the circuit for different illumination levels. The noise of the 

APS designs was evaluated for three conditions: 

dark - no illumination 

average - illumination level that produces half of maximum output 

saturation - illumination level that saturates the pixel output 

The small signal parameters of the transistors were extracted from these 

simulations. Some parameters were also taken from the model file such as the oxide 

capacitance C,,. 

The last source of parameter values were the experiments themselves. From the 

timing of the control signals, parameters such as the exposure time T,,, were taken. 

All of  the parameter values used in the noise analysis are shown in Table 11, Table 

12, and Table 13. The parameters in Table 11 are illumination independent whereas 

Table 12 and Table 13 show parameter values that vary with the illumination 

conditions. These parameter values were used to calculate the contribution of each 

noise source and the total noise of each APS design. 



Table 11: Illumination independent parameter values for APS noise analysis 

Parameter 

Noise bandwidth [Hz] 

Corner frequency [Hz] 

Thermal noise density [V] 

Feedback resistance [R] 

Exposure time [s] 

Observation frequency [Hz] 

Oxide capacitance [ ~ / r n > ]  

Effective transistor length [m] 

Flicker noise coefficient 

Photodiode capacitance [F] 

Dark current [A] 

Variable Design Value 

NBW Both 1.OE+06 

fce Both 1.OE+03 

Vt Both 2.846E-07 

RF Both 2.7E+04 

T e x p  Both 1.32E-02 

f s Both 6.67E+02 

Cox Both 4.604E-03 
I I 

Lef f  Both 2.7E-07 

K F Both 1.00E-24 

Standard 4.177E-14 

Standard 1.18E-14 

Table 12: Photocurrent for dark, average, and saturation illumination conditions 

Dark I Average 1 Saturation 

1 Photocurrent 1 Standard 0 5.00E-12 1.20E-11 

Table 13: Small signal transistor parameters under dark, average, and saturation illumination 
conditions 

I Ipt ,  [A] Fault tolerant 

Transistor 

0 

I I I I 

Parameter 

2.50E-12 

Dark 

6.00E-12 

Average Saturation 



5.5. Noise Comparison of the Standard Active Pixel Sensor and 
Fault Tolerant Active Pixel Sensor 

Using the equations derived in Section 5.2 and the parameter values determined in 

the Section 5.4, the noise of the standard APS and FTAPS designs were calculated. A 

summary of the mean square noise generated by each source is shown in Table 14. 

From Table 14, i t  is evident that the mean square noise generated at the photodiode 

of a FTAPS is approximately twice as large as in the standard APS. Furthermore, the 

mean square photocurrent shot noise, dark current shot noise, and reset noise listed 

in the table is only for one half of a FTAPS. Since there are two photodiodes in a fault 

tolerant pixel, these noises were doubled again. 

Noise generated by the amp transistor, row transistor, and feedback resistor are the 

same for both the standard APS and FTAPS. As with the photodiode noises, the 

transistor noise listed in Table 14 is for one half of a FTAPS. The noise generated by 

the operational amplifier is slightly larger in the FTAPS than in the standard APS. The 

resistance of the APS seen from the input of the operational amplifier RAPS is smaller 

in the FTAPS case which results in higher noise. 

The dominant noise source for all illumination conditions transistor flicker noise. I n  

particular, the amp transistor mean square noise is at least an order of magnitude 

larger than any other noise source. An ideal APS is photocurrent shot noise limited, 

where the photocurrent shot noise is the dominant noise source for most illumination 

levels. This analysis shows that electronic noise, in the form of transistor flicker 

noise, dominates at all illumination levels for the standard APS and FTAPS fabricated 

in 0.35ym technology. 



Table 14: Summary of the mean square noise of each source for the standard APS and FTAPS 

Standard Fa u It 
Illumination tolerant 

(v'> (v2> 
Noise Type 

Dark 0 0 

Average 6.788E-06 1.338E-05 

Saturation 1 2.799E-08 1 5.518E-08 

Dark current 
Photodiode 

shot (V,,:, ) 

Dark I 

Saturation 

Thermal (V,& ) All 1 4.692E-10 1 4.692E-10 

Dark 8.343E-04 8.343E-04 

Average 3.633E-04 3.633E-04 

Amp 
Transistor 

Flicker ( Vat,, ) 

Saturation 1.284E-06 1.284E-06 

All 2.383E-10 2.383E-10 

Dark 9.077E-05 9.077E-05 

Average 3.953E-05 3.953E-05 

- 
Thermal (V,:,,, ) 

Row 
Transistor 

Flicker ( V,';, ) 

Saturation 1.397E-07 1.397E-07 

4.469E-10 4.469E-10 

7.977E-07 2.239E-06 

Feed back 
Resistor 

Operational 
Amplifier 

Thermal (V& ) 

- 
Thermal ( V&,, ) 

- 
Flicker (V&, ) All 1 5.834E-09 1 1.637E-08 

Equation (46) and (47) were used to calculate the total noise of each APS design. 

Table 15 lists the total mean square noise and total noise for the standard APS and 

FTAPS under the dark, average, and saturation illumination conditions. 



Table 15: Summary of the total noise for the standard APS and FTAPS 

I l lumination 

/ Total Mean 
I Dark 

I Square I Average 1 Noise [v'] tGizT 
( Dark I ;;a1 Noise 

I I Saturation 

Fault Noise Ratio 
Standard 

Tolerant (FT: Standard) 

As there are two amp transistors and row transistors in the FTAPS, the mean square 

transistor flicker noise in a FTAPS is double that of a standard APS. Since the flicker 

noise is the dominant noise source, the total mean square noise of a FTAPS is also 

approximately double that of a standard APS. The result is the total noise of a FTAPS 

is greater than the noise of a standard APS by approximately the square root of two. 

However, this is not the worst case scenario. 

I n  other process technologies, it is likely that the transistor flicker noise would not be 

the dominant noise source. The worst-case scenario is if one of the photodiode 

noises were dominant. I f  that were the case, the total mean square noise of a FTAPS 

would be quadruple that of a standard APS leading to twice as much total noise. This 

is a likely situation as the photocurrent shot noise was found to be the dominant 

noise source in APS devices fabricated in 0.18pm CMOS technology [ 3 6 ] .  

The overall performance of the photodiode FTAPS does not suffer due to increased 

noise because its sensitivity also increases by approximately two, as stated in 

Chapter 3. I n  the worst case, where photodiode noise is dominant, the noise and 



sensitivity of the FTAPS are both doubled in  comparison with the standard APS. Thus, 

the SNR of the FTAPS is the same as a standard APS. I n  the instances where the 

flicker noise is dominant, the noise of the FTAPS only increases by a factor of the 

square root of two. I n  this case, the SNR of the FTAPS is actually better than that of 

the standard APS by a factor of the square root of two. 

While the SNR was not calculated in this work, a modified mean square noise was 

calculated for the FTAPS to illustrate the effect of increased sensitivity. The total 

mean square noise of the FTAPS was divided by two to simulate the effect of a two 

times increase in sensitivity on the FTAPS SNR. Table 16 shows the modified FTAPS 

mean square noise and the noise ratio compared to the standard APS. I n  each case, 

the noise ratio as close to one, which validates the argument that the overall 

performance of the photodiode FTAPS. The increased sensitivity of the photodiode 

FTAPS compensates for the increased noise in the FTAPS SNR. 

Table 16: Comparison of standard APS total mean square noise and FTAPS modified total mean 
square noise 

Total Mean 
Square 
Noise [v2] 

Average 1 4.107e-04 1 4.179e-04 1 1.017 

Illumination 

Dark 

Saturation 1 2.257e-06 1 2.608e-06 1 1.156 

5.6. Noise Analysis Conclusion 

Standard 

9.262e-04 

The noise of the standard photodiode APS and photodiode FTAPS was analyzed and 

compared. Sources of shot noise, thermal noise, and flicker noise were identified in 

each APS component and equations were derived to describe the behaviour of each 

noise source. The noises were output referred so that they could be summed 

together to determine the total noise of each APS design. HSpice simulations, 

Fault 
Tolerant 

(modified) 

9.267e-04 

Noise Ratio 

(FT: Standard) 

1.001 



component datasheets, and experimental data were used to determine the 

parameter values in the noise analysis so that the noise of each source could be 

calculated quantitatively. 

The noise of each source was calculated for dark, average, and saturation 

illumination conditions. The dominant noise source for pixels fabricated in 0.35pm 

CMOS technology was transistor flicker noise for all illumination conditions. After 

totalling the noise of each APS design, the noise of the FTAPS was larger by the 

square root of two. I n  the worst-case scenario where a photodiode noise is 

dominant, the noise of the FTAPS is twice as large as the standard APS. Since the 

sensitivity of the photodiode FTAPS is approximately twice as large as for the 

standard APS, the SNR of the FTAPS is greater by the square root of two when the 

transistor flicker noise dominates and is the same as a standard APS when a 

photodiode noise dominates. 



6. Duo-output Active Pixel Sensors 

The DAPS has the potential to be used for background subtraction and LIDAR. One of 

the main requirements of these applications is the sensitivity of the readout circuits 

in a DAPS must be reasonably matched. A mismatch in sensitivity results in a "noise" 

in the output when background subtraction is performed. Since each DAPS has two 

readout circuits, variations in the fabrication process can cause the sensitivities of 

these circuits to differ. This is a common problem encountered with APS arrays and 

is considered a type of FPN. 

After testing a previous design of the photogate DAPS fabricated in 0.18pm CMOS 

technology, S. Djaja noted that the sensitivity of the readout circuits in a given DAPS 

were poorly matched [ 2 6 ] .  He also suggested some methods of improving the 

sensitivity matching of the DAPS readout circuits. 

Three DAPS designs were fabricated that incorporated some of S. Djaja's suggestions 

in an attempt to improve the sensitivity matching of the sensor. Initial testing 

focused on determining which design's readout circuits that were best matched. 

Once the design with the best sensitivity matching was identified, the background 

subtraction capabilities of the sensor were tested. Lastly, the issue of crosstalk was 

examined. 

6.1. Duo-Output Active Pixel Sensor Layouts 

The DAPS layouts that were fabricated in 0.35pm technology incorporated two 

suggestions given by S. Djaja. The first suggestion was to reduce the effect of 



process variations by laying out the readout circuitry on the same side of the pixel so 

that they would be closer together. I n  previous DAPS designs, the readout circuitry 

was oriented on opposite sides of the pixel. 

The second suggestion involved the parasitic n+ diffusions of the DAPS. As shown in 

Figure 9, the parasitic n+ diffusion is the diffusion that lies between the photogate 

and the transfer gate of the pixel. Instead of trying to match the sizes of the 

parasitic n+ diffusions in the readout circuits, it was proposed that the diffusions of 

both readout circuits be joined. Since the parasitic n+ diffusion would be shared, 

matching of the diffusion would not be needed. This approach was also taken by J. 

Ohta et el in their DAPS design [27]. 

Three DAPS layouts were designed that utilized these suggestions. The first design, 

DAPS-separate (see Figure 52), had readout circuits on the same side of the pixel 

and separate parasitic n+ diffusions. Another design, DAPS-joined (see Figure 5 3 ) )  

combined both of S. Djaja's suggestions and had readout circuits on the same side of 

the pixel with a joined parasitic n+ diffusion. Both of these pixels are 16pmx12pm in 

dimensions. 

The last DAPS design, DAPS-opposite (see Figure 54), had readout circuits on the 

opposite sides of the pixel with a joined parasitic n+ diffusion. A fourth DAPS layout 

was designed with readout circuits on opposite sides of the pixel and separate 

parasitic n+ diffusions, but an error rendered these pixels unusable. Though i t  is 

shown lying on its side, its dimensions are 24pmx12pm. As with previous APS 

layouts, these pixels were metal shielded so that only the photogates were subject to 

illumination. 



Figure 52: DAPS layout with readout circuits on Figure 53: DAPS layout with readout circuits on 
the same side and separate parasitic n+ the same side and a joined parasitic n+ diffusion 
diffusions (DAPS-separate) (DAPS-joined) 

Figure 54: DAPS layout with readout circuits on opposite sides and a joined parasitic n+ diffusion 
(DAPS-opposite) 

From these layouts, note that the parasitic n+ diffusion must be made larger to join 

the parasitic n+ diffusions. While the parasitic n+ diffusion area is only marginally 

larger for the DAPS-joined design, the diffusion in the DAPS-opposite design 

surrounds the photogate and is significantly larger. 



6.2. Duo-Output Active Pixel Sensor Test Plan 

The initial test plan for the DAPS designs involved two stages. I n  the first stage, each 

of the three DAPS designs was tested to determine which design had the best 

readout circuit sensitivity matching. A mismatch in readout circuit sensitivities would 

manifest as a "noise" when performing background subtraction. For example, i f  both 

readout circuits captured the same illumination and they were mismatched in 

sensitivity, subtracting the background would result in a non-zero answer which 

would not be desired. Thus, the ideal DAPS design would have matched readout 

circuit sensitivities to maximize the effective SNR of the background subtraction 

output. Note that a calibration may be able to reduce the effect of a sensitivity 

mismatch, however a relatively low sensitivity deviation is still desired. 

The second stage of testing was to test the background subtraction performance of 

the DAPS. Only the design with the best sensitivity matching was tested. The 

background subtraction capabilities of the DAPS were tested at several background 

illumination levels to determine the performance of the technique and to identify 

areas of improvement. 

After completing the second stage of testing, crosstalk between the output circuits of 

a DAPS was found to be significant. Based on this evidence another set of 

experiments was performed in an attempt to determine the cause of the crosstalk. 

As with the FTAPS testing, the DAPS testing was performed using the test setup 

described in Section 3.2. The control signal timing that was used will be described in 

later sections. However unlike the FTAPS devices, the DAPS devices were operated in 

voltage mode. Instead of employing an operational amplifier (shown in Figure 31), a 

column bias transistor was used to convert the current in the output branch to a 



voltage output. Figure 55 shows a schematic of an APS output branch with the 

column bias trasnsistor. Also, improvements to the test program allowed more 

automated testing of the pixels. As a result, a greater number of pixels could be 

tested in a shorter amount of time. To handle the increased amount of data, Matlab 

was used to process the experimental data. 

Figure 55: Output branch of APS showing column bias transistor 

6.3. Duo-Output Active Pixel Sensor Sensitivity Testing 

The DAPS sensitivity matching testing was performed similarly to the FTAPS 

sensitivity testing. The output of the DAPS was recorded for varying levels of 

illumination. By plotting the output characteristics of the pixel, the sensitivity of the 

pixel was found from the slope of the output curve. The sensitivity of each DAPS 

design was analyzed to determine which DAPS had the best sensitivity matching. 

6.3.1. Duo-Output Active Pixel Sensor Sensitivity Control Signal Timing 

The control signals for the DAPS were set up similarly to the control signals used for 

the photogate testing in Section 3.4. The main difference from the previous 

photogate control signals is the inclusion of the TX2 control line. Since both readout 

circuits must be tested, the control signal timing for the DAPS alternates between 



transferring charge with TX1 and TX2. The timing of the control signals used for 

DAPS-separate and DAPS-joined sensitivity testing is illustrated in Figure 56. 

0 2000 4000 6000 8000 10000 12000 
Time ( ~ s )  

Figure 56: DAPS-separate and DAPS-joined sensitivity testing control signals 

The frequency of the Reset control line was lOOHz and the LED voltage was varied 

from 0 to 7V in 0.25V increments. The DAPS-opposite design required different 

control signal timing as there was significant delay during charge transfer. To 

accommodate for the delay, the transfer time was extended by increasing the duty 

cycle of the TX control lines. The timing of the control signals used for DAPS-opposite 

sensitivity testing is illustrated in Figure 57. The frequency of the Reset control line 

was 80Hz and again the LED voltage was varied from 0 to 7V in 0.25V increments. 
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Figure 57: DAPS-opposite sensitivity testing control signals 

6.3.2. Duo-Output Active Pixel Sensor Sensitivity Test Results 

The output of the DAPS devices was extracted from the output waveforms. The 

output waveform of the DAPS was captured ten times for each illumination level. A 



single set of output waveforms for a DAPS-separate device is shown in Figure 58. A 

single waveform is plotted for each illumination level tested. Note that two outputs 

are shown, corresponding to the two DAPS readout circuits. The readout circuit 

associated with TX1 was called Channel 1 and the readout circuit associated with TX2 

was called Channel 2. CDS was employed for this testing; the reset and readout 

times are indicated with dashed lines. For each illumination level, the difference of 

the reset value and readout value, i.e. the CDS output, was determined in each of 

the ten output waveforms captured. The average of these CDS output values was 

used to plot the output characteristics of the pixel. 

Contrast the output waveforms of the DAPS-separate design with the output 

waveforms of a DAPS-opposite design shown in Figure 59. Clearly, the DAPS- 

opposite design is slower at transferring charge from the parasitic n+ diffusion to the 

FD. The larger area of the parasitic n+ diffusion in the DAPS-opposite design means 

that the diffusion also has a larger capacitance. The larger capacitance of the 

parasitic n+ diffusion is the likely cause of the slow transfer rate of the DAPS- 

opposite design. For ideal transfer, the capacitance of the parasitic n+ diffusion 

should be minimized. Therefore, increasing the size of the parasitic n+ diffusion to 

form a shared diffusion in a DAPS is detrimental to charge transfer efficiency. 

From the output waveforms, the output characteristics of each pixel were plotted and 

a piecewise linear fit of each curve was calculated to determine the sensitivity of 

each readout circuit. A sample of the output characteristics of each DAPS design is 

illustrated in Figure 60 - Figure 62. From inspection of these figures, the DAPS- 

separate design appears to have the best sensitivity matching for its readout circuits. 

Further analysis later in this section will confirm this observation. 
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Figure 58: Sample sensitivity testing DAPS-separate output waveforms 

Figure 59: Sample DAPS-opposite output waveforms for sensitivity testing 

As well, i t  is evident from Figure 60 - Figure 62 that there is a range of low 

illuminations where the sensor has little or no sensitivity. This behaviour is 

undesirable as i t  limits the usable range of input illumination levels. The range of 

illuminations is smallest in the DAPS-separate design and largest in the DAPS- 



opposite design suggesting that a larger parasitic n+ diffusion increases the range of 

low illuminations where the sensor has little or no sensitivity. 
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Figure 60: Sample sensitivity testing DAPS-separate output characteristics 

Figure 61: Sample sensitivity testing DAPS-joined output characteristics 



Figure 62: Sample sensitivity testing DAPS-opposite output characteristics 
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must be filled to some extent before charge is transferred to the FD. A larger 

parasitic n+ diffusion requires more charge to fill it, increasing the range of 

illuminations that the DAPS is unresponsive. To mitigate this effect, the parasitic n+ 

diffusion area should be minimized. 

I n  their DAPS design, 3 .  Ohta et el introduced a NMOS transistor between the 

parasitic n+ diffusion and ground to reset the diffusion, much like how the diffusion 

was reset in our experiments. When they reset the parasitic n+ diffusion, they 

observed the same lack of output for low illuminations. Later, the same research 

group found that they could partially eliminate this problem by pre-charging the 

diffusion to some potential between VSs and VDD [22].  While this was partially 

successful, the addition of a transistor for each parasitic n+ diffusion reduces FF and 

increases the complexity of the control signal timing. As well, an intermediate gate 

voltage (between VDD and VSS) for these transistors is needed for ideal performance. 



Six DAPS-separate pixels, six DAPS-joined pixels, and five DAPS-opposite pixels were 

tested. To quantify the sensitivity matching of a pixel, a deviation O/O was defined. 

The deviation O/O was calculated as 

Isens, -  ens, 1 
Deviation % = x 100% 

min(~ens , ,  Sens, ) 

where Sens, is the sensitivity of Channel 1 and Sensz is the sensitivity of Channel 2. 

Thus, a low deviation O/O corresponds to a well matched readout circuits. Table 17 

shows the sensitivity of Channel 1 and 2 of each tested DAPS pixel as well the 

deviation O/O. 

Table 17: Summary of DAPS sensitivity testing 

2 4.64 4.63 

DAPS- 3 4.39 4.44 
separate 4 4.37 4.53 

5 4.64 4.59 

6 4.32 4.50 
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Design 

opposite 6.90 8.78 27.21 
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Pixel 

1 

Deviation 010 

7.39 

Sensitivity (v/f3/urn2) 

Channel 1 

4.95 

Channel 2 
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The DAPS-separate design clearly had the best matching of the three designs. I t s  

average matching O/O was 2.95% while the average matching O/O of the DAPS-joined 

and DAPS-opposite designs were 17.57% and 37.23% respectively. Thus, the best 

sensitivity matching is achieved by minimizing the area of the parasitic n+ diffusion. 

6.3.3. Duo-Output Active Pixel Sensor Sensitivity Testing Conclusion 

The DAPS-separate, DAPS-joined, and DAPS-opposite designs were tested to 

determine which had the best sensitivity matching. Pixels with joined parasitic n+ 

diffusions and readout circuits in closer proximity were designed in an attempt to 

improve the sensitivity matching of the readout circuits in a DAPS. To join the 

parasitic n+ diffusions of a pixel, the area of the diffusion had to be increased. 

The output waveforms of the DAPS designs were captured at several levels of 

illumination. The output waveforms showed that the transfer rate of the DAPS- 

opposite design was slow, likely caused by the increased capacitance of the parasitic 

n+ diffusion. 

When comparing the output characteristics of different DAPS designs, it was clear 

that there was another effect of increasing the size of the parasitic n+ diffusion. 

There was a range of low illumination levels where each of the DAPS designs had 

little or no sensitivity. This is undesirable behaviour as i t  limits the range of input 

illumination levels the sensor is sensitive to. The reason for this effect is charge 

cannot be trarlsferred to the FD until the parasitic n+ diffusion well is partially filled. 

Recall that during reset the parasitic n+ diffusion is filled with positive charges. 

During transfer, electrons (negative charges) are moved through the parasitic n+ 

diffusion. However, some positive charges recombine with the electrons before the 



electrons can be transferred to the FD. To minimize the range of low illuminations 

where the pixel is unresponsive, the parasitic n+ diffusions should be minimized. 

CDS was performed on the output waveforms and this data was used to plot each 

pixel's output characteristics. A piecewise linear fit of the output characteristics was 

calculated to determine the sensitivity of each pixel. After comparing the matching O/O 

of each DAPS design, the DAPS-separate design clearly had the best matching. 

Based on this analysis and the other undesirable effects of increasing the parasitic 

n+ diffusion area, it is concluded that joining the parasitic n+ diffusions of a DAPS 

device does not improve sensitivity matching and causes other undesirable 

behaviour. Future DAPS designs should minimize the parasitic n+ diffusion area. 

DAPS devices fabricated in the future should minimize the area of the parasitic n+ 

diffusion for the best readout circuit sensitivity matching. Removing the parasitic n+ 

diffusion altogether using a double poly process is ideal, however this also introduces 

other complications as adequate step coverage of the poly-2 layer must be 

maintained. I n  fact, while the 0.35pm process used to fabricate these DAPS devices 

has a poly-2 layer, design rules prevented a photogate APS design with no parasitic 

n+ diffusion. The design rule is most likely in place because of step coverage issues 

between poly-1 and poly-2. 

DAPS devices should also focus on matching components in the layout. All diffusions 

and transistors in the layouts should be matched as best as possible, particularly the 

FD and the amp transistor as they affect the sensitivity of the pixel the most. 

Increasing the area of the pixel and reducing its FF may be needed to implement 

these layout modifications. 



Since the FD area plays a crucial role in the sensitivity matching of a pixel, its area 

could be increased to reduce the effect of process variations on its size. However, 

increasing the FD area will also decrease the sensitivity of the DAPS, so optimization 

of the FD area may be required to obtain the best overall performance of sensitivity 

and sensitivity matching. 

6.4. Duo-Output Active Pixel Sensor Background Subtraction 
Testing 

Once the DAPS-separate design was identified as the pixel with the best sensitivity 

matching, its background subtraction capabilities were tested. The first goal of the 

background subtraction testing was to determine the background subtraction 

sensitivity of the DAPS. The second goal was to observe how the background 

illumination level affects the sensitivity of the DAPS. 

The control signals were modified from those used in the DAPS sensitivity testing so 

that two exposures were done in a single reset cycle. I n  the first exposure, 

background illumination and additional illumination from a simulated modulated light 

source is captured and in the second exposure only the background illumination was 

captured. By taking the difference of the outputs of Channel 1 and Channel 2, the 

output due to the background illumination should be removed. 

To test the performance of the background subtraction, the output of both DAPS 

channels was captured while incrementally increasing the modulated light source 

illumination for several background levels. The output of both channels was plotted 

versus the modulated light source energy density. Then the sensitivity of both DAPS 

channels to the modulated light source was determined. The channel that is exposed 

to the modulated light source is referred to as the "in-phase" channel" and the 



channel only exposed to background light is referred to as the "out-of-phase 

channel". Ideally, only the in-phase channel would have a significant sensitivity. The 

out-of-phase channel should have negligible sensitivity. As well, several background 

levels were tested to determine whether the sensitivity of each channel was 

dependent on the background light. 

6.4.1. Background Subtraction Control Signal Timing 

The control signals for the background subtraction testing differed from the testing 

done previously. I n  a single cycle for background subtraction, the DAPS was reset 

once, but two exposures were taken. One exposure was captured Channel 1 and the 

other was capt l~red on Channel 2. Since the output of one channel must be stored 

while the other channel is exposed, the reset cannot be held high until just before 

readout as in previous photogate APS testing. Thus, DS was used instead of CDS to 

determine the pixel output. Furthermore, due to the complexity of the control signal 

timing, the parasitic n+ diffusions were not reset. 

By controlling the voltage of the LEDs in the test setup, a modulated light source and 

background illumination were simulated. For the majority of the exposure, the LED 

voltage was set to the background illumination level. To simulate a modulated light 

source, the LED voltage was increased during the in-phase exposure. The control 

signal timing for DAPS background subtraction when Channel 1 was in-phase is 

illustrated in Figure 63. 
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Figure 63: DAPS background subtraction testing control signal timing, Channel 1 in-phase 

A single cycle where Channel 1 is in-phase follows these steps: 

The pixel is reset. When the Reset control line goes low, the reset level is 

sampled for both channels. 

The photogate is turned on to capture an exposure with only the background 

light. 

Charge captured under the photogate is transferred to Channel 2. 

The photogate is turned on and the LED voltage is increased to simulate a 

modulated light source. This exposure captures both background light and 

light from the modulated source. 

Charge captured under the photogate is transferred to Channell. 

When the transfer to Channel 1 concludes, the readout level is sampled for 

both channels. 

The only difference in the control signal timing when Channel 2 is in-phase is the LED 

voltage is increased during the first exposure instead of the second. 

6.4.2. Duo-Output Active Pixel Sensor Background Subtraction Test 
Results 

The background subtraction performance of six DAPS-separate devices were tested 

for five background illumination levels. The background levels tested were 

0.083fW/vm2, 5.42 f ~ / ~ m ~ ,  12.0 f w / ~ ~ m ' ,  18.8 f ~ / ~ m ' ,  and 26.4 fw/pm2 



corresponding to LED voltages of OV, 0.5V, l.OV, 1.5V, and 2.OV respectively. 

Compared to the saturation output of the DAPS, the background levels were 

approximately 0% saturation, 12.5% saturation, 25% saturation, 37.5% saturation 

and 50% saturation. 

For each background level, the modulated light source was simulated by increasing 

the LED voltage from the background LED voltage to 7V in 0.25V increments. This 

set of testing was performed twice, once with Channel 1 in-phase and once with 

Channel 2 in-phase. The background subtraction DAPS-separate output waveforms 

with Channel 1 in-phase is shown in Figure 64. Each waveform is for a different 

modulated light source illumination level and the dashed lines indicate the reset and 

readout times. 

As in the previous DAPS testing, the output waveform was captured ten times for 

each illumination level. The output was obtained by taking the difference of the 

readout value and reset value using DS. The average DS output of both DAPS- 

separate channels was plotted versus the modulated light source illumination energy 

density. A sample plot of the output characteristics for background subtraction is 

given in Figure 65. Channel 1 was in-phase and the background illumination power 

density was negligible ( 0 . 0 8 3 f ~ / p m ~ ) .  
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Figure 64: Sample DAPS-separate output waveforms for background subtraction, Channel 1 in- 
phase 
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Figure 65: Sample background subtraction DAPS-separate output characteristics (Channel 1 in- 
phase, background = 0 . 0 8 3 f ~ l ~ r n ~ )  

From Figure 65, there is clearly a significant amount of crosstalk since Channel 2 

responds to the modulated light even though it is only exposed to background 



illumination. As stated previously, crosstalk degrades the background subtraction 

performance of the DAPS so this constitutes a serious problem for the background 

subtraction capabilities of the DAPS. When Channel 2 was in-phase, crosstalk was 

again observed as illustrated in Figure 66. The "crosstalk sensitivity" of the DAPS- 

separate will be analyzed in detail later in this section. 

An objectives of the background subtraction testing was to test i f  the sensitivity of 

each channel was dependent on the background illumination level. Testing showed 

that when the background illumination level was increased, the sensitivity of both 

DAPS-separate channels, i.e. the slope of the pixel response, stayed fairly constant. 

Figure 67 shows the output characteristics of a DAPS-separate with a background 

illumination of 12.0fw/pm2. 
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Figure 66: Sample background subtraction DAPS-separate output characteristics (Channel 2 in- 
phase, background = 0 . 0 8 3 f ~ / ~ m ~ )  
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Figure 67: Sample background subtraction DAPS-separate output characteristics (Channel 1 in- 
phase, background = 1 2 . 0 f ~ l ~ r n ~ )  

Before the background subtraction test data is analyzed, three terms are defined. 

The "in-phase sensitivity" is the sensitivity of the in-phase channel, the "crosstalk 

sensitivity" is the sensitivity of the out-of-phase channel, and the "background 

subtraction sensitivity" is the sensitivity of the DAPS after performing background 

subtraction. 

The output of the DAPS after performing background subtraction is the difference of 

the in-phase output and the out-of-phase output. Thus, the DAPS background 

subtraction sensitivity is the difference of the in-phase sensitivity and the crosstalk 

sensitivity. I t  should be clear that to maximize the background subtraction sensitivity 

the in-phase sensitivity should be maximized and the crosstalk sensitivity should be 

minimized. 

The in-phase sensitivity and the crosstalk sensitivity were found for each background 

illumination level and the average and maximum sensitivity variation of each was 

calculated. The maximum sensitivity variation is defined as 



max(sens) - min(sens) , 00% . 
Maximum Sensitivity Variation = 

min(~ens) 

The data from the DAPS-separate background subtraction testing is summarized in 

Table 18. 

Several points should be made from the data in Table 18. As was first observed in 

the output characteristics, the crosstalk sensitivity was quite significant. On average, 

the crosstalk sensitivity was 33.9% of the in-phase sensitivity. Thus, the crosstalk 

seriously degrades the background subtraction sensitivity of the DAPS. 

Table 18: Summary of DAPS-separate background subtraction testing results 

Pixel 

1 

2 

Channel 1 
In-phase 

Comparing the in-phase sensitivities in Table 18 to the DAPS-separate sensitivities in 

Channel 2 
In-phase 

Table 17, the in-phase sensitivities are noticeably smaller than the DAPS-separate 
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sensitivities. The average in-phase sensitivity is 3.77v/f3/pm2 and the average 

Average 
(v/fJ/IJn12) 

4.09 

4.07 

Crosstalk Sensitivity 

3 

4 

DAPS-separate sensitivity is 4.61v/f3/pm2, a difference of 22.2%. Since the DAPS- 

Variation 
( 

13.2 

5.7 

Average 
(v/fJ/IJm2) 

1.43 

1.24 

3.71 

3.66 

Variation 
( "10 

23.7 

99.0 

3.56 

3.60 

6.7 

6.9 

13.3 

15.6 

1.11 

1.13 

17.9 

17.5 

1.38 

1.36 

11.4 

8.8 



separate design is used for both sets of tests, i t  is interesting that the sensitivities in 

the tests differ. The cause could simply be a result of the different control signal 

timing that was used in the tests. However, future work should investigate this issue 

as i t  could be the result of crosstalk. 

From the data on the maximum sensitivity variation, i t  is evident that the crosstalk 

sensitivity varies quite a bit. The pixel with 99.0% crosstalk sensitivity variation is 

likely an outlier since the variation of other pixels is much lower. More importantly, 

the in-phase sensitivity is not affected by the background illumination greatly. 

However, care must be taken to avoid excessively high background illuminations. At 

high background illuminations the pixel is near or at saturation which will decrease 

the sensitivity of the pixel. I n  fact, i f  the sensitivity for the highest background level 

( 2 6 . 4 f ~ / v m "  is ignored, the maximum in-phase sensitivity variation is less than 

10•‹/o for all pixels. Thus, i t  can be concluded that the background illumination level 

has very little effect on the in-phase sensitivity. 

To summarize the analysis for the background subtraction testing, background 

subtraction is possible with the DAPS. Unfortunately, i t  suffers from significant 

crosstalk which degrades the background subtraction sensitivity. The sensitivity of 

the DAPS in the background subtraction experiments is lower than the sensitivity 

that was measured during the sensitivity experiments. The likely cause of the 

decrease in sensitivity is the again crosstalk, but further experimentation is needed 

to confirm this. Lastly, background illumination level does not significantly affect the 

in-phase sensitivity. Only at high background levels does the in-phase sensitivity 

change significantly. 



6.4.3. Background Subtraction Testing Conclusion 

There were two objectives of the background subtraction testing. The first was to 

determine the background subtraction performance of the DAPS and the second was 

to observe the effect of background illumination on the sensitivity of the DAPS. The 

control signal timing was altered so that the DAPS was only reset once every two. 

During the in-phase exposure, the LED voltage was increased to simulate the light 

from a modulated light source. The background subtraction experiment was 

performed for five background illumination levels and the output was sampled with 

DS. A set of experiments was run with Channel 1 in-phase and another set was run 

with Channel 2 in-phase. 

After analyzing the data from the background subtraction testing, three key points 

were made. First, the DAPS can be used for background subtraction, however the 

crosstalk sensitivity significantly degrades the background subtraction sensitivity. On 

average, the crosstalk sensitivity was 33.9% of the in-phase sensitivity. 

Secondly, the average in-phase sensitivity of the DAPS-separate design was 22.2% 

less than the average sensitivity measured in the DAPS sensitivity testing. While it is 

likely that the cause of this effect is the difference in control signal timing or 

crosstalk, further work is needed to confirm this. 

Lastly, the in-phase sensitivity of the DAPS-separate was not significantly affected by 

the backgrourld illumination level. Only at high illuminations where the DAPS- 

separate output was near saturation did the background illumination become affect 

the in-phase sensitivity. I f  only the four lower background levels were considered, 

the in-phase sensitivity varied by less than 10% for all pixels. 



From the background subtraction testing, a serious problem was identified. Since the 

crosstalk sensitivity of the DAPS-separate was very high, the DAPS background 

subtraction performance suffers. As a result, the goal of the next set of experiments 

was to identify the primary source of crosstalk for the DAPS. 

6.5. Duo-Output Active Pixel Sensor Crosstalk Testing 

The main objective of the crosstalk testing was to identify the main source of 

crosstalk for the DAPS. Crosstalk is a much more serious problem than a readout 

circuitry sensitivity mismatch as it is more difficult to correct for it. The most likely 

source of crosstalk was identified and an experiment was designed to determine the 

validity of this hypothesis. 

6.5.1. Crosstalk Source 

From past experience testing the DAPS, the parasitic n+ diffusions were considered 

the most likely source of crosstalk. Preliminary tests on DAPS photodiode designs by 

1. Dudas indicated that the metal shielding did not adequately shield the FD from 

light in the visible spectrum [39]. The layout of the DAPS photodiode is slightly 

different from the DAPS photogate as the FD is closer to the photosensitive area in 

the photodiode design. However, the parasitic n+ diffusions in the DAPS photogate 

are very close to the photosensitive area. Therefore, i t  is likely that the parasitic n+ 

diffusions are exposed to illumination. Figure 68 shows the DAPS-separate layout 

with shading to indicate the location of the metal shielding. Notice how close the 

parasitic n+ diffusion is to the edge of the metal shielding. 



Figure 68: DAPS-separate layout with shading to indicate location of metal shielding 

I t  was hypothesized that despite metal shielding on the DAPS designed to allow only 

the photogate to be illuminated, areas around the photogate were also illuminated. 

As well, charge that is generated near the parasitic n+ diffusion could diffuse to i t  

and be collected. Charge would build up in the parasitic n+ diffusion as i t  would 

behave as a photodiode. During transfer, the charge in the parasitic n+ diffusion 

would be transferred to the FD, affecting the output of the pixel. During background 

subtraction testing, the modulated light source would affect the parasitic n+ 

diffusions of both channels. Therefore, both channels would be sensitive to the 

modulated light source, resulting in the crosstalk that was observed. 

6.5.2. Crosstalk Testing Experimental Setup 

The goal of the crosstalk experiments was to determine i f  the parasitic n+ diffusions 

collected photo-generated charge. I f  so, the source of crosstalk would be confirmed. 

The DAPS crosstalk testing used exactly the same experimental setup and control 

signal timing as in the background subtraction testing (see Section 6.4.1) except for 

one key difference. The PG control line was never turned on so that no charge was 



collected under the photogate. Any output response would be the result of charge 

collected by the parasitic n+ diffusions. As stated previously, charges diffusing from 

under the photogate or exposure to light due to inadequate shielding could cause the 

parasitic n+ diffusions to collect charge. 

The experiment was run with no background illumination and the modulated light 

source was varied from 0-7V in 0.25V increments, as in previous testing. Two 

experimental runs were performed on the same six DAPS-separate devices tested 

previously, once with Channel 1 in-phase and once with Channel 2 in-phase. 

6.5.3. Crosstalk Testing Results 

Using the same methodology as previous analyses, reset and readout levels of each 

output waveform were sampled for each illumination level. As with the background 

subtraction testing, DS was employed and the output versus input illumination was 

plotted as the output characteristics of the pixel. Figure 69 and Figure 70  show the 

DAPS-separate crosstalk testing output characteristics of a DAPS device with Channel 

1 in-phase and Channel 2 in-phase. 

From these figures, the output characteristics of the DAPS for crosstalk testing look 

very similar to the characteristics found in previous testing. However, the sensitivity 

and saturation level of the DAPS in this testing was, not surprisingly, much lower. 

This was expected as the parasitic n+ diffusion is much smaller than the photogate 

and the metal shielding likely partially blocks some of the illumination. The pixel 

should saturate when the parasitic n+ diffusion well is "filled", however i t  is 

interesting that the in-phase channel (Channel 1 for Figure 69, Channel 2 for Figure 

70) has a higher saturation level than the out-of-phase channel. This behaviour will 

be discussed in detail later in this section. 
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Figure 69: DAPS-separate crosstalk testing output characteristics (Channel 1 in-phase) 

Figure 70: DAPS-separate crosstalk testing output characteristics (Channel 2 in-phase) 
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the sensitivities of the DAPS-separate for crosstalk testing. 



Table 19: Summary of DAPS-separate crosstalk testing sensitivities 

Channel 1 Channel 2 
Pixel Sensitivity Sensitivity 

Channel 1 In-phase 

Channel 1 Channel 2 
Sensitivity Sensitivity 

Channel 2 In-phase 

A few things should be noted from the data in Table 19. First, i t  is clear that charge 

is collected by the parasitic n+ diffusions as a result of illumination on or near the 

parasitic diffusion. The average sensitivities given in this table are approximately half 

of the sensitivities determined from DAPS sensitivity testing (Table 17). Thus, the 

contribution of the parasitic n+ diffusions to the DAPS-separate design sensitivity is 

significant. 

Average 

Secondly, the average sensitivities in Table 19 are approximately twice as large as 

the crosstalk sensitivities found during background subtraction testing (Table 18). 

Thus, when a field is applied by the photogate, many of the charges that would 

otherwise be collected by the parasitic n+ diffusion are instead collected by the 

photogate. 

Lastly, the average sensitivity of the in-phase channel is slightly higher than for the 

out-of-phase channel. This effect is linked to the reason why the saturation level is 

different for the in-phase and out-of-phase channel. Looking carefully at Figure 69 

and Figure 70, note the slope of the in-phase channel output when i t  goes above the 

2.65 2.42 2.27 2.64 



saturation level of the out-of-phase channel. The slope increases slightly forming a 

"knee" in the curve. Figure 7 1  shows the crosstalk testing output characteristics of a 

DAPS-separate where the knee is obvious. 

Channel 1 
Channel 1 fitted - .- -- . 
Channel 2 
Channel 2 lilted 

Figure 71: DAPS-separate crosstalk testing output characteristics with obvious knee (Channel 2 in- 
phase) 

Since the fitted line does not take into account this change in slope, the calculated 

sensitivity of the in-phase channel is higher due to the higher sensitivity near 

saturation. I n  reality, the sensitivity of the in-phase and out-of-phase channels for 

the lower illumination levels is even better matched than is indicated by Table 19. 

The reason for the difference in saturation levels is a result of when the transfer of 

charge is done. Since the out-of-phase channel begins its transfer well after the LEDs 

turn off, nearly all photo-generated carriers that have not been collected by a 

capacitive element have recombined. This is not the case for the in-phase channel. 

Since the LEDs have just turned off when the in-phase channel begins its transfer, 

photo-generated carriers are still available to be collected. Thus, as charge is 



transferred out of the parasitic n+ diffusion, additional carriers are collected and 

transferred which increases saturation level. 

To summarize the crosstalk testing results, three key points are noted. The crosstalk 

experiment confirmed that the parasitic n+ diffusions collect photo-generated 

carriers and account for a significant portion of a DAPS-separate's sensitivity. 

However, the effect of the parasitic n+ diffusions is not as bad as the sensitivities in 

Table 19 might indicate. When the photogate is operating normally, it collects many 

carriers that would otherwise diffuse to the parasitic n+ diffusion. Lastly, the in- 

phase channel has a higher saturation level than the out-of-phase channel as a 

result of additional photo-generated carriers that are collected during transfer. When 

the out-of-phase channel performs its transfer, most photo-generated charge has 

recombined. 

6.5.4. Crosstalk Testing Conclusion 

The goal of the crosstalk testing was to determine the source of crosstalk in the 

DAPS. From previous experience, the parasitic n+ diffusions were the most likely 

mechanism of crosstalk. Preliminary testing indicated that areas near the 

photosensitive area could also collect photo-generated charge despite the 

implementation of metal shielding. As the parasitic n+ diffusions are situated close to 

the photogate, i t  was likely that they also collected photo-generated charge. 

The crosstalk experiment was designed to confirm that the parasitic n+ diffusions 

could collect photo-generated charge. The background subtraction setup and control 

signal timing was used with one important difference: the PG control line was never 

turned on. Any output resulting from illumination would be the result of charge 

collected by the parasitic n+ diffusions. 



Once the output waveforms were collected, the data was processed and analyzed 

similarly to previous testing. The sensitivity of the DAPS-separate in the crosstalk 

experiments was significant, confirming that the parasitic n+ diffusions collect photo- 

generated charge. However, when the photogate is active it collects many of the 

charges that would otherwise be collected by the parasitic n+ diffusions. Thus, the 

DAPS-separate sensitivity due to the parasitic n+ diffusions is not as high as is 

indicated by the crosstalk testing. Finally, the in-phase channel had a higher 

saturation level than the out-of-phase channel as i t  can collect photo-generated 

charge during transfer. When the out-of-phase channel performs its transfer nearly 

all of the photo-generated charge has recombined if i t  has not been collected 

already. 

Having confirmed that the parasitic n+ diffusions in this design cause the crosstalk 

observed in the background subtraction testing, i t  is recommended that future DAPS 

layouts be modified to provide greater shielding for the parasitic n+ diffusions and 

other in-pixel circuitry. A metal shield at one of the lower metal levels (metal-1 or 

metal-2) is a possible solution. As well, moving the parasitic n+ diffusion away from 

the main sensing area is advised to reduce the likelihood that charge will be collected 

by the diffusion. 

6.6. Duo-Output Active Pixel Sensor Testing Summary 

Three new DAPS pixels were fabricated in 0.35pm technology that attempted to 

improve their readout circuit sensitivity matching. Two suggestions were 

implemented in these pixel designs. To reduce the effect of process variations, the 

DAPS-separate design and DAPS-joined design had readout circuits on the same side 

of the pixel in close proximity. To eliminate the need to match the size of the 



parasitic n+ diffusions, the diffusions were joined in the DAPS-joined design and 

DAPS-opposite design. To join the diffusions, the overall parasitic n+ diffusion area 

had to be larger. 

Three experiments were performed on the DAPS. The objective of the sensitivity 

testing was to determine which DAPS design had the best readout circuit sensitivity 

matching. From analyzing the DAPS sensitivity testing results, the size of the 

parasitic n+ diffusion was found to be a critical factor. All of the key findings of this 

testing involved the parasitic n+ diffusion. The DAPS-separate design had the best 

readout circuit sensitivity matching of the three DAPS designs. Thus, to have the 

best sensitivity matching the parasitic n+ diffusions should be minimized. Larger 

parasitic n+ diffusions also caused other problems for the DAPS. A longer transfer 

time was needed to transfer charge from the photogate to the FD. As well, the 

parasitic n+ diffusion well must be partially filled before i t  can transfer charge. Thus, 

at low illuminations the output does not respond to light until there is enough charge 

to partially fill the parasitic n+ diffusion. This is undesirable behaviour as it limits the 

range of input illuminations that the pixel will respond to. Therefore, minimizing the 

parasitic n+ diffusion areas is also necessary to minimize transfer time and maximize 

the range of usable input illuminations. 

The second experiment focused on the background subtraction performance of the 

DAPS. The DAPS-separate design was tested so that two exposures were taken in a 

single cycle. The in-phase exposure captured modulated light source and background 

light and the out-of-phase exposure only captured background light. The difference 

of the in-phase channel output and out-of-phase channel output should remove the 

effect of the background light from the DAPS output. After analyzing the data from 

the background subtraction testing, three key points were made. First, the crosstalk 



sensitivity was very significant as it was 33.9% of the in-phase sensitivity, on 

average. Since the crosstalk sensitivity is effectively a "noise" when background 

subtraction is performed, the crosstalk constitutes a serious problem for the DAPS 

design. Due to this result, another experiment was run to determine the source of 

crosstalk. 

Secondly, the in-phase sensitivity of the DAPS-separate in background subtraction 

testing was 22.2% smaller than the DAPS-separate in sensitivity testing. While these 

sensitivities should be matched, i t  is likely this discrepancy is the result of crosstalk. 

Further work is needed to explain this behaviour. Lastly, the in-phase sensitivity of 

the pixel was not significantly dependent on the background illumination, except for 

high background illuminations where the pixel was almost in or in saturation. For the 

four lower background illumination levels tested, the variation of the DAPS-separate 

in-phase sensitivity was less than 10%. 

Due to the significant DAPS crosstalk sensitivity, another experiment was performed 

to identify the source of crosstalk. Based on preliminary testing, i t  was hypothesized 

that photo-generated charge collected by the parasitic n+ diffusions was the cause of 

crosstalk. An experiment similar to the background subtraction testing was devised, 

however the PG control line was never turned on. Thus, any output response would 

be the result of photo-generated charge stored by the parasitic n+ diffusions. 

Once the data from the crosstalk testing was analyzed, several key points were 

made. The parasitic n+ diffusions were clearly able to collect photo-generated charge 

which led to the crosstalk observed during the background subtraction testing. 

However, activating the photogate seemed to reduce the number of charges that 

would be collected by the parasitic n+ diffusion. As well, the in-phase channel had a 



higher saturation level than the out-of-phase channel because the in-phase channel 

was able to collect photo-generated charges that had not yet recombined during 

transfer. 

6.7. Duo-Output Active Pixel Sensor Future Work 

Future work on DAPS devices should consider a few issues. First, readout circuit 

sensitivity matching is extremely important for the DAPS. Any mismatch in 

sensitivity will act as a "noise" when performing background subtraction. Minimizing 

or removing the parasitic n+ diffusion will reduce mismatches in sensitivity. As well, 

the components in a DAPS should be matched to minimize the effect of process 

variations. I n  particular, the FD and amp transistor are most critical in determining 

the sensitivity of the pixel. Enlarging the FD to reduce the effect of process variations 

at the cost of sensitivity is also a possibility. Note that all of these suggestions may 

require an increase in pixel area or FF. 

The other major issue for the DAPS is crosstalk when performing background 

subtraction. Since the parasitic n+ diffusions have been identified as the source of 

crosstalk, care should be taken to shield i t  as well as possible. A specific shield for 

the parasitic n+ diffusions in one of the lower metal levels is a possibility. Another 

recommendation is situate the parasitic n+ diffusion farther from the photogate to 

reduce the likelihood that charge will be collected by the diffusion. 



7. Conclusion 

Digital imagers have drastically affected the field of imaging in the last decade. The 

ease with which digital images can be stored and manipulated has given digital 

cameras an advantage over f i lm cameras that has allowed them to compete with fi lm 

in many applications. The focus of this thesis was to  investigate two designs of  

digital image sensors: a fault tolerant image sensor that can recover from point 

defects and an image sensor wi th built-in background subtraction capability. 

7.1. Fault Tolerant Active Pixel Sensor Conclusion 

The performance of the RAPS was tested in two ways: experiments were performed 

to examine the behaviour of the RAPS and the noise of a FTAPS was compared to  

the noise of a standard APS. The experiments involved testing the FTAPS in defect 

conditions, cowparing the sensitivity of the FTAPS to standard pixels, and comparing 

the sensitivity of pixels fabricated in 0.351m technology with those fabricated in 

0.18pm technology. For the RAPS noise analysis, the total noise of the FTAPS and 

standard APS was calculated by considering shot noise, thermal noise, and flicker 

noise in each circuit. 

7.1 .I. Fault 'Tolerant Active Pixel Sensor Testing Conclusion 

Like all other integrated electronics, image sensors are susceptible to  defects during 

manufacturing and in the field. While factory calibration is commonly used to  correct 

defects that occur during manufacturing, defects that occur in  the field are often 

much harder to identify and correct for. Using hardware redundancy, the FTAPS is 

designed to recover from point defects that would otherwise render a pixel unusable. 



Fault tolerant photodiode and photogate APS devices were designed and fabricated in 

0.35pm technology. Some pixels were designed with intentional defects to test the 

behaviour of the FTAPS for various defect states. 

The FTAPS was tested in three experiments. The objective of the first experiment 

was to test the behaviour of the RAPS in various defect states. All FTAPS devices 

behaved as expected except for the photodiode FTAPS with a half stuck high defect. 

During reset, the half stuck high photodiode FTAPS drew a high current and several 

of them were laid out in close proximity which exacerbated the current issue. Thus, a 

race condition occurred during reset which reduced the performance of the pixel. I t  is 

believed that the half stuck high photodiode FTAPS would behave as expected if they 

were not situated as closely together. 

Previous testing on an older design of the FTAPS had indicated that it had higher 

sensitivity than a standard APS. I t  was suggested that the two halves of the FTAPS 

operating in parallel was akin to having a standard APS with double width amp and 

row transistors. The sensitivity of a standard APS, DW APS, and FTAPS were 

compared to better understand why the FTAPS exhibits higher sensitivity. As 

expected, the DW APS had greater sensitivity than a standard APS because the 

transconductance of the amp and row transistors is higher. The photodiode FTAPS 

also exhibited higher sensitivity than a standard photodiode APS as its charge 

conversion gain is higher. Conversely, the charge conversion gain of the photogate 

FTAPS is the same as a standard photogate APS so their sensitivities were similar. 

However, the photogate FTAPS did have an enhanced output swing which is a result 

of its increased FD area. 



I n  the third experiment, photodiode pixels fabricated in 0.18pm technology were 

tested to compare their sensitivity with pixels fabricated in 0.35pm technology. The 

0.351~m pixels were approximately twice as sensitive as the 0.18pm pixels, which 

confirms previous analysis by other authors that technology scaling adversely affects 

pixel sensitivity of imagers fabricated in standard CMOS processes. 

I n  summary, the FTAPS behaved mostly as expected in the presence of defects and 

the photodiode design had enhanced sensitivity due to a higher conversion gain. As 

well, pixels fabricated in 0.35pm technology were more sensitive than 0.18pm pixels 

as was suggested by other authors. 

7.1 -2. Fault 'Tolerant Active Pixel Sensor Noise Analysis Conclusion 

While the benefits of the FTAPS have been investigated in detail, the cost of 

incorporating fault tolerance were not as clear. While i t  was obvious that the FF of a 

FTAPS would be reduced, other costs had not been explored. A paper by K. Salama 

et el suggested that additional noise would degrade the sensor's performance, 

particularly at low illuminations [19]. A re-analysis of noise was calculated for this 

thesis to compare the noise of a standard APS with that of a FTAPS. 

Each source of noise in a photodiode APS was identified and equations were derived 

for the shot noise, thermal noise, and flicker noise of each component, i.e. the 

photodiode, transistors, and column amplifier. Each source of noise was output 

referred and an expression for the total output noise was determined. To calculate 

the noise, HSpice simulations, component datasheets, and experimental data were 

used to quantify the parameter values. 



Three illumination conditions were considered in the analysis: dark, average, and 

saturation. The dominant source of noise in this analysis of the standard APS and 

FTAPS was the transistor flicker noise for all illumination conditions. When one of the 

transistor noises is dominant, as in this case, the noise of the FTAPS is the square 

root of two times greater than the noise of a standard APS. The worse-case scenario 

is when one of the photodiode noises is dominant. I n  the worst-case situation, the 

noise of the FTAPS is twice as large as the noise of a standard APS. 

The superior sensitivity of the FTAPS offsets the additional noise of the fault tolerant 

design. Since the sensitivity of the photodiode RAPS is twice as large as a 

photodiode standard APS, the overall SNR of a FTAPS is at least as good as the SNR 

of a standard APS. I n  the worst-case scenario where the noise of a FTAPS is twice 

that of a standard APS, the FTAPS SNR is similar to the standard APS SNR. However, 

in this noise analysis the transistor flicker noise was dominant, thus the FTAPS SNR 

is better than the standard APS SNR as the noise only the square root of two times 

larger. To summarize the photodiode FTAPS noise analysis, the FTAPS had greater 

noise than a standard APS; however its SNR is as good or better than the SNR of a 

standard APS due to its increased sensitivity. 

7.1.3. Duo-Output Active Pixel Sensor Conclusion 

I n  optical triangulation systems for 3-D scanning, a modulated light source is used to 

scan an object. Background light increases the difficulty of scanning and increasing 

the power of the modulated light source to compensate is not always desirable. The 

DAPS was designed to remove the effect of background illumination with background 

subtraction. 



Previous DAPS designs suffered from mismatched readout circuitry sensitivity. The 

sensitivity mismatch in a DAPS behaves like a noise source when background 

subtraction is performed. The DAPS-separate, DAPS-joined, and DAPS-opposite 

layouts were fabricated in an attempt to improve the sensitivity matching of the 

readout circuit. 

The DAPS was tested in three experiments. The objective of the first DAPS 

experiment was to determine which DAPS design had the best sensitivity matching. 

After analyzing the results of the DAPS sensitivity testing, the DAPS-separate design 

with separate parasitic n+ diffusions and readout circuits on the same side of the 

pixel was determined to have the best readout circuit sensitivity matching. 

Increasing the parasitic n+ diffusion area created several problems. Along with 

poorer sensitivity matching, the increased capacitance of a larger parasitic n+ 

diffusion caused charge transfer to be much slower. As well, the parasitic n+ 

diffusion well must be partially filled before i t  will transfer charge. The larger 

parasitic n+ diffusions required more charge to fill them which created a significant 

range of low illuminations where the DAPS output was unresponsive. Thus, 

minimizing the parasitic n+ diffusion is necessary to maximize sensitivity matching, 

to  improve charge transfer, and to reduce the range of low illuminations where the 

pixel is unresponsive. 

The second DAPS experiment tested the background subtraction performance of the 

DAPS-separate design. The results of the testing indicated that the DAPS-separate 

suffered from significant crosstalk when performing background subtraction. Since 

this is a serious problem, further testing would investigate the issue of crosstalk. 

Another result of the background subtraction testing was that the in-phase sensitivity 

was smaller than the DAPS-separate sensitivity measured in previous testing. The 



most likely explanations for the reduction in sensitivity is crosstalk. Lastly, the in- 

phase sensitivity did not very significantly when the background illumination level 

was changed, except when the illumination was high enough that the pixel was in or 

near saturation. 

The goal of the last DAPS experiment was to identify the source of crosstalk in the 

DAPS-separate design. Testing showed that the parasitic n+ diffusions were 

collecting photo-generated charge which caused the crosstalk observed in the 

background subtraction testing. Also, the results suggested that activating the 

photogate reduces the number of charges that are collected by the parasitic n+ 

diffusion. 

Thus, a DAPS design with good readout circuit sensitivity matching was identified, 

but crosstalk hampered its background subtraction performance. Collection of charge 

by the parasitic n+ diffusions was the cause of crosstalk. The results of the DAPS 

testing will allow further improvements in future DAPS designs. 

7.2. Future Work 

Recent developments and the results of this thesis have suggested several 

possibilities for future work for the FTAPS and DAPS. New information on defects that 

develop in the field has suggested that stuck defects do not commonly occur. Hot 

pixel defects were found to be most common, thus the behaviour of the FTAPS with a 

hot defect should be examined. I t  is possible that the fault tolerant architecture could 

recovery the pixel output in the presence of a hot defect. I f  this work is fruitful, the 

noise analysis of a FTAPS with a hot defect could be explored as well. 



For the DAPS, future designs should focus on optimizing the sensitivity matching of 

the design and reducing crosstalk. The parasitic n+ diffusion areas should be 

minimized and all of the readout circuit components should be matched, particularly 

the FD and amp transistor as they affect the circuit's sensitivity the most. Enlarging 

the FD is also a possible method of reducing the effect of process variations at the 

cost of sensitivity. 

Crosstalk should be reduced by preventing photo-generated charge from being 

collected by the parasitic n+ diffusion. The parasitic n+ diffusion should be moved 

away from the photogate and shielding in a lower metal level could be implemented 

just above the diffusion. 

Lastly, background subtraction for the DAPS using multiple exposures should be 

tested. However, this should done on a new DAPS design which has solved the 

crosstalk problem. 

7.3. Summary 

A fault tolerant image sensor and an image sensor with built-in background 

subtraction have been designed, fabricated, and tested. The FTAPS was found to 

behave mostly as expected with and without defects. As well, the issues of sensitivity 

and noise were investigated. For the DAPS, the issues of readout circuit sensitivity 

matching and crosstalk were examined. Although further work on these sensors is 

still needed, this thesis has accomplished its objectives and provides a stepping 

stone for further improvements. 
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