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Abstract 

This thesis investigates the performances of the Rake receiving and the Transmitted Refer- 

ence (TR) schemes for Ultra Wideband (UWB) communication systems. UWB technology 

has been proposed as a promising physical layer candidate for indoor wireless c:ommunica- 

tions, because it offers very fine time resolution and multipath resolvability. Hovlrever, these 

beneficial properties also pose great challenges to the design of a low-complexity UWB 

receiver. 

In this thesis, we first develop a theoretical framework to precisely analyze the perfor- 

mance of the UWB Rake receiving and TR systems in realistic indoor environments. We also 

demonstrate how the TR scheme achieves a low-complexity receiver implementation at  the 

expense of certain performance degradation and information rate loss. To overcome these, 

we propose a novel UWB-TR scheme, namely M-ary orthogonal coded/Balanc~ed TR sys- 

tem. Our results show that the proposed balanced TR scheme outperforms the conventional 

TR schemes with slightly increased transceiver complexity. 

Keywords: Ultra Wideband (UWB), Rake receiver, Transmitted Reference (TR:). 
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Chapter 1 

Introduction 

1.1 Introduction 

Modern wireless technology has the potential to change the way people or devices commu- 

nicate with each other. With the wireless convenience introduced by the widely use of cell 

phones and mobile PCs, people will soon demand the same wireless connectivity throughout 

their digital home, connecting PCs, digital cameras, camcorders and other storage devices as 

a wireless personal area network (WPAN). However, existing WPAN and wireless local area 

network (WLAN) technologies, e.g. Bluetooth and Wi-Fi, can not meet the requirements 

for supporting multiple high-speed indoor cominunications in a cost effetive way. 

Ultra Wideband (UWB), or impulse radio (IR) technology, on the other hand, has been 

proposed as a promising physical layer candidate for indoor short-range high-rate wireless 

communications [I]-[3]. Compared to the existing narrowband technologies, UWB has sev- 

eral unique advantages. First of all, it does not use a sinusoidal carrier to raise the signal to 

the radio frequency (RF) band, which means a UWB radio may be manufactured inexpen- 

sively. In fact, the techniques and devices for generating UWB signals have existed for more 

than thirty years and are well known to radar community. Secondly, by the transmission 

of short-duration pulses with a pulse width on the order of sub-nanoseconds, UINB signals 

offer very fine time resolution and multipath resolvability. Specifically, the extremely-wide 

bandwidth occupancy from near dc to a few gigahertz means that the multipath resolution 

is down to path differential delays less than a nanosecond, or equivalently down to path 

length differential delays less than a foot, which greatly reduces the severe multipath fading 

effects in indoor environments 141. Consequently, when designing a UWB system, the fading 
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margin in link budgets can be significantly reduced, which allows for low transmit power 

operations. Another power saving effect stems; from the fact that the transmission and re- 

ception of UWB signals are low duty cycle (less than 0.5 percent). Although .the peak or 

instantaneous power can be relatively large, the average power becomes consideirably lower. 

As a result, UWB radios will have longer battery life. Last but not the least, since UWB 

devices operate at a power level as low as the background noise, they will less likely interfere 

with the existing narrowband systems. 

A simple comparison between UWB and existing narrowband technologic:; clearly il- 

lustrates its unique suitability for short-range high-speed communications, using the merit 

spatial capacity (bits/s/m2) as in [25]. Existing WLANIWPAN technologies operate at  the 

2.4-GHz industrial, scientific and medical (ISIU) band which contains 80 MHz: free spec- 

trum. For WLAN, three 22-MHz IEEE 802.11.b systems can be supported sim:ultaneously 

without interfering each other, resulting in a :peak rate of 11 Mbps for an aggregate rate 

of 33 Mbpsl. With an operating range of 100-.m for WLAN, this yields a spatial capacity 

of approximately 1 Kb/s/m2. Bluetooth has an operating range of 10-m and a peak rate 

of 1 Mpbs. Studies show that approximately ten Bluetooth clusters can operate simultane- 

ously in this range with minimal degradation, ,yielding an aggregate rate of 10 Ivlpbs. This 

translates to a spatial capacity of about 30 Kb/s/m2. UWB systems, on the other hand, 

are designed for 110 Mbps at a 10-m operating range with four co-existing clusters, which 

leads to a spatial capacity of about 1.3 ~ b / s / n n ~ .  As can be easily seen, UWB offers much 

higher data intensity. 

However, the potential benefits promised by UWB technology also pose great challenges 

to the design of low-cost and low-complexity UWB communication systems. Experimental 

results have shown that in typical indoor enviro12ments, the maximum channel delay spreads 

of 60-70 ns are observed. This implies that, by transmitting sub-nanosecond pulses, the 

signal energy will be spreaded over a large nurnber of multipath components (AiIPCs). To 

fully collect the signal energy, a commonly-used Rake receiver has to implement tens or 

even hundreds of correlation branches [5]. On the other hand, the receiver using only a 

single correlator may operate at  a signal energ:y 10-15 dB lower than a full Rake receiver 

[6, 71. This has become one of the most limiting factors in designing a UWB Rake receiver 

with manageable complexity. In addition, to combine the signal energy from all MPCs in 

' ~ v e n  with IEEE 802.11a or 802.11g, which offer 54 Mbps peak rate, the resulting data intensity is still 
lower than that in UWB system. 
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a coherent way, precise channel estimation ha3 to be achieved. This further increases the 

receiver complexity, especially when the number of MPCs is large. Moreover, for the Rake 

receiver, stringent timing requirements are required for individual pulse correlation branch, 

which means the system performance is sensitive to the timing jitter [30]. 

For the above reasons, much attention has been drawn to the UWB transmitted refer- 

ence (UWB-TR) scheme. The original idea of transmitted reference scheme dates back to 

the 1960s [8, 91, and was firstly applied to UWB systems in [lo]. In UWB-TR system, the 

transmitter sends pairs of pulses, each consisting of a reference pulse and a data-modulated 

pulse. The receiver correlates the received reference signal with the data signal to collect the 

multipath-spreaded signal energy. In this way., the reference pulse provides an immediate 

channel estimation for the detection of its associated data pulse. In order for the two pulses 

to experience the same channel condition, the separation between the two pulses has to 

be within the channel coherence time. The UWB-TR system has several advantages over 

the Rake receiving system in terms of implementation complexity. First, it simply needs 

an autocorrelation receiver (AcR) in stead of many Rake fingers to capture the multipath 

energy. Second, it does not require the channel estimation, thus is not sensitive to the 

channel estimation errors that may deteriorate the performance of Rake receiv~xs. In ad- 

dition, in stead of requiring timing synchronization for each Rake finger, the TR scheme 

only needs synchronization for one correlation operation. However, the simplicity of the 

UWB-TR system is achieved at the expense of certain amount of performance degradation. 

Simply put, it wastes power and time to transmit the reference pulses, which effectively 

degrades the detection performance and sacrifices the information rate. Moreover, because 

a noisy reference is used as the template signal for correlation, the noise effect i:; enhanced 

by introducing an additional noise-times-noise term, which further degrades the detection 

performance. 

Regardless of its drawbacks, UWB-TR scheme is still appealing as long as the receiver 

complexity is of greater concern. Indeed, there have been many proposals on improving the 

detection performance and/or increasing the information rate for UWB-TR systems [Ill- 

[20]. To improve the detection performance, most approaches focus on obtaining a cleaner 

template by averaging multiple reference pulses prior to the cross-corrleation [I 1, 13, 161. 

Because the noise components corrupting these reference pulses are added in a non-coherent 

way, the noise effect can be reduced by a factor equal to the number of the reference pulses 

being averaged. Furthermore, [13] has derived the optimal TR receiver structure. based on 
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a generalized likelihood ratio test (GLRT) ancl analyzed its performance. In addition, the 

authors in [13] also proposed a differential T R  system, which outperforms th.e standard 

TR system. However, differential TR may require more than a symbol time delay for 

random time-hopping shift, which may not be feasible at  the current time. The performance 

results in [13] have also suggested that avera,ging multiple reference pulses prior to the 

cross correlation is a good tradeoff between the performance and the receiver ~:omplexity. 

Notable in [16], the authors have proposed a hybrid matched filter correlator UWB-TR 

receiver structure, which not only realizes the reference averaging, but also enables the 

receiver to operate at  the symbol-rate rather than the T R  system operating at the frame- 

rate as in [ll] and 1131. The benefits resulted from this rate reduction are obvious, e.g., 

reducing the system's sampling frequency and the power consumption required by the post- 

processing. On the other hand, to increase the information rate, there is one proposal [18] 

on optimizing the number of and the power (allocation for the reference pulses, or pilot 

waveforms as called therein, to minimize the t:ime and the power loss for transmitting the 

reference signals. However, in these UWB-TR:. systems, one assumption has always been 

made, i.e., the distance between the reference and the data pulses is set to be at  least equal 

to the maximum channel delay spread, resulting in no inter-pulse interference (IF'I) between 

the reference and the data signals even after transmitting through the multipatih channel. 

Considering that the channel delay spreads for UWB signals are as large as about 60-70 

ns and the pulse width is usually on the order of sub-nanosecond, this assumption exerts a 

stringent limit on the UWB-TR system's achievable information rate. Therefore, releasing 

this restriction is necessary, especially for high-data-rate UWB communications. In [19], the 

authors proposed a maximum likelihood template estimator and analyzed its performance 

in the presence of IPI. However, in this proposal, the IPI is suppressed in a staiistical way 

and the complexity associated with the maximum likelihood estimation as well as storing 

multiple symbol waveforms is prohibitively high. Consequently, there exists a need for a 

low-complexity UWB-TR system that is not subject to the IPI and more suitable for indoor 

high-data-rate UWB communications. 

In this thesis, rather than directly jumping into the UWB-TR system design, we start 

with developing a theoretical framework to ana,lyze the performance of the UWlB Rake re- 

ceiver, in terms of its channel-averaged output signal-teinterference-plus-noise ratio (SINR). 

Compared to the existing works regarding the performance analysis for the UWlB Rake re- 

ceiver, our work gives a pure analytical result, rather than the semi-analytical/experimental 
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or semi-analytical/simulation approaches, for the channel-averaged output SINR,. Note that 

this theoretical framework is also applicable to the UWB-TR system. In [12, :14], the au- 

thors have addressed the issues of the optimal iintegration interval for the UWB-.TR system 

and presented performance results based on that. However, the optimal integration interval 

therein is determined by simulation. In addition, it is found in a single-user communication 

scenario and may no longer be optimal in a multiuser communication environment. In this 

thesis, we demonstrate that our framwork can be used to analytically determine the optimal 

integration interval for UWB-TR system, even1 in a multiuser scenario. After that, to the 

best of our efforts, we have attempted to deriive a close-form expression for the channel- 

averaged bit-error-rate (BER). However, we found that, without affecting the essence of 

the indoor UWB channel model, the derivation of a close-form BER expression is unwieldy. 

Another purpose for carrying out this analysis is to give some performance comparisons 

between the UWB Rake receiving and the UWB-TR systems, thus show the nc:cessities of 

improving the performances for UWB-TR systems. For that, we propose a novel UWB-TR 

signaling scheme, namely M-ary orthogonal co'ded/Balanced T R  system, by designing the 

transmitter and the receiver in a joint manner.. The major characteristic of the proposed 

scheme is that it can fully eliminate the IPI in a deterministic way. As a result, the dis- 

tance between the reference and the data pulses can be reduced to a minimum. value (for 

the increased information rate) without causing any performance degradations. Besides, 

an M-ary orthogonal modulation scheme is introduced to further increase the information 

rate. Compared to the previous UWB-TR schemes which do not consider the IF'I, our pro- 

posed scheme can operate at higher information rates, while maintaining its superior BER 

performance with even lower transmit power. Compared to the previous approach dealing 

with the IPI, our scheme achieves the complete cancellation of the IPI with a lower receiver 

complexity, while offering some additional information rate increase. It is to be understood 

that, as most other T R  system designs, there are some implementation issues associated 

with our scheme and they will be discussed in this thesis as well. 

1.2 Contributions and Organization of the thesis 

Compared with the existing works, this thesis has the following main contributions: 

Developed a theoretical framework to analyze the performance of the C'WB Rake 

receiving and UWB-TR systems, in terms of their channel-averaged outpu-t SINRs. 
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Proposed a novel UWB-TR signaling scheme which fully eliminates the IPI between 

the reference and data pulses, thus significantly increases the UWB-TR system's 

achievable information rate. A detailed performance analysis of the proposed sys- 

tem and its information rate increase compared to the standard UWB-TR system are 

also given. 

The remainder of this thesis is organized in tlne following way. In Chapter 2, we provide 

some background information about UWB communications. We will also introduce the 

newly-accepted IEEE 802.15.3a indoor wireless channel models for high-data-rate UWB 

communications. In Chapter 3, we develope the abovementioned theoretical framework for 

the SINR analysis and give some basic performance comparisons between the TJWB Rake 

receiving and the UWB-TR system. In Chapter 4, we describe the transceiver structure of 

our proposed UWB-TR system, followed by a dietailed performance analysis as well as some 

simulation results. Finally, we draw the conclusions and address some future research issues 

in Chapter 5. 



Chapter 2 

Background 

2.1 A Short History of UWB 'Technology 

UWB technology originated from the early works on time-domain electromagletics back 

in 1962 [24]. It was firstly used to characterize the transient behavior of a certain class 

of microwave networks, by measuring their impulse responses h(t). It is well known that 

the output ~ ( t )  of a linear, time-invariant (LTI:) system to any input z(t) can be uniquely 

determined by 

With the advent of the sampling oscilloscope and the development of techniques for sub- 

nanosecond pulse generation, to approximate impulse excitation, the direct measurement 

of the impulse response h(t) based on (2.1) became feasible. Soon, the same techniques for 

generating and measuring short pulses were u.sed to develope radar and comlnunication 

systems, usually referred to as baseband, carr:ierless or impulse communications. It was 

not until approximately 1989 that the U.S. Department of Defense coined the berm "ultra 

wideband". By that time, UWB theories and techniques have experienced near1.y 30 years 

of extensive development. Within the United States, the development of UWB -technology 

has been greatly accelerated since its classification restrictions were removed in 1994. In 

the academic context, Prof. Robert A. Scholtz and his research group pioneered applying 

UWB technology to the multiple access communications in the early 1990s. F'rorn then on, 

the most recent 10 years' development of UWB technology has particularly witnessed the 

great attention it has drawn from both academic and industrial communities. 
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2.2 UWB Transmission 

UWB technology is at present defined by the Federal Communications Commission (FCC) 

as any wireless transmission scheme which occupies a fractional bandwidth of 20% or greater, 

or an absolute bandwidth of more than 500 MHz, where the fractional bandwidth is defined 

B 
Fractional Banldwidth = - 

f c  
where B = fH - fL is the -10 dB bandwidth a:nd fc = (fH + fL)/2 is the center frequency, 

with fw and fL denoting the upper and lower -10 dB emission points, respectiv'ely. 

Frequency (GHz) 

Figure 2.1: UWB pulse waveform in (a) time domain; (b) frequency domain 

In traditional pulse-based UWB systems, such large bandwidth is achieved by trans- 

mitting extremely short-duration pulses, usually with a pulse width on the order of sub- 

nanoseconds. The transmission is in baseband: i.e., no sinusoid carrier is needed, and the 

resulting bandwidth spans from dc to a few gigahertz. Generally, the Gaussian monocy- 

cles obtained by differentiating the standard Gaussian pulse have been extensively used for 

the analytical and simulation purposes. Fig. 2.1 shows such an ideally (no distortion) re- 

ceived pulse waveform(t0gether with its Fourier transform in frequency domain), which is 
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the second-order derivative of a Gaussian pulse1, given by 

~ r e c  (t) = [I - 4x(t/rm) '1 ~ X P  [ - 2 ~ ( t / r ~ ) ~ ]  7 (2.3) 

where rm is a parameter related to the pulse width. 

The carrierless transmission implies that a UWB transmitter can be manufactured less 

expensively compared to the narrowband devices. On the other hand, its signal energy 

distributed over the frequency bands dedicated for the existing narrowband radio systems, 

e.g., WLAN and Bluetooth, may deteriorate the performances of these systems. .As a result, 

the FCC announced the first Report and Order (R&O) in Februrary 2002, wh:ich permits 

the unlicensed deployment of UWB devices in .the 3.1-10.6 GHz band by confor~ning to the 

spectral mask defined by FCC Part 15 rules [27], as shown in Fig. 2.2. It can be easily 

Figure 2.2: FCC spectral rnask and Part 15 limits 
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observed that the pulse waveform shown in Fi,g. 2.1 does not meet the spectral mask set 

by the FCC. Therefore, there have been many proposals on modifying the pulse shape to 
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meet this spectrum requirements, e.g., [28] ancl [29]. However, pulse design is not the main 

concern of this thesis and does not affect the main results we have reached hex.  Thus, as 

in most existing works, we will use the originally proposed Gaussian monocycles for both 

analyses and simulations. 

Besides the traditional pulse-based UWB radio system, there is an alternat ~ve scheme, 

namely multiband UWB. Rather than utilizing the entire 3.1-10.6 GHz band simultaneously, 

multiband UWB scheme divides the whole band into several (typically 3-10) subbands and 

transmits the information on each band. The detailed comparison between the two systems 

is beyond the scope of our research. In this thesis, we only consider the pulse-based UWB 

and will simply refer to it as UWB hereafter. 

In UWB communication systems, there are mainly two types of modulatioi? methods, 

pulse position modulation (PPM) and pulse amplitude modulation (PAM). In PPM, each 

symbol duration is divided into several frames. In each frame, only one pulse is transmitted. 

The information bit is encoded by the position!; of the pulses in those frames. In PAM, the 

signaling format is essentially same as in PPM except that the information bit is represented 

by the amplitudes of the pulses. Without loss of generality, we will only consider binary 

PPM (BPPM) and binary PAM (BPAM) in this thesis. Note that BPAM is equivalent 

to bi-polar or antipodal modulation. To be more consistent with existing works, we have 

considered BPPM for UWB Rake receiving system and BPAM for TR systems. 

To allow for the multiple access, two approaches have been proposed, time-hopping (TH) 

[l, 2, 31 and direct sequence (DS) [32]. In TH-UWB systems, each user is assigned a unique 

pseudo-random sequence, which determines an additional time shift onto the pulse position 

within each frame, in order to avoid the catastrophic collisions among different; users. In 

DS-UWB systems, rather than sending one pulse per frame as in TH-UWB systems, each 

symbol is represented by a series of consecutive pulses which are pulse-amplitude modulated 

by a user-specific spreading sequence. In this thesis, we only consider the more classical TH- 

UWB systems. 

2.3 UWB Channel Models 

Wireless propagation channels have been intensively studied for nearly five decades. Gen- 

erally speaking, the signal after propagating th:rough wireless channels consists of multiple 

replicas of the originally transmitted signal. These replicas, called multipath components 
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(MPCs), can be characterized by their arrival times and attenuations. In traditional channel 

models for the narrowband systems, the most widely adopted channel model is flat Rayleigh 

fading channel. The assumption of flat fading is valid only when the system bandwidth is 

very small, where the delays of MPCs at the receiver can be ignored. In addition, all the 

MPCs arrived at the receiver are added constructively or destructively. If the number of 

MPCs is large, the combined channel gain coefficient will be a complex Gaussian random 

variable, yielding a Rayleigh amplitude distrilbution. In cellular systems, the bandwidth 

occupancy has been increased to around 20 MHz. In this case, the wireless channels ex- 

hibit frequency selectivity, which means the signals at different frequency ranges experience 

different attenuations. Back to the time domain, this translates to the fact that the MPCs 

arrived at the receiver with different delays will have different powers. The power delay 

profile (PDP) describes how the power is distrjbuted among different MPCs corresponding 

to their delays. Usually, it is modeled by the average signal power within certain delay time 

bin interval, which is approximately the inverse of the system bandwidth. In cellular sys- 

tems, the number of MPCs arrived in each time bin is usually large enough to validate the 

central limit theorem. Hence, the amplitude distribution can be still modeled as Rayleigh. 

However, in UWB systems, the bandwidth has been increased to about 7.5 GHz, for 

which the wireless channels will be highly frequency-selective. The immediate ,result from 

this extremely-wide bandwidth occupancy is the system's resolvable time bin is on the order 

of sub-nanoseconds. In each of such small time Ibins, only a few MPCs arrive and the central 

limit theorem is no longer applicable. Conseque~~tly, it is necessary to develop an a,ppropriate 

wireless channel model to facilitate the physical layer analysis for UWB systems. Indeed, 

there have been many measurement campaign:; for the UWB propagation channels in the 

past few years. 

In 2002, the IEEE 802.15.3a task group released an indoor wireless channel model for 

high-data-rate UWB communications, for the purpose of making fair comparisons between 

different physical layer proposals. Compared to the existing narrowband channel models, 

the MPCs in this channel model arrive in a clustered manner. Specifically, the arrival times 

of the clusters are Poisson distributed. Within each cluster, there are a number of MPCs, 

called rays, and the arrival times of these rays are also Poisson distributed. The channel 

gain coefficient of each MPC has an independent lognormal distribution. Furthermore, a 

double-exponential model is found to be best fit for the PDP. To be more specific, the 
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continuous-time impulse response of this UWEI channel model can be written a3 [33] 

where the associated parameters are defined as; follows: 

3 is the arrival time of the lth cluster 

T ~ , J  is the arrival time of the kth ray within the lth cluster. Note that  TO,^ = 0 

a k , l  is the gain coefficient of the kth ray :in the lth cluster. 

b( . )  is the direc delta function 

The inter-cluster and inter-ray arrival times ase independently exponentially distributed, 

given by 

P ( 3 ( q - 1 )  = A exp [-A(z - 2L1)], I > 0, (2 .5)  

p ( ~ k , 1 1 ~ k - l , l )  = A ~ X P  [ - . x ( ~ k , l  - ~ k - 1 , 1 ) ] ,  k > 0. (a.6) 

where P ( . )  denotes the probability distribution. function and {A, A) are the arri-val rates of 

the clusters and the rays, respectively. The channel gain coefficient a k , ~  = pk,ltl,Bk,l, where 

p k , ~  equiprobably takes on the values of f 1 acc'ounting for the random pulse inversion that 

occurs due to pulse reflections and t1,Bk,1 is a lognormal random variable, denoted by 

In (2 .7) ,  and ,Bk,1 represent the lognormal fadings associated with the lth cluster and 

the kth ray of the lth cluster, respectively. Because they are both lognormal random vari- 

ables, the product of them again is a lognormal random variable. a1 and a2 correspond 

to the fadings of the clusters and the rays, respectively. Furthermore, the PDT' is double 

exponentially decaying, given by 

where E denotes the expectation. Ro is the me;m power of the first ray of the first cluster, 

and y represent the power decay factors of the clusters and the rays, respectively. The 

p k , ~  is thus given by 
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Also note that the path loss model and the shadowing effect have not been inc:luded here. 

In other words, we focus more on the small scale fading. 

In summary, one set of parameters {A, A, I', y, ol, a2)  determines the statistical behav- 

ior of the wireless channel. Based on the me:tsurements that have been made, the IEEE 

802.15.3a task group defined the following four types of indoor wireless chan:nel models, 

shown in Table 2.1 [33]. 

Table 2.1: UWB channel model parameters and main characteristics 

Target channel characteristics CM1 CM2 CM3 C M ~ -  - - 
Mean delay spread (ns) 5.05 10.38 14.18 

- - - 
RMS delav s ~ r e a d  lnsi 5.28 8.03 14.28 25 ., . \ ,  - 

NP lOdB 35 
NP (85%) 24 36.1 61.54 123.3- - 

Model ~arameters 

, , - 
7 (s) 4.3 6.7 7.9 12 - 

01 (dB) 3.4 3.4 3.4 3.4 - 

02 (dB) 3.4 3.4 3.4 3.4 - 
Model characteristics - 
Mean delay spread (ns) 5.0 9.9 15.9 30.1 - 
RMS delay spread (ns) 5.0 8.0 15.0 25.0 - 

NP lOdB 12.5 15.3 24.9 41.2 - 
NP (85%) 20.8 33.9 64.7 123.3 

In Table 2.1, CM1 corresponds to a line-of-sight (LOS) channel measurement with a 

transceiver separation of 0-4 m. CM2 and CM3 are based on non-line-of-sight (NLOS) 

channel measurements with transceiver separations of 0-4 m and 4-10 m, respectively. CM4 

is to fit a 25 ns RMS delay spread to represent, an extreme NLOS multipath channel. NP 

lOdB denotes the number of MPCs within lOdB of the strongest MPC and NP 85% denotes 

the number of MPCs that captures 85% of the total channel energy. Note that the definitions 

of the mean delay spread and RMS delay spread can be found in [35]. 

The model characteristics in Table 2.1 show that UWB indoor wireless channel models 

have large channel delay spreads and the signall energy is spreaded over a large number of 



CHAPTER 2. BACKGROUND 14 
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Figure 2.3: Typical received UW13 signals in (a) CM1; (b) CM3 

MPCs. In Fig. 2.3, we plot typical received TPVB signals after transmitting a single pulse 

through CM1 and CM3, respectively. As can been seen, the received signals spread over 

30 ns and 60 ns in CM1 and CM3, respectively. Hence, how to efficiently collect; the signal 

energy with manageable receiver complexity becomes a crucial task to the UFVB system 

designers and engineers. 



Chapter 3 

UWB Rake and TR Systems 

In this chapter, we develop a theoretical framework to analyze the performancc?~ of UWB 

Rake receiving and T R  systems, in terms of their channel-averaged output SINRs. We 

will also present some performance comparisons between the two systems and demonstrate 

how the UWB-TR system achieves reduced receiver complexity at the expense of some 

performance degradations. The materials in this chapter have been published in [1511. 

3.1 UWB Rake Reception 

Since the original proposal of time-hopping (TH) impulse radio by [I], there have been a 

number of researches attempting to analyze the exact performance of UWB systerns. In [21], 

the authors derived an exact BER expression using the characteristic function (CF) method 

and evaluated the accuracy of the Gaussian approximation of MA1 used in [I, 2,3]. However, 

they only examined the system performance based on a simple additive white Gaussian noise 

(AWGN) channel model, rather than a realistic indoor multipath channel model. On the 

other hand, the authors in [7] presented SNR and BER performances for different UWB Rake 

receivers, based on the newly-accepted IEEE 802.15.3a UWB indoor wireless channel models. 

'@ 2005 IEEE. Reprinted, with permission, from Proc. IEEE VTC Spnng105, vol. 2, pp. 1396-1400, 
Stockholm, Sweden, May 2005. 

This material is posted here with permission of the 1EE:E. Such permission of the IEEE does ncA in any way 
imply IEEE endorsement of any of Simon Fraser University (SFU)'s [Library & Archives Canada's] products 
or services. Internal or personal use of this material is permitted. However, permission t o  reprintlrepublish 
this material for advertising or promotional purposes or for creating new collective works for resale or 
redistribution must be obtained from the IEEE by writing t o  pubs-permissions@ieee.org. By choosing to 
view this document, you agree t o  all provisions of the cclpyright laws protecting it. 
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However, only the single-user scenario has been considered. Besides, the resu1t;s are given 

in a semi-analytical way. By that time, as long as the IEEE 802.15.3a UWB channel model 

is concerned, there is not any pure analytical work available which is capable of directly 

evaluating the system performances. Although the theoretical framework we have developed 

here only gives the analytical result of the channel-averaged SINR rather than BER, it is 

still meaningful in the sense that it can be used to directly compare the performances 

of different UWB Rake receivers, without resclrting to tedious simulation or experimental 

works. During the final stage of this thesis, we became aware that there is an independent 

work [22], which derived an exact formula for computing both the channel-averaged SNR 

and BER. However, their work was based on the assumption that all the MPCs., no matter 

if they are overlapped in the time domain, can Ibe resolved at the receiver. Generally, this is 

not true for a realistic Rake receiver, rendering their results less practical. In our work, we 

have considered the UWB Rake receiver with multipath resolvability approximately equal to 

the inverse of the system bandwidth, which is ,a more practical assumption. Co:nsequently, 

the analytical results we have derived here are more meaningful in this sense. 

3.1.1 System Model 

We consider a typical indoor multiuser communication scenario and TH-BPPM as the signal- 

ing format. The transmissions from different users are assumed to be asynchronous. Each 

user is assigned a pseudo-random time-h0ppin.g sequence to avoid catastrophic collisions 

with other users. The TH-BPPM signal transmitted by the vth user is [3] 

+w 
(u )  (u)  s'"' ( t )  = C 6 wtr(t - jTf - ~ . j  Tc - 6 bIjiNsi) 

where 

wtr(t) represents the transmitted pulse wi.th unit energy and a pulse width. of Tw 

Ew is the transmitted pulse energy and 6 is the timing shift associated with BPPM. 

bKiNsl E { O , l )  is the user-specific data sequence (1x1 denotes the integer part of x). 

Tf is the frame time and N, is the number of frames per symbol transmission. 

ey' is timehopping value for the j th  frame of the vth user, where 0 5 c:) 5 Nh - 1 

Tc is the chip duration and Tc = Tw + 6. 
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To analyze the performance of a practical Rake receiving system, we usually need to make 

the assumption that the MPCs are isolated and resolvable at the receiver. Based on this 

assumption, we consider a discrete-time equivalent channel model for (2.4). Spec:ifically, the 

whole arrival time axis is divided into time bins of AT (AT = T,), which should be at least 

equal to the pulse width [5]. In any given time bin, there may be one or more MPCs, or even 

no MPC arrival a t  all, depending on the double Poisson arrival process of the bdPCs. The 

channel gain coefficients of all the arrived MPCs within that time bin are added together to 

yield a combined channel gain coefficient. Based on this model, the vth user's discrete-time 

channel impulse response can be written as 

N 

h(") ( t )  = ~.!")6(t - 7,) 
i=l 

where ri = (i - 1)Ar is the i th time bin and A!") represents the sum of the channel gain 

coefficients of all MPCs arrived in the i th tim.e bin. N is the total number of time bins 

determined by the delay spread of the underlying channel model. Compared with (2.4), 

this discrete-time channel model does not accou.nt for the pulse distortion due to the partial 

pulse overlapping, which usually happens when the pulse width is large, e.g.,, 0.7 ns in 

[14]. However, when considering a pulse width as small a s  0.167 ns, the probability of 

this partial pulse overlapping will be greatly reduced. With this small pulse width, the 

equivalent sampling frequency for the continuous-time channel impulse response will be 

about 6 GHz and (3.2) will be a good approximation to  (2.4) by preserving most of the 

channel characteristics. 

The signal received by the desired first user within one symbol duration can be written 

as (assuming symbol '0' has been transmitted without loss of generality) 

where g(")(t) = wr,(t) @ h(")(t), v = 1,2, .  . . , Nu and Nu is the total number of users. 

wr,,(t) represents the received pulse, which is the time derivative of the transmi~tted pulse 

wt, (t), accounting for the receiver's antenna effect. h(")(t) denotes the discrete-tirne channel 

impulse response for the vth user and is considered to be at least time-invariant .within one 
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( symbol duration (8 denotes the convolution). T~") represents the uth user's reference delay 
1) relative to the first user caused by the asynchronous transmission and we assume TL = 0 

without loss of generality. n(t) is the AWGN with two-sided power spectral density of N0/2. 

3.1.2 Rake Performance Analysis 

According to  the discrete-time channel model, a tapped-delay-line Rake receiver structure 

can be adopted to collect the signal energy in each time bin (finger). For the first user, if 

we assume the perfect timing synchronization has been achieved at each Rake finger, the 

output of the i th  finger can be written as 

where v(t) = wreC(t) - wreC(t - 6) is the temlplate signal. Assuming the perfect channel 

estimation, the decision statistic after the maximal ratio combining (MRC) of the first Q 

fingers is expressed by 

Q "0" is transmitted, Z 2 0 
z = C &A!~)z, + 

i=l "1" is transmitted, Z < 0. 

(1) where Ai represents the channel gain coefficient of the i th time bin of the fink user and 

is assumed t o  be known (perfectly estimated) at the receiver. To avoid the inter-frame 

interference (IFI), we assume [3] 

where Tm is the channel delay spread, and T, is the pulse width. Note that (3.6) is different 

from that in [3], where the authors assumed Nhlrc + Tm + T, + 6 5 Tf 12. The main purpose 

is to somehow simplify the analysis. Interested readers are referred to [3] for details. 

The channel-averaged SINR is defined as 

A IE:{z}/~ 
SINR = -- 

Var{Z) 

where E{-} denotes the expectation and Var{-) denotes the variance. According to (3.3), 

there will be three components in the decision statistic Z,  namely the desired signal, the 

filtered noise and the MAIs from other users. One can easily verify that the filtered noise and 
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the MAIs from all the interferers are independent zero-mean random variables. Accordingly, 

the channel-averaged output SINR can be forn~ulated as 

SINR = 
I E : ( ~ ) { < ) ~ ~  

E(') {gzec + E;., N,T~- l G~~ 

2 
The quantities 5, 'J:~~ and G% , which represent the desired signal, the filtered noise and 

the MA1 from the vth user, respectively, are evaluated as 

Q Q N N  
("I2 = x C A!')A;) E("){A:)A(Y)} Q[(i - k - n + r n )A~ ] ,  (3.11) Geff 

i=l k=l n=l m=l 

where E("){-) denotes the expectation with rerspect to the vth user's channel rrealizations. 

R(.) represents the correlation function between the received pulse wrX(t) and the template 

signal v(t), defined by R(T) = wreC(t)v(t -t T ) ~ T .  Q(.) is the autocorrelation function 

of R(T), defined by Q(x) = JzE R(r)R(r  + 5c)d.r. Note that in deriving (3.8), we have 

assumed that the TH sequences of different users are independent to each other. 

As shown in (3.8), to find the channel-averaged SINR, we need to take another ex- 

pectation with respect to different channel realizations. Considering the MA1 part shown 

by (3.11), we should first evaluate G z 2 ,  which is the expectation with respect to all the 

interferers' channel realizations. The implicit assumption by doing so is that the MA1 is 

accounted for in terms of the second-order moment due to the time asynchron:ism among 

different users' transmissions, given the channel gain coefficients of the desired first user 

that are being perfectly estimated. 

For a specific channel realization, we have A:) = zqp$!&i and A:) = ~ , p g ~ ~ ~ ~ ~ ,  

where (p$b, p%L) equiprobably take on the values of i l  and (~t;, &)v) represent the qth 

and the uth MPCs arrived in the nth and the 7nth time bins, respectively. Note that there 

are some notational differences between the definitions of the subscripts of ~ $ 4  and that of 

Pk , l  in (2.4), because the former has taken into account multiple MPCs arrived in one time 

bin. Due to the independency between different MPCs and the fact that E ( " ) { p ~ ~ )  = 0 and 
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~ ( ~ ) { p g i ~ }  = 1, we have 

Using this result, Gg2 will have nonzero components only when n = m. Furthermore, 

due to the zero-crossing property of R(.) and t:he limited supporting range of q(:.), we have 

9 ( f  AT) << 9(0) and 9[(i  -  AT]. = 0 when li - k( 2 2. Consequently, only the terms 

corresponding to i = k and n = m will be left, resulting in 

Substituting (3.13) into (3.8), the channel-averaged SINR can be formulated as 

E,N,R~(O) zzl E(~){A!')~I 
SINR = 2 .  

N,R(O) + E,B(o)T;' zfz2 ZL E(~){A?) I 

The computation of (3.14) requires the eval.uation of the average path energy. Recalling 

our discrete-time channel model, there could be one or more MPCs, or even no MPC arrival 

at  all, in any given time bin. In the following, when we mention a cluster arrival in any 

given time bin, we refer to the arrival of the first ray within this cluster. Accordj!ngly, a ray 

arrival is always referring to the arrival of a ray other than the first one within each cluster. 

With the very small AT in our assumption, it is well known that Poisson arrival process 

can be approximated by Binomial distribution. Specifically, there could be one or no cluster 
n 

arrival in AT with the probabilities given by PC = AAT and 1 -PC, respectively. I:n addition, 

given a cluster arrival in a certain time bin, there could be one or no ray arriva.1 in any of 
n 

its following time bins with the probabilities g:iven by P, = XAr and 1 - P,, respectively 

(recall that l/A and 1 / X  are defined as the clui~ter and the ray arrival rates, respectively). 

Because the time bin under consideration is very small, the probability that there are more 

than one cluster arrival in any time bin is negligible. Similarly, within the same cluster, the 

probability that there are more than one ray arrival in any time bin is also negligible. Based 

on this assumption, there are only a finite number of arrival patterns in each tinne bin and 

the average path energy, as shown later, can be evaluated in a unified way no ma,tter which 

channel model has been chosen, i.e., line-of-sight (LOS) or non-line-of-sight (NLOS). 

In the evaluation of the average path energy, we find the following lemma useful. 
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Lemma 1: Define pin) as the probability that the qth time bin has an MPC contribution 

to the nth (n > 2) time bin. I t  can be calculated in three cases: 

Proof of lemma 1: see Appendix A.1. 

I t  is very interesting to observe that, the probability that the qth (q = 1,2,.  . . , n - 1) 

time bin has a ray contribution to  the nth tinie bin can be simply calculated as the joint 

probability that a cluster arrives at the 9th time bin and this cluster results in a ray at the 

n th  time bin. 

Using lemma 1 and enumerating all possible arrival patterns in the nth tirne bin, the 

average path energy can be evaluated in Appendix A.2 as 

I no, for n = 1 
(n - 1)Ar I 

for n 2 2 
1 -P  

(3.16) 

where p = exp ( y  - 9). Note that the user-specific superscript v has been omitted in 

the final expression for notational simplicity, implying that all users experience the same 

type of indoor wireless channel without loss of generality. It should be pointed out that, by 
n 2 

defining = c:=~ E ( ~ ) { A ~ )  ), we can now theoretically set 

so as to  make E, = 1 (normalized), instead of normalizing the total channel energy, defined 

as E{c~~=~ cF=~ a; 1 )  in [34], for each realization. Although the later was defined as the 

total channel energy, our definition is more practical in the sense that the receiver can not 

distinguish the MPCs arrived in the same time bin, thus can not collect the energy from 

these MPCs separately. 

By selecting Slo = ET' for each user and substituting (3.16) into (3.14), the channel- 

averaged SINR can be derived as 

E ~ N , R ~ ( O )  E;' exp (- 9) - exp (- q-) 
SINR = (1 + PC - 

N,R(O) + E~*(O)T~ ' (NU - 1) 1 - exp (- 9) 
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exp (- y)  - exp (- y) exp (- y) - exp (-. W) 
+ pT 4- PC PT - Y 

1 - exp (- y)  1 -P  I - exp (- y)  
exp (- y) - exp (- 

- 

1 - exp (- +) 
Notable about (3.18) is that it has incorporated all the channel model parameters, thus is 

easy to evaluate without requiring any further simulation works. Meanwhile, it is a natural 

attempt to derive a closed-form expression for the channel-averaged BER based on our 

discrete-time channel model. Unfortunately, to the best of the authors' efforts, we found 

that without much changing the essence of IEEE 802.15.3a channel model, the derivation of 

a closed-form BER expression is unwieldy. The main difficulty lies in the fact that, as far as 

the higher-order moments are concerned rather than the first and the second-order moments 

considered here, the statistical independency among different time bins is no longer held due 

to the possible overlapping between the adjacent clusters, which has led to an extremely 

hard task to derive an exact probability density function (pdf) for the combined channel 

gain coefficient of each time bin. Despite of this, (3.18) is still valuable in the sense that 

it provides a closed-form expression for the channel-averaged SINR which can be directly 

used to predict UWB Rake system performance in different types of indoor wireless channel 

models. 

3.2 UWB-TR system 

In this section, we apply the theoretical framwork we just developed to the UWB-TR sys- 

tem to evaluate its channel-averaged SINR. Specifically, we consider UWB-TR system using 

frame-rate correlation as most existing works. Another application of the theoretical frame- 

work developed here is to determine the optirnum integration interval for the UWB-TR 

system so as to maximize its average output SINR. This issue has been addressed by several 

previous papers [12, 141. However, all these works only considered optimizing the integra- 

tion interval in single-user UWB-TR system. Elesides, the optimum integration interval is 

found via simulation. In this section, we directly apply our theoretical framework, which 

will enable us to optimize the integration interv(d analytically, even in a multiuser scenario. 
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3.2.1 System Model 

The transmitted signal from the vth user using binary antipodal modulation can be written 

(.) + b;;,,wtr(t - jTf - C, Tc - T?) - a"))] 
where all the parameters are same as in Sectioin 3.1 except 

TI") is the user-specific delay between the reference and the data pulses. 

a d p )  is a pseud~random {*I) sequence to randomize the polarities of the pulses. 

a Tc is the chip duration and Tc = Tw. 

In (3.19), two pulses are transmitted in each frame, corresponding to the reference and 

data pulses, respectively. In order to avoid th'e inter-pulse interference (IPI) between the 

reference and data pulses after transmitting through the multipath channel, T?) is assumed 

to be larger than the channel delay spread Tm. Note that T?) is set to different values for 

different users, the reason for which will be explained later. In addition, the frame time 

Tf  is assumed to be larger than N ~ ) T ,  + Tm + Tw + TJ") to ensure that there is no inter- 

frame interference (IFI). Note that the maximum time-hopping shift N ~ ) T ,  should be set 

according to T?) in order to keep the frame tirne Tf fixed for all users [14]. 

Figure 3.1: T R  receiver 

A UWB-TR receiver structure using frame-rate correlator is shown in Fig. 3.1. Note 

that in Fig. 3.1, the integration-and-dump operation is on the frame rate and the frame 
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outputs are finally summed up before making tlne decision. In a multiuser scenario, to detect 

the vth user's transmitted symbols, the decision statistic can be expressed as 

where T,,, is assumed to be an integer multiple of the chip duration, denoted by QT, and 

time asynchronism .riv) is assumed to be zero for the reception of the vth user's signal, 

without loss of generality. 

3.2.2 Single-user UWB-TR system 

In a single-user UWB-TR system, the received signal in one symbol duration is written as 

where g(t) has similar definition as in (3.3). Note that we have omitted the user-specific su- 

perscript v and asynchronous transmission delays. Using the frame-rate correlation receiver 

mentioned above, the channel-averaged output SNR can be derived in Appendix A.3 as a 

function of the integration interval via Q, denoted by 

where G(')(Q) a ~ z ,  E('){A!')~} can be evalluated using (3.16), and W represents one- 

sided receiver bandwidth. As shown in Appendix A.3, the two terms in the denominator 

represent noise-times-signal and noise-times-noise terms, respectively. By substituting (3.16) 

into (3.22), we can theoretically choose the opitimum integration interval to maximize the 

average output SNR, given by 

which is a function of the channel model parameters, transmitted pulse energy, noise power 

spectral density, the receiver bandwidth and the chip duration (or the pulse width). 

An interesting point here is, depending upon the input SNR, we will have different opti- 

mum integration intervals. Intuitively, as the input SNR increases, the optimum integration 

interval will increase as well. The extreme case is, when the input SNR is very large, the 
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noise-times-noise term in (3.22) can be ignored compared to the noise-times-signal term and 

the optimum integration interval will span all the MPCs. Similarly, the optimum integration 

interval will decrease when the input SNR gets lower. The extreme case is, when the input 

SNR is very low, the noise-times-signal term can be ignored and the optimum integration 

interval becomes a constant which no longer depends on the input SNR. 

3.2.3 Multiuser UWB-TR system 

In the multiuser scenario, the signal within one symbol duration received by the desired first 

user can be written as 

Similar to the single-user case, the interference can be classified into three u:ncorrelated 

terms, such as MAI-times-signal, MAI-times-noise and MAI-times-MAI. 

As mentioned earlier, TP) and N;) are intentionally set to different values flor different 

users. For instance, we may choose 

The main purpose for choosing different Tiu) for different users is to intentionally misalign 

the interferer's reference with its associated data, signal, so as to reduce the MAI-times-MA1 

term. As shown in Appendix A.3, the MAI-times-MA1 can be further classified as two 

components. One is the total interference resulting from the correlation of the signals from 

the same interferer, termed it as self-MAI-times-MAI; the other one is the total inteference 

resulting from the correlation of the signals from different interferers, termed it as cross-MAI- 

times-MAI. With the above signaling format, the contribution from self-MAI-times-MA1 will 

be relatively small compared to cross-MAI-times-MAI, especially when the number of users 

is large. As a result, we ignore the self-MAI-tim.es-MA1 term in the analysis for the average 

output SINR and the accuracy of this approxiniation will be verified by simulations later. 
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Based on that, the channel-averaged output SINR in the multiuser scenario j.s evaluated 

in Appendix A.3: 

SINR.(Q) = N ~ G  [Gr1)(Q)I2 {NOEwG(')(Q) + N: WQT,,~ 

where %(.) is the autocorrelation function of the received pulse, defined 2; RW(r) = 
+w J-a wreC(t)wrec(t + r)dt. Again, the optimum integration interval can be determined by 

(3.23) except substituting (3.26) as the objective function to be maximized. It is obvious 

that, as far as the MA1 is included, the optimum integration interval will be different from 

that for the single-user UWB-TR system. 

3.3 Performance Results 

In this section, we present some performance results for the analyses in Sections 3.1 and 

3.2. We choose N = 200 for CM1, CM2 and N = 400 for CM3, CM4, because the channel 

models CM1, CM2 and CM3, CM4 have similar channel delay spreads, respectively. Note 

that AT is chosen to be 0.167 ns, which is equal to the chip duration T,. Accordingly, EO in 

(3.17) is calculated for the channel models CM1, CM2, CM3 and CM4, as shown in Table 

3.1. In Table 3.1, the total channel energy was also calculated using sufficiently large N ,  

i.e., N = LlO(r + r ) / A r J  as suggested in [34]. It can be seen that we have captured most 

of the signal energy when N = 200 for CM1, C.M2 and N = 400 for CM3, CM4. 

Table 3.1: Average total channel energy for indoor UWB channel mode;ls. 
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Figure 3.2: Average output SINR versus the number of Rake fingers Q for CM1, CM2 when 
Eb/No = 20dB. 

In our simulation for UWB Rake receiving system, we first consider an indoor multiuser 

scenario where Nu = 20 users transmit TH-BPF'M signals and a UWB Rake receiver tries to 

detect the signal coming from the desired first user. All 20 users are assumed to experience 

the same type of channel model. The ideally received pulse is assumed to be the second- 

order derivative of the Gaussian pulse with a pulse width slightly less than AT so as to 

accommodate the timing shift 6 associated with BPPM. The transmitted pulse energy is 

normalized to Ew = 1. The maximum time hopping value Nh is chosen to be 64. The 

frame time T f  is 1000 chips, which is equal to 167 ns and the number of frames per symbol 

transmission is chosen as N, = 1 without lost of generality. 

Fig. 3.2 shows the average output SINR versus the number of Rake fingers for the channel 
A 

models CM1 and CM2, when Eb/No = NsEw/~V,, = 20dB. It can be easily observed that, 

when the number of Rake fingers Q is greater than 50 for CM1 and 75 for CM2, there 

will be little increment for the collected signal energy. It is obvious that our analysis well 
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matches with the simulation results. The little discrepancies occurring for the small number 

of Rake fingers are mainly due to that the 0.:167 ns time bin is not small enough to  well 

approximate the Poisson process by the Binomial distribution. Fig. 3.3 shows -the average 

output SINR versus the number of Rake fingers for the channel models CM3 and CM4, 

when Eb/No = 20dB. Similarly, when the number of Rake fingers Q is greater than 100 

for CM3 and 150 for CM4, increasing Q will not much increase the collected signal energy. 

By observing Figs. 3.2 and 3.3, a direct conclu;3ion we can draw is, to collect enough signal 

energy, a UWB Rake receiver has to implement a large number (tens or even hundreds) of 

Rake fingers, which poses great challenges for the design of a low-cost and low-complexity 

UWB Rake receiver. 

. . .o . . Simulation 
41 , , , , , ~ 1 1  
2 

50 100 150 200 250 300 350 400 
Number of Rake fingers 

Figure 3.3: Average output SINR versus the number of Rake fingers Q for CM3, CM4 when 
Eb/No = 20dB. 

In our simulation for UWB-TR system, the chip duration T, is equal to the pulse width 

T,, since we are using BPAM in stead of BPPDJI. The frame time Tf is again chosen to be 

1000 chips, equivalent to 167 ns, in order to  make a fair comparison between the IJWB Rake 
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and TR systems. All other simulation parame1;ers remain same as in UWB Rake system. 

't 0 5 10 15 20 I 25 30 

Integration interval(ns) 

Figure 3.4: Average output SNR versus the integration interval for CM1, (ZM2 when 
Eb/No = 20dB. 

Fig. 3.4 shows the average output SNR versus the integration interval for a single- 

user UWB-TR system for CM1 and CM2. Clearly, in UWB-TR system, increasing the 

integration interval does not always guarantee tihe increased output SNR. At certain point, 

the output SNR will decrease as the integration interval increases. The reason for this is 

obvious. According to the power delay profile (PDP), the MPCs arrived with larger delays 

usually have smaller signal energy, or equivalently smaller SNR. As a result, integrating over 

these MPCs will accumulate more noise energy than the desired signal energy, eventually 

leading to decreased SNR. Another observation from Fig. 3.4 is the maximum average 

output SNRs in CM1 and CM2 are around 14 dB and 12 dB, achieved with the integration 

intervals of 9.5 ns and 17.5 ns, respectively. Bjr comparing Fig. 3.4 with Fig. 3.2, we find 

that UWB-TR system suffers a significant SNR loss (almost 6 dB) compared to UWB Rake 

receiver, although Fig. 3.2 has included the MAI. Similar results can also be found for CM3 
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Figure 3.5: Average output SNR versus the integration interval for CM3, CM4 when 
Eb/N,, = 20dB. 

and CM4, as shown in Fig. 3.5, in which the maximum output SNRs are achieved with the 

integration intervals of 23.0 ns and 42.9 ns for CM3 to CM4, respectively. However, this 

comparison is not fair because UWB Rake receiver has to achieve perfect channel estimation 

and timing synchronization in order to collect the signal energy coherently. Especially, with 

the large number of Rake fingers we mentioned, it is not feasible to implement such a Rake 

receiver which can achieve perfect channel estimation. UWB-TR system, on the other hand, 

greatly reduces the receiver complexity by eliminating the need to estimate the channel at 

the expense of some performance degradations. Consequently, a good trade-off between the 

system performance and the complexity has become the driving force behind most of the 

researches on UWB-TR systems. 

In Figs. 3.4 and 3.5, we identify that there exists an optimal integration interval which 

maximizes the average output SNR. As explained in Section 3.2, this optimal integration 

varies according to the input SNR. Fig. 3.6 exannines this behavior by plotting the optimum 
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integration interval versus the input SNR for CM1 to CM4. It is observed tha.t when the 

input SNR increases, the optimum integration intervaI also increases as expected. When 

the input SNR is very large, the optimum integration interval will be equal to the channel 

delay spread. We also find that, when the input SNR is very small, there exist lower bounds 

on the optimum integration interval for all the channel models, which are found to be 4.7 

ns, 13.0 ns, 18.0 ns, and 35.7 ns for CM1 to CM4, respectively. This is an important system 

design parameter in the sense that, in order to ensure a maximum average output SNR, 

the integration interval should be at least equal to this value. I t  should also be pointed 

out that the integration interval determined by maximizing the average output SNR may 

not be optimum in terms of minimizing the average BER. To make a comparison, Fig. 3.6 

also included the integration intervals corresponding to the minimum average BER for each 

input SNR. It is obvious that the two criterions yield similar results for low and medium 

SNR regions, while exhibiting obvious differences for high SNR region. 

Analysis (SNR maximization) 

C . .o.. Simulation (SNR maximization) 

Figure 3.6: Optimum integration interval versus Eb/N,, for 4 different types of channel 
models CM1 to CM4. 
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Fig. 3.7 show the average BER performance for a single-user UWB-TR system for CM2 

and CM4, respectively. Here, we compare the performance of the scheme that adaptively 

chooses the optimum integration interval depending on the input SNR, with the one using 

the lower bound for all input SNR values. As a benchmark, we also include the scheme 

minimizing the average BER. It is easy to find that the adaptive scheme achieves almost 

the same performance as the one minimizing average BER. Moreover, it outperforms the 

one using the lower bound as the input SNR increases. 

- - - Lower bound 
1 o - ~  

-10 -5 0 5 10 15 20 25 30 
Eb/No (dB) 

Figure 3.7: BER performance versus Eb/No w:ith adaptively selected integration intervals 
for CM2 and CM4. 

In the next two figures, we present some results for the multiuser UWB-'I'R system. 

Specifically, we focus on how the optimum integration interval will change when ithe MA1 is 

taken into account. We will demonstrate that, by using (3.26), one can easily determine an 

appropriate integration interval in a multiuser UWB-TR system. First, Fig. 3.8 p~:ovides the 

verification of the approximation made in deriving (3.26), i.e., ignoring the self-MAI-times- 

MA1 term, when analyzing the channel-averaged output SINR for the multiuser UWB-TR 
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system. As an example, the average output SINR for CM1 is plotted for different input SNR 

values. Note that we have used the integration interval equal to channel delay spread T,, 

which is shown to correspond to the worst cast: for our approximation. In other words, the 

approximation becomes more accurate as the i:ntegration interval decreases. As we can see, 

the approximation approaches the simulation :results as the number of users increases and 

the discrepancies become negligible as the input SNR goes to as low as 10 dB. Especially, 

for the low and medium SNRs, our approximaltion matches quite well with the simulation 

results. 

I 

. . .o. Simulation 
Analysis rr-11 

-15l I 
I I J 

4 16 28 40 52 ti4 
Number of users 

Figure 3.8: Average output SINR versus nunnber of users for varying Eb/No for CM1. 

Fig. 3.9 shows the theoretical optimum integration interval for the multiuser UWB- 

T R  system for CM1 and CM3, using (3.26) as the target function to be maximized with 

respect to Q. It is found that, as far as the h4AI is concerned, the optimum integration 

interval will decrease compared to a single-user UWB-TR system. Especially, when the 

number of users is large, the optimum integration interval approaches the lower bound that 

has been observed in the single-user system for very low input SNR. This result, combined 
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with Fig. 3.7, suggests that in the dense multiuser UWB-TR system, a good choice for 

the integration interval is to simply use the lower bound, which somehow reduces receiver 

complexity (shorter and fixed integration time) without causing too much performance loss. 

-10 -5 0 5 10 15 20 25 
EdNo (dB) 

Figure 3.9: Optimum integration interval versus Eb/No for CM1 and CM3 under the mul- 
tiuser scenario. 

3.4 Conclusion 

In this chapter, we have derived a theoretical closed-form expression for the channel-averaged 

output SINR under the IEEE 802.15.3a channt:l model, assuming the UWB Rake receiver 

in a multiuser communication scenario. The theoretical framework developed here can be 

directly used to evaluate the channel-averaged output SINR to compare the performances 

of the UWB Rake receiving system under different types of indoor wireless channel mod- 

els. This framework is also applicable to UWB-TR systems and enables us to theoretically 

determine the optimum integration interval that yields the maximum average output SNR. 
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We investigated the BER performance using the optimum integration interval and observed 

that using the lower bound as the integration interval for all input SNRs causes some perfor- 

mance loss. We extended the analysis to the multiuser UWB-TR system and demonstrated 

that the optimum integration interval is different from that in a single-user syste:m. We also 

found that, in the multiuser scenario, using the lower bound as the integration interval is a 

good choice, especially in the dense multiuser system. 

It is also obvious that UWB-TR system suflers a significant performance loss, compared 

to the ideal Rake receiving scheme. Consequently, in Chapter 3, we will focus on how to 

improve the performance of UWB-TR system. 



Chapter 4 

M-ary Orthogonal Coded/Balanced 

TR UWB system 

In this chapter, we propose a novel UWB-TR system, namely M-ary orthogonal coded/ 

Balanced TR scheme [2011, for increasing the information rate and improving the detection 

performance. The idea was developed based on [16], in which the authors proposed a hybrid 

matched filter correlator UWB-TR receiver. As can be seen from [16], the usa,ge of their 

proposed TR receiver leads to better BER performance than the standard TR system using 

frame-rate correlator which has been discussed in Chapter 3. Consequently, in this chapter, 

all the performance comparisons will be carriecl out between our proposed system and the 

TR system using hybrid matched filter correlator receiver. We will dem0nstrat.e that our 

proposed system has better BER performance, even when operating at higher illformation 

rates, than their T R  system. To clearly characterize the proposed system, we will first 

describe this hybrid matched filter correlator TR system in Section 4.1 and then elaborate 

on the proposed system in Section 4.2. Finally, we present detailed performance .analysis as 

well as simulation results. 

'@ 2006 IEEE. Reprinted, with permission, from Proc. IEEE ICC'06, Istanbul, Turkey, June 2006. 
This material is posted here with permission of the 1EE:E. Such permission of the IEEE does not in any way 

imply IEEE endorsement of any of Simon Fraser University (SFU)'s [Library & Archives Canada's] products 
or services. Internal or personal use of this material is permitted. However, permission to repri:nt/republish 
this material for advertising or promotional purposes or for creating new collective works for resale or 
redistribution must be obtained from the IEEE by writing to pubs-permissions@ieee.org. By choosing to 
view this document, you agree to all provisions of the co.pyright laws protecting it. 
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4.1 Hybrid Matched Filter Correlat or UWB-TR receiver 

The UWB-TR system described in Chapter 3 uses the frame rate cross-correlator and has 

been shown to have some performance loss compared to a coherent Rake receiver. In [16] 

and [17], the authors proposed and analyzed the performance of a hybrid ma,tched filter 

correlator UWB-TR system. The receiver structure is shown in Fig. 4.1. Spec:ifically, the 

received signal first passes through a matched filter whose impulse response is matched to 

the template signals for the entire symbol duration. Then, the filtered output is fed to 

a delay-and-correlate unit to collect the signal energy for detecting the transmitted data 

bit. By using a symbol-rate matched filter before cross-correlation, the receiver not only 

achieves the noise-averaging, but also allows for the ensuing digital processing to operate 

at the symbol rate rather than the frame rate,, thus reduce the circuit complexity and the 

power consumptions. 

Figure 4.1: Hybrid matched filter correlation TR receiver structure. 

As in other UWB-TR systems, the distance between the reference and the data pulses 

still has to be larger than the channel delay spread to ensure there is no inter-pulse inter- 

ference (IPI). This will significantly limit the system's achievable information rate. In the 

rest of this chapter, we will simply refer to this T R  system as the conventional T" system. 

4.2 M-ary Orthogonal Coded/:Balanced UWB-TR system 

In this section, by describing the system structure of our proposed UWB-TR system, we 

demonstrate how it suppresses the IPI in a simple but effective way. To deal with the IPI, 
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there is another method, called maximum 1ike:lihood template estimator, proposed by [19]. 

However, the complexity associated with maximum likelihood template e~timat~ion is high, 

rendering their approach less practical. In addition, during the final stage of this thesis 

work, we were informed that there was another approach called dual pulse transmission 

proposed by [23], which is also able to suppress the IPI. However, as shown later, it can 

be viewed as one special case of our scheme. Our system acts as a generalization to their 

approach and further introduces a new M-ary orthogonal coded signaling to avoid the inter- 

frame interference that is detrimental to achieving high-rate transmission in dense multipath, 

especially for TR systems. 

4.2.1 Transmitter 

The block diagram of the transmitter is show11 in Fig. 4.2. The transmitter includes two 

parts: an encoder and a standard T R  modulator. For simplicity, no time-hopping sequence 

has been considered. However, it can be included without any difficulty. In Fig. 4.2, Bi 

is the ith symbol including 1 + log2 M data bits, denoted by Bi = (bi bi+1 . . . bi+log2 M) 

where bi+, E {O,1) for n = 0,1,. . . , Iog2 M. At the encoder, the log2 M bits, ,denoted by 

Ii = (bi+l bi+2 . . . bi+log2 M), are used to select one of the M-ary orthogonal codes. The 

index of the selected code, denoted by m, is determined by 

where (-), denotes base x. The selected orthogonal code is an N,-element vector, defined 

by V m  = ( v r  v y  . . . vz3-1)  where v r  E {+l, -1) for 12 = 0,1,. . . , N, - 1. The signaling 

format and the orthogonal codes are designed t,o meet the following two criterions: 

1) the number of frames per symbol, N,, should be an even number and the :numbers of 

+l and -1 in each code vector should be equal, i.e., N,/2 elements are +1 and NS/2 are -1; 

2) the M-ary codes are orthogonal to each other, i.e., ~ F z i '  v r  v t  = 0 for m # k where 

m , k c  { O , l , . . . , M -  1) 

Note that if M = 1, there is no code selection. In this case, we use a fixed code which 

meets the first criterion for all the symbol transmissions. The specific reasons for these two 

design criterions will be explained later when we describe the proposed receiver structure. 

By multiplying V m  with bi, which equals to t-1 if bi = 1 and -1 if bi = 0, we will get an - - - 
N,-element vector Vi  = (Gi,-, Gi,' . . . G i , ~ , - l ) ,  wlhere Gi,, = bi v r  for n = 0,1, . . . , N, - 1. Vi  
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Figure 4.2: M-ary orthogonal coded/Balanced TR system: the transmitiber. 

is then fed to a standard TR transmitter. The transmitter generates N, pulse pairs for each 

symbol transmission. The N, elements of qi determine the polarities of the data pulses in 

these N, pulse pairs, respectively. Finally, the transmitted signal for the ith symbol Bi can 

be expressed as 

where dj  is again the polarity randomizing sequence. For simplicity, we omitted all user- 

specific notations here. All other parameters have same definition as in Chapter 3, except 

that E, is the energy used for transmitting one sjrmbol. Note that the time-hopping sequence 

has been omitted for simplicity and will be included later when we examine our system's 

MA capability. 
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While one data bit is being transmitted using N, pulse pairs as in the standard TR 

scheme as well as the conventional T R  scheme, additional log2 M data bits are transmitted 

simultaneously. As a result, the total data rate has been increased to 

compared to the data rate Rb = l/(N,Tf) achievable by the convenional TR scheme. Fur- 

thermore, the data rate of the existing T R  syst,em is limited by the multipath delay spread 

because the delay between the reference and the data pulses Td should be greater than the 

channel delay spread T,, so as not to incur thle interference between the reference and the 

data pulses in a frame. As will be shown later, our scheme is able to suppress the IPI even 

if Td is less than T,. Consequently, the system's achievable information rate can be further 

increased. Note that in order to maintain the code orthogonality, Td should be at lease 

greater than a chip time T,. 

4.2.2 Receiver 

The transmitted signal arrives at the receiver after going through the multipath channel 

and being corrupted by the AWGN. At the receiver, whose block diagram is shown in Fig. 

4.3. the received signal, denoted by r(t),  first passes through a bank of M + 1 matched 

filters, whose impulse responses are matched t;o the template signals for the ith symbol. 

The template signals are given by 

The corresponding matched filter outputs can be expressed as 

Then, yy)(t) is delayed by Td, multiplied with y p ( t )  and then integrated over a certain 

time interval to yield M decision variables, given by 
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Figure 4.3: M-ary orthogonal coded/Balanced T R  system: the receiver. 

i 

with 0 5 QT, 5 T, to collect most of the signal energy spreaded over all the MPCs. Note 

that since we assume Tf > Td + T, to ensure there is no IFI, only the first frame of the 

matched filter outputs are of interest. Then, the decision variables {Zklk = 0,1,.  . . , M - 1) 
are compared to choose the one with the largest absolute value, denoted by 

h'fl(t) 

mxx {Izkl) "%I= o<xjnr-1 

and finally the I + log, M data bits are decoded as follows: 

Td 

where sign(x) equals to +I if x > 0 and -1 otherwise. 

4.2.3 The IPI cancellation 

This receiver structure summarized above diffe:rs from the conventional T R  scheme by in- 

troducing additional M matched filters whose impulse responses are also matched to the 

k 4 1 .  
b:' 

r(t) 

T,+QT. zh(-l 4 rT,.T. dt 

- 
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M-ary orthogonal codes. Especially, by conforming to the abovementioned two' design cri- 

terion~, the receiver is able to cancel out the IPI resulted from the multipath as well as 

achieve M-ary orthogonal modulations. The ]:PI cancellation mechanism is shown in Fig. 

4.4, where we assume N, = 4, Vm = (1, 1 , 1 ,  -I),  bp) = 1 and dj = (1,1,1,1:1 have been 

used. 

IPI is cancelled out 

...... 
. ............ -T. 0 D.+D 
, . . '  T,+T. T, 
........ . . 

IPI is cancelled out 

Figure 4.4: the IPI cancellation mechanism of the proposed system. 

In Fig. 4.4, R, and D, represent the received reference and data waveforms in the nth 

frame, respectively. As can be seen in the first sub-figure, the tail portion of each reference 

waveform is overlapped with its associated data waveform. The filtering process is shown in 

the second and third sub-figures. As the template signals h t ) ( t )  and hLL (t) are shifted and 

correlated with the received waveform, there will be IPIs occurred in the filter outputs y t ) ( t )  

and &!.(t), shown by the dotted lines in the last two sub-figures, respectively. However, 

it is easy to find that due to the adoption of the code sequence Vm with equal numbers of 

$1 and -1, the IPIs in N, frames are added destmctively, thus fully cancelled out. Note 

that, in order to perfectly eliminate the IPI, the multipath channel is assumed to be at least 
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invariant over one symbol duration, which is easily satisfied in the high-data,-rate UWB 

communications. 

. 
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Figure 4.5: (a), (b) are the received waveforms; (c), (d) are the correlator inputs; for the 
conventional and the proposed T R  systems, respectively 

To better examine our scheme's IPI cancellation mechanism and compare with the con- 

ventional TR scheme, Fig. 4.5 (a) and (b) plot two noise-free received waveforms for the 

two systems, respectively, using the same parameters, i.e. {N , ,  Vm, b y ) ) ,  as Fig. 4.4. The 

two systems are assumed to be under the same channel condition and the distance between 

the reference and the data pulses Td is less than the channel delay spread T,. Note that in 
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the convention T R  system, no orthogonal code is used and there is only one matched filter 

hy)(t). The outputs of the multipliers, which are also the inputs to the correlators, in two 

systems are shown in Fig. 4.5 (c) and (d), respectively. I t  can be seen that in our proposed 

T R  system, the MPCs share the same polarity determined by b r ) ,  thus can be coherently 

integrated for detecting the data; while the conventional T R  system suffers from the IPI 

and leads to  non-coherently integrating the MlPCs with different polarities. 

In summary, each of these M matched filters {hkc (t)lm = 0,1,. . . , M - 1}, coupled with 

hy)(t), forms a pair of said balanced matched filters. The mth pair of balanced matched filters 

is able to eliminate the IPI for the signals that have been transmitted using the code Vm. 

Furthermore, due to the orthogonality among different codes, the outputs of other matched 

filters, which are not matched to the code that has been used by the transmitter, simply 

become zero. This enables the M-ary orthogonal modulation. As mentioned early, if M = 1 

is used, no additional data bit will be sent. However, we still use a fixed code which meets the 

first design criterion for enabling the IPI cancellation mechanism. This special embodiment 

is referred to as Balanced T R  system, as compared to  M-ary orthogonal/Balanced T R  

system. 

4.3 Performance Analysis 

In this section, we provide a detailed performance analysis for the proposed system. Specif- 

ically, we compare the proposed T R  systems with the conventional T R  system in terms of 

the achievable information rate, subject to  a target BER. Analytical approach is adopted 

by deriving the symbol-error-rate (SER) or BER for the M-ary orthogonal codecl/Balanced 

T R  or the Balanced T R  system. Since there is no pure analytical solution for the channel- 

averaged SER or BER available, we will still use a semi-analytical/simulation approach to 

carry out our analysis. 

4.3.1 Derivation of SER 

Since the binary scheme is a special case of the bi-orthogonal scheme, we first derive the 

SER for an M-ary orthogonal/balanced T R  system. The BER expression for the balanced 

T R  system can thus be obtained by setting M .= 1 accordingly. The received signal for the 

i th symbol Bi, assuming the orthogonal code Wm has been used without loss of generality, 
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can be expressed as 

Then, the outputs of the matched filter bank c:an be written as 

where k = 0,1, .  . . , M - 1. Based on the assumption that Tf 2 NhTc + Td + Tm (i.e., 

assuming no IFI), the j th  frame's contribution Xj(t) has the expression 

where A(t) is the waveform correlation function, defined by A(t) = g(t) 8 wrec(-t), and the 

j th  frame's filtered noise is 

00 

n j  (t) = dj n(7) wrec(r - t - jTf - y T,) d7 

By substituting (4.13) and (4.14) into (4.8), the output of the kth integrator is of the form 

where we have omitted the summation limit for j and j' for notational simplicity. In (4.17), 

Jk is the desired signal term, whereas Nl and N2 represent the noise-times-noise and the 

signal-times-noise terms, respectively. It is eziy to verify that Nl and N2 are zero-mean 

uncorrelated random variables. The desired signal term 
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Note that blilNsj and bLi,lNs both equal to bi for all j and j ', respectively. By virtue of the 

zero-mean averaging due to the first code design criterion, i.e., 

- 0 ancl ): = 0, ) : v T / ~ ~ ~ ~  - 

j1 j 

as well as the code orthogonality due to the second code design criterion, i.e., 

where 6[n] = 1 if n = 0 and zero otherwise, tk turns out to be 

Note that, from (4.18) to (4.19), the lst ,  2nd and 4th terms in (4.18) have been averaged 

out. Next, the noise-times-noise term Nl is written as ' 

whose variance can be evaluated in Appendix 13.1 (with the constraint Td > 2Tc) as 

Recall that &(-) is the autocorrelation function of the received pulse w,,,(t). Finally, the 

signal-times-noise term of the kth integrator, denoted by N2,k, is written as 

Again, by virtue of the zeremean averaging, it follows that 
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where the 2nd and 3rd terms in (4.22) have been averaged out. Hence, the variance of N2,k 

can be evaluated in Appendix B.2 as 

a ; ,  = (1 + b[k - A(t) A(s) R , ( t  - s) dt ds. (4.24) 

Since the M-ary orthogonal coded/balanced TR signaling can be viewed as a bi-orthogonal 

scheme, if the composite of the two uncorrelated noise terms N1 and N2 can be modeled as 

a Gaussian random variable12 the SER is formulated as [36] 

where E{ZkZk,) = 0 (k # k' # m) and E{lZk(Zm - 5,)) = 0 because of a set of the 

orthogonal sequences (i.e., {Zk) are statistically independent), V m  denotes the mth code 

carrying additional log2 M bits via M-ary ortllogonal coded T R  signaling, and Q(x/a) = 

J," +(u/u) du for +(u/u) = l / m e x p ( - u 2  /%a2). By defining the equivalent output SNR 

for the desired signal as 
5% y = -- 

4 + 4 , m  ' 

the SER is further simplified into the form 

P(E) = 1 - [ 1 - 2&(fiz)IM-* +(z - A) dz Jd" 
where Q(x) and +(u) are obtained from Q(x/a) and +(u/a) by letting a = 1, arid 

because of a?,, = 2 in (4.24). Also note that the BER for the balanced T R  signaling is 

found in (4.26) by substituting M = 1. 

The final expression on P(E) in (4.26) does not depend on a specific delay 3-etween 

the two pulses, which implies that Td = AT, call be chosen to the minimum value Td = 2Tc 

(i.e., A = 2) for a maximum achievable data rate. Given the constraint Td 2 Z';, to have 

2 ~ n  fact, if the integration interval (i.e., Q) is sufficie~~tly large, NI approaches the Gaussian noise, while 
the linear filtered term N2 becomes Gaussian. Thus, the total noise N1 + N2 is approximately Gaussian. 
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zero IPI for the conventional T R  signaling, where Tf 2 ITc + Td + Tm > Tc + 2Tm with no TH 

shift assumed (i.e., Nh = 1) for a single-user TR, the information rate is ideally increased 

to - - 

R; = ( 1  + log, M ) R b  
Tc  + 2Tm 

for M-ary orthogonal coded/balanced TR signaling. 

4.3.2 Timing jitter 

In practice, the UWB pulse transmission suffers from timing jitter because of the very narrow 

pulses and the time dispersion of the pulse energy due to dense multipath. In this situation, 

we should take into account the random timing jitters resulting from clock in~t~ability and 

tracking errors [30], along with relative motion between transmitter and receiver. We use 

~j and ~j,d to represent the timing jitters of the filtered output and the Td secorlds delayed 

filtered output in j th  frame, respectively. Here, ~j and ~ j , d  are assumed to be uniformly 

distributed over a fraction of chip time Tc, i.e., [--KT~, KT,] for K < 1 and uncorrelated 

random  variable^.^ 
To analyze the effect of timing jitter on the SER performance, the filtered output and 

the Td seconds delayed filtered output, i.e., Xj(t)  and Xj,(t - Td) in (4.17) are inodeled as 

Xj(t - E ~ )  and X j f  ( t  - Td - ~ ~ 1 , ~ )  in characterizing the decision statistics {Zk). With non-zero 

timing jitters, there will exist residual IPIs due to imperfect cancellation which will degrade 

the system SER performance. 

First, the desired term tk in (4.18) consists of mean pk and zero-mean random variable 

tk,+ due to the residual IPI, where the latter is assumed to be Gaussian distributed for large 

values of N, [31]. Then, the mean and the variance of tk,+ are evaluated in Appendix B.3 as 

3 ~ f  the timing jitters appear partially correlated within a frame, the analysis made in this thesis will 
present somewhat optimistic results. 
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n - -- 
where p(t,  s) = A(t - E)A(s - E) - A(t - E) A(s - E) with 7 = E{X) for notational sim- 

plicity. Note that as E goes to  zero, lim,,o p(t,  s) = 0, which means lim,,o a; ,:,c = 0 (i.e., 

zero residual IPI). 

Next, the noise-times-noise term N1 remains statistically the same as that without timing 

jitter since the linear filtered noise nj(t) in (4.116) is a stationary Gaussian random process. 

Meanwhile, the signal-times-noise term N2 is zero-mean Gaussian but involves the excess 

variance due to the residual IPI, whose variance is evaluated (similarly in Appendix C) as 

In the above the mean-sense variance is given by (4.24) with A(t) and A(s) replaced by 

E[A(t - E)] and E[A(s - E)], that is, 

NOES &T &Tc 
b;, = { I +  d[k - n]} (7) 1 1 A(t - E) A(s - f)&(t - S) dt ds. (4.31) 

-Tc -Tc 

Note that if we let a& = b$,k + in (4.30) for the excess variance a;,, and let E go to 

zero, then lim,,o p(t,  s) = 0, leading to limE,a a:,, = 0 (i.e., zero residual IPI). 

Since the residual IPI is assumed to be Gaussian distributed, the SER with timing jitter 

can be found in (4.26), if we substitute 

for the two parameters p and y, respectively. Here, we have explicitly indicated dependence 

of the two parameters on a specific delay Td via the excess variances due to the residual 

IPI namely, o$k,c (Td) and a;,,(Td). With timing jitter, the maximum achievable iinformation 

rate, where (4.27) corresponds to  that for the single-user T R  with no timing jitter, is then 

determined as 

RB = (1 + log, M)Rb (4.32) 

for M-ary orthogonal codedlbalanced T R  signaling. 
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4.4 Performance Results 

Within this section only, we will refer to M-ary orthogonal coded/Balanced T l t  system as 

M-arylBalanced T R  system for notational simplicity. We have used the IEE:E 802.15.3a 

channel models [33] and without loss of generality, will only present the resu1t;s for CM1, 

which represents an LOS channel model. We will use the same discrete-time equivalent 

channel model as in Chapter 3. To verify the semi-analytical results we have derived in 

Section 4.3, we selected 100 best channel realizations of CM1 to get average SER or BER 

curves. For each channel realization, the total number of time bins is chosen to be 200 to 

capture most of the signal energy, as shown in Table 3.1. The received pulse is assumed to 

be the second-order derivative of Gaussian pul:je with a pulse width of 0.167 ns. The frame 

time Tf is selected accordingly to ensure zero IFI. Since our focus is to demonstrate the 

superior performance of our proposed system and to somehow simplify the simulations, we 

have chosen the integration time QT, = 50 chips over the entire considered input SNR range 

rather than optimizing it with respect to different input SNRs as mentioned in Chapter 3. 

First, the theoretical SER performance is validated in Fig. 4.6 for the M-arylBalanced 

Ns=4 (analysis) 

0-4 - Ns=l 6 (analysis) 

Ns=4 (simulation) 

* Ns=l 6 (simulation) 

4 8 12 16 20 
Eb/N0 (dB) 

Figure 4.6: SER versus per-bit SNR for the M-arylBalanced TR system. 
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T R  systems when M = logz N, = 2, 4 for Ns = 4, 16. It is seen that M = 4-ary scheme 

provides about 1 dB gain over binary ( M  = 2) orthogonal one in high per-bit :SNR region 

since the symbol SNR increases with M .  As the per-bit SNR decreases, we also observe that 

the cross-over occurs near 11 dB due to the high-order modulation, which is more sensitive 

to the noisy channel. To validate the analysis carried out in Section 4.3, we also present the 

simulation results which fit well the corresponding theoretical ones. 

4 8 12 16 20 
EdN, (dB) 

Figure 4.7: SER degradation with timing jitter:; for the M-ary/Balanced T R  syst.ems, when 
Td = 16 chips. 

Fig. 4.7 shows the receiver sensitivity to timing jitter for the M-arylBalanced TR 

systems, in terms of the SER with Td = 16 chips, when there is no timing jitter, 10% and 

20% (out of the chip duration T,) timing jitters. Considering that the typical ti~ming jitter 

in UWB systems is within 15 ps [30], our timing jitter cases provide meaningful results. I t  

is obvious that the performance degradation is considerably increasing with tinling jitter, 

which demonstrates that the timing jitter has an adverse effect on the performance of a 

short-pulse-based UWB transmission. Also, the processing gain (defined as the number 
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of frames per symbol x the number of chips per frame) is a main factor to mitigate the 

performance degradation caused by timing jitter. This can be proved by observing that when 

N, = 16, the M-arylBalanced T R  system performs much better than that when N, = 4, for 

both 10% and 20% timing jitter cases. We note that the theoretical framework developed in 

Section 4.3 is verified well by the simulations, where the results from analysis and simulation 

coincide. Therefore, the preliminary analysis of the receiver sensitivity using the framework 

will effectively enable us to optimize the key system parameters in a well-defined manner. 

M-aryIBalanced T'R 

4 6 8 10 12 14 16 18 20 
E I N  (dB) 

b 0 

Figure 4.8: BER versus per-bit SNR for the M-arylbalanced TR, balanced TR and the 
conventional T R  systems, when Td = 16 chips. 

We also investigate the BER performance of our proposed system via simulations. Fig. 

4.8 shows the BER performances of M-arylBalanced TR system, Balanced T R  system and 

the conventional T R  system for {N, = 4, M == 2) and {N, = 16, M = 41, respectively. 

Note that since the per-symbol energy E, rather than per-pulse energy E,,, has been used, 

increasing the number of frames N, per symbol, equivanlently the number of pulses per 

symbol, does not improve BER performance for the conventional T R  and Balanced TR 
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systems. As can be noticed, their BER curves corresponding to N, = 4 and N, = 16 

overlap with each other. In Fig. 4.8, Td is chosen to be 16 chips for all three systems. 

Compared to the channel delay spread T, = 20Ochips, there will be severe IPI between the 

reference and the data waveforms. However, using either M-arylBalanced TR. system or 

Balanced TR system, the IPI is fully eliminated as shown in Section 4.3. As a result, both 

M-arylBalanced T R  system and Balanced TIL system provide better BER performances 

than the conventional TR system over the entire SNR region, except that M-arjrlBalanced 

T R  system performs worse than the other two at very low SNR range (below 6 dB) due to 

high order modulations. 

Figure 4.9: BER versus per-bit SNR for the conventional and M-arylBalanced TR systems 
with respect to Td, for N, = 4 ( M  = 2), when there is no timing jitter. 

In Fig. 4.9, we investigate the performance behavior of the conventional T R  wiith respect 

to the time delay Td, in order to show how the IPI affects the performance of the conventional 

T R  system, thus highlights the advantages of our proposed system. Therefore, in Fig. 4.9, 

we also include the BER performance of the M-arylBalanced T R  system. Note that since 
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the proposed M-ary/Balanced T R  system is able to  fully eliminate the IPI, its performance 

remains unchanged for different values of Td. Hence, we have only provided one BER curve 

for Td = 16 chips and the other BER curves .will actually overlap with this curve. From 

Fig. 4.9, several observations can be easily made. First, the BER performance of the 

conventional T R  system is severely degraded ;as Td decreases, because the IPI is growing 

inversely with Td. To the contrary, our proposed system is robust against the changes in 

Td. Second, it is interesting to see that the BER of the conventional T R  does not degradate 

much as Td decreases from Td = 200 chips to Td = 64 chips. This means in the conventional 

T R  system, separating the reference and the d,ata pulses at a distance larger than Td = 64 

chips, equivalent to about 10 ns, only leads to i~egligible BER improvements, because most 

channel energy arrives within the first 10 ns. 

Figure 4.10: BER versus per-bit SNR for the conventional and M-ary/Balanced 'TR systems 
with respect to Td, for N, = 4 ( M  = 2), when tlnere exists 10% timing jitter. 

In Fig. 4.10, we examine the BER performances of the M-ary/Balanced T R  and the 

conventional T R  systems, when there exisits 10% timing jitter, with respect to different 
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values of Td. As mentioned in Section 4.3, in the presence of timing jitter, t,he IPI can 

not be perfectly cancelled out even with the M-ary/Balanced TR system. However, our 

simulation results show that the BER performances of the M-ary/Balanced TR, system do 

not change with respect to Td. So, we only provided one BER curver correpsonding to 

Td = 16 chips as in Fig. 4.9. As can be seen from Fig 4.10, the per-bit SNR gain of the 

M-ary/Balanced T R  over the conventional TR (at the target BER of lop2) is reduced for 

all delays Td. In addition, the M-arylBalanced TR performs worse than the conventional 

T R  when Td > 64 chips. This is mainly because the residual IPI degrades the performance 

of high-order modulation systems (our proposed T R  system) more than it does the binary 

modulation scheme (the conventional T R  system). 

Another important characteristic of our proposed system is the information rate increase 

it has provided. In Table 4.1, we present the achievable information rate increase offered 

by M = 2-ary/Balanced T R  system with Td = 2Tc, relative to the conventional TR system 

with different values of Td. It is obvious that we can trade the per-bit SNR g;ain with a 

Table 4.1: Information rate increase offered by M = 2-ary/Balanced T R  system relative to 
the conventional TR whose delay Td varies frorn 2Tc to T, = 200Tc (target BER lop2). 

higher information rate, for instance, about 3 times higher information rate increase (i.e., 

2.95Rb) at 1.13 dB gain, compared to the rate increase by Rb at 2.74 dB gain when there 

is no timing jitter. With 10% timing jitter, the proposed T R  scheme is slightly worse than 

the conventional TR, with a per-bit SNR penalty of -0.68 dB at  a 2.95Rb data :rate; while 

performs better at a Rb data rate by providing a per-bit SNR gain of 1.97 dB. Thus, the 

proposed M-ary balanced T R  systems provides: a useful design trade-off between the data 

rates and SNR gains. 

Td 

Info. rate increase 

SNR gain in dB 
(no timing jitter) 

SNRgainindB 
(10% timing jitter) 

2Tc 

Rb 

2.74 

1.97 

16Tc 

1.14 Rb 

2.64 

1.79 

32Tc 

l.30 Rb 

1.79 

0.97 

64Tc 

1.61 Rb 

1.31 

-0.56 

128Tc 

2.24 Rb 

1.15 

-0.62 

20057 

2.95 Rb 

1.151 

-0.68 
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4.5 Conclusion 

In this chapter, we have introduced a novel M-ary orthogonal coded/Balanced T R  system in 

which the inter-frame interference can be avoided because the frame time can be prolonged 

due to M-ary signaling as far as the required information rate is achieved. Based on this 

signaling approach, the inter-pulse interference has been fully eliminated by using balanced 

matched filters, which subtracts out the overlapped portion between multipath-delayed tail 

of the reference pulse and the subsequent information-bearing data pulse. Tlhe effective 

suppression of the IPI has been validated through the theoretical analysis and simulations, 

performed even in the presence of timing jitter. Especially, the maximum achievable infor- 

mation rate increase that results from using a shorter time delay between the two pulses, is 

evaluated under a theoretical framework developed to derive the SER for the M-.ary orthog- 

onal code/Balanced T R  system, both without and with timing jitter. It  has been shown 

that the usage of the proposed TR system can result in significant information rate increases 

even at a lower transmit power, while maintaining its superior BER performance compared 

to the conventional TR system. It is to be noted that the performance improvements are 

achieved with a modest increase in the system complexity, i.e., additional matc.hed filters. 

However, as can be seen from the performance results we have presented in th.is chapter, 

the proposed system have already promised considerable information rate increase and BER 

improvements, with only slightly increased syst,em complexity, e.g., M = 2. 



Chapter 5 

Conclusions and Future works 

5.1 Conclusions 

In the first part of this thesis, we developed a theoretical framework to analyze the perfor- 

mance of a UWB Rake receiver in the presence of both multipath and multiuser interference, 

in terms of its channel-averaged output SINR. The closed-form expression we have derived 

incorporated all the channel model parameters and can thus be used to directly examine 

or compare the performances of UWB Rake receivers in different indoor environments, i.e., 

CM1 to CM4. We also found that without much changing the essence of the IEEE 802.15.3a 

channel models, the derivation of a closed-form expression for the channel-averaged BER 

is intractable. In addition, using the developed theoretical framwork, we were also able to 

analyze the channel-averaged SINR for a UWB-TR system. A direct application of our 

work is to analytically determine the optimum integration interval for a UWB-TR receiver, 

which was usually done via simulations. Besides, we have examined the dependency of the 

optimum integration interval on the input SNR as well as multiple access interference. In 

either case, our analytical work is able to directly determine this optimum integration time 

without resorting to tedious simulation works. 

The performance results presented in the first part of this thesis suggested th(2-t the per- 

formance degradations associated with T R  system have to be considered before it is widely 

adopted for indoor high-data-rate UWB communications. Consequently, the second part of 

this thesis focused on how to improve the performance of a UWB-TR system. Specifically, 

we proposed a novel M-ary orthogonal coded/Balanced TR system. It has been shown, 

via both analyses and simulations, that the proposed system is able to fully eliminate the 
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inter-pulse interference occurred when the reference and the data pulses are separated at a 

distance less than the channel delay spread. This is especially important when UWB-TR 

is applied to high-data-rate communications. The performance comparisons between the 

proposed TR system and the conventional TR system showed that, the proposed M-ary 

orthogonal coded/Balanced TR system can operate at higher information rates even with 

lower transmit power, while maintaining its superior BER performance over the conven- 

tional TR system. We have further investigated both systems' performance in the presence 

of timing jitter. It has been shown that, when there exists timing jitter, the proposed system 

has a more stable performance with respect to different information rates. Compared to 

the existing method combating the inter-pulse interference, i.e., maximum likeliihood tem- 

plate estimation, our proposed system has a much lower complexity, while achieving higher 

information rates. 

5.2 Future works 

The research work included in this thesis can be extended in several ways. First, considering 

that an exact closed-form expression for the channel-averaged BER of a UWB Rake receiver 

is not derived, there may exist possible appro.ximations which can somehow simplify the 

analysis. This approximation has to start with an effective but practical approximation to 

the underlying IEEE 802.15.3a channel models. Specifically, on the one hand, it should 

simplify the derivation and lead to a tractable expression of the probability density function 

for the combined channel gain coefficient mentioned in Chapter 3. On the other hand, it 

should not affect the major characteristic of the well-defined channel models, such as double- 

Poisson arrival models for the MPCs. If these are possible, we will be able to statistically 

characterize the finally decision statistic and finally derive the channel-averaged BER. 

In this thesis, we have examined both UWB Rake receiving and T R  systems' performance 

based on a discretized channel model. This charinel model is accurate when the pulse width 

is very small, e.g., 0.167 ns as used in this thesis, since the pulse overlapping phenomenon 

is not that serious. However, when the pulse width is larger, e.g., greater than 0.5 ns, 

there will be severe pulse overlappings and the resulting pulse distortions. In this case, the 

assumption that the MPCs are resolvable at the UWB Rake receiver is not accurate and 

the system performance results will be different. In addition, when there is pulse distortion, 

it is impractical to use one template for all Rake fingers. Therefore, performance analyses 
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taking these into account can provide more realistic and meaningful results. 

Another future research direction could be analyzing the multiple access performance 

of our proposed M-ary orthogonal coded/Balanced TR system. In a single-user scenario, 

our proposed system fully eliminates the IPI and can operate at higher inform.ation rates 

by separating the reference and the data pulses at a much shorter distance. IIowever, in 

multiuser scenario, the interfering user signals may lie in the overlapped portion of the 

reference and the data waveforms, which causes most of the channel errors, and hence it 

is desired to properly choose an optimum delay between the two pulses, so as to minimize 

the effect of MAI, while providing as high information rate as possbile. For this, an exact 

analysis of the MAI, showing how it is depend.ent on the delay between the reference and 

the data pulses, is necessary and will be one of our future research topics. 



Appendix A 

A. 1 Evaluation of pin) 

Case 1: for q = 1, we always have the first cluster ( I  = 0) arrived in the first time bin. The 

probability that this cluster has a ray contribution to the nth time bin is calculitted to be 

Case 2: for 2 < q < n - 1, the probability that the qth time bin has a ray contribution 

to the nth time bin can be derived in a similar way as 

Case 3: for q = n, the probability P,(.) is equivalent to the probability aF a cluster 

arrival, which is PC. 
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A.2 Evaluation of average path energy E { A ~ ) ~ }  

Consider the first cluster in the first time bin (rl = 0) that occurs with probability one, 

then we have 
2 

E{A(,") ) = R,,. 

For the time bins other than the first one, due to our mathematical modeling, the (n - 1) 

preceding time bins may contribute ray components to the nth time bin. In addition, the 

nth time bin may have a cluster contribution to itself. Fig. A . l  illustrates one possible 

channel realization for the nth time bin, in which ,Bpi represents the MPC in the nth time 

bin contributed by the qth time bin, along with p$i equiprobably taking on the value of 

&I. 

I I I I . .  ., I . .  . I 

P:?P:~ 

(9- (v) (v) (4 (v) (v) (v) 
A" -P", I I+P~,~P~,~+P~.,~P~,~ 

Figure A.l:  One possible channel realization for nth time bin in the discrete-tirne channel 
model. 

We can see that, in Fig. A . l ,  the first and third time bins have ray contributions to 

the nth time bin, and the nth time bin has a cluster contribution to itself. R,ecall that, 

in the discrete-time channel model of (3.2) the combined channel coefficient A!?) denotes 

the sum of the channel coefficients of all the MPCs in the nth time bin and this accounts 

for any possible cluster overlapping, which is an important channel characteristic of IEEE 

802.15.3a channel model, especially for the NLOS channel models CM2, CM3 and CM4. 
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Consequently, by defining 

1, if the 9th time bin has a MI'C contribution to the nth time bin ut; = 
0, otherwise, 

(-4.4) 

the combined channel coefficient A?) can be written as 

2 
When taking the expectation for A?) , we can use the similar relation as given in (3.12) 

and all the cross-terms will disappear, leading to 

where the probability of u$; = 1 is simply PP), which is given by the lemma .L in (3.15). 

Furthermore, according to the IEEE 802.15.3a channel model [33], we have 

Substituting (3.15) and (A.7) into (A.6), then combining with (A.3), we will finally obtain 

(3.16). 

A.3 SNR and SINR for UWB-,TR systems 

A.3.1 Average SNR for single-user UWB-TR system 

The decision statistic of a single-user UWB-TR system, defined by (3.20), can be rewritten 

as 

z(l) = J + ivl + N2 (-4.8) 

where the three terms of right-hand side represent the desired signal, noise-tirnes-signal, 

noise-times-noise, respectively. The desired signal energy is easily evaluated as 

IE{J} l 2  = N,~E;, [G(L) (Q)] . (-4.9) 
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It is easy to show that N1 and N2 are zero-mean and independent of each other. Further- 

more, the variance of Nl is easily evaluated to be 

As for the noise-times-noise term, the autocorre:lation function rn(r )  for the front-end filtered 

noise can be expressed as 

r, (T) = No Wsinc (2 W-r )  . (A.ll) 

According to [37], the variance for the noise-tirnes-noise term can be calculated as 

Tcorr 
(2-Lorr - 7) 7.; (7) dT. 

Substituting (-4.11) into (A.12), we obtain 

Tcorr 
a$2 = 2NSN,2 w2 1 (Tcorr - T) sinc2(2 WT) d~ 

2WTcorr 2WTcorr 
= NSN? w ~ c o r r  1 sinc2 (t) dt + - N, N: 1 tsinc2(t) di!. (-4.13) 

2 

Typically, WTcorr is very large, in which case the first term in (A.13) can be approximated 

For the second term in (A.13), we can bound it as 

1 = ~N,N: + -N,N~WT~~,. 
2 279 

(A.15) 

Comparing the dominant term in (A.15) with (A.14), ure find that (A.14) is about 10 dB 

larger for a typical range. Hence, we can simply ignore the second term in (-4.131, resulting 

in 
1 

a - N, N: WTmrr. 
2 

(A. 16) 

Combining (A.9), (A.lO) and (A.16), we will finally derive (3.22). 
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A.3.2 Average SINR for multiuser UWB-TR system 

The decision statistic can now be rewritten as 

where the three extra terms N3, N4 and N5 represent MAI-times-signal, MAI-times-noise 

and MAI-times-MA1 terms respectively. Note that in [14], the authors have derived the 

expression for SINR, given one particular channel realization. We refer to  the [I$, eq. (21)], 

by applying our framework, and will easily derive the second-order moments of ,V3, N4 and 

N5 as 
1 (1) $) = 4 ( N u - 1 ) ~ s ~ i ~ ( ~ ) ~ 7  G ( ON3 (A. 18) 

+ A*' J_:I~ R ~ ( x )  dxdy + Q (O)(Q - 2lTc . I 
Note that (A.20) has ignored the self-MAI-times-MA1 term. Finally, combining (A.9), 

(A.10), (A.16), (A.18), (A.19) and (A.20), the channel-averaged SINR in (3.26) follows. 



Appendix B 

B.l Evaluation of 0: in (4.21) 

The second-order moment of Nl can be formulated as 

where we have used E[nj (t)nj (s)njt (t - Td)nj' ( s  - Td)] = E[nj (t)nj (s)] E[ny (t - Td)njl (s  - 

Td)], provided Td > 2Tc. This is due to the following: i) if j is not equal to j ' ,  nj(t)  and 

njt (t - Td) are independent as long as Td 2 T,, since the filtered noise has k3 (7-1) = 0 when 

T > T,, given the signal bandwidth is on the order of T;'. So are nj(s) and :rzj!(t - Td) 

when t  and s are confined to the interval [Td - Tc,Td + QT,]. ii) if j = j', as long as 

Td > 2Tc, it is easy to show that E[nj(t)nj(s)nj(t - Td)nj(s - Td)] has only the term 

E[nj(t)nj(s)]E[nj(t - Td)nj(s - Td)] left and all other terms become zero. Therefore, it can 

be written from (4.16) as 

where we have assumed n(t) to be the Gaussian noise input to the filter.' and defined 

n 
g j  ( t )  = djwr,,(t -- jTf - cjTc) P.3) 

'1f the RF front-end filter is applied as in Chapter 3, this noise model will not be accurate. 

65 
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Now, if the free variable T is shifted by Ti as T + T + Td and also do the changes of 

variables inside the brackets, the above expression on 0.f can be rewritten as 

x wrec(r - s - jTf - cjTc)wrec(.i - s - ji'Tf - cjrTC) dt ds d~ d.i. I (B.4) 

Further, changing the variables as u = T - jTf  - cjTc and v = .i - jlTf -- cjrTc and 

interchanging the order of integration, we obtain 

~ i ( t  - .s) dt ds. 

B.2 Evaluation of 0 2 2 , ~  in (4.24) 

Similarly as in Appendix B.1, we obtain 

where, in evaluating E{N$,k) for N2,k in (4.23), the croscs-terms have been averag:ed out due 

the zero-mean averaging. Hence, by (4.16) and (B.3) 

For the second term g j ( ~  - t )g j ( r  - s)  above, we substitute T + T +Td, and then do the 

changes of variables inside the brackets, can be evaluated as 
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Similarly, doing the changes of variables as u == T - jTf - c j T c  and interchanging the order 

of integration, we obtain 

B.3 Evaluation of pk and o& in (4.28) and (4.29) 

With timing jitters, the desired term Ek in (4.18) can be expressed by 

First, the mean pk of Sk is due to the 3rd term above because the other terms are averaged 

out due to the balanced TR signaling, if the timing jitters ~ j ,  and ~ j , d  for all j and j' can be 

modeled as uncorrelated when clock instability and tracking errors exist. Thus, pk simply 

reduces to (4.28). 

Next, the excess variance ozk,E of where Ek = pk + Ek,&, is evaluated by taking the 

second-order moment of each term in (B.lO) because the cross-terms are mean zero with 

respect to ej,d and ~ j t .  If we consider the second-order moment of the first tern1 in (B.lO) 

can be expressed as, 

Here, the term within first brackets is rewritten as 
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where the last term again becomes zero due to the balanced TR signaling. Similarly, con- 

sidering the second-order moments of the remaining terms in (B.10), the final expression 

can be found as given in (4.29) after a few straightforward mathematical manipulations. 
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