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Abstract 

Wearable in situ multi-axis motion tracking with inductive sensors and machine learning 

is presented. The production, characterization, and use of a modular and size adjustable 

inductive sensor for kinematic motion tracking are introduced. The sensor was highly 

stable and able to track high frequency (>15Hz) and high strain rates (>450%/s). Four 

sensors were used to fabricate a pair of motion capture shorts. A random forest machine 

learning algorithm was used to predict the sagittal, transverse, and frontal hip joint angle 

using the raw signals from the sport shorts strain sensors during running with a cohort of 

12 participants against a gold standard optical motion capture system to an accuracy as 

high as R2 = 0.98 and an RMSE of 2° in all three planes. This present study provides an 

alternative strain sensor to those typically used (piezoresistive/capacitive) for soft 

wearable motion capture devices with distinct advantages that could find applications in 

smart wearable devices, robotics, or direct integration into textiles. 

 

Keywords:  inductive sensors, kinematic tracking, soft sensors, smart sensors, 

wearable device 
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Chapter 1.  
 
Introduction 

1.1. Background 

Demands and benefits in monitoring human-body extremities have been 

increasing in recent years. Running has been one of the most popular physical activity 

among individuals [1], [2]. This growth might explain the increased scientific interest in 

studying performance characteristics of recreational and master athletes [3]. With the 

growth of the population of runners, there has also been a significant increase in reports 

related to preventable running-associated injuries [4], [5]. There have been studies 

showing that running performance can be enhanced using specific running techniques 

related to lower body kinematics[6]. Optical motion capture systems (OMCs) can monitor 

human body kinematics in lab environments but are not suitable for outdoors and in larger 

areas. This could be the potential room where wearable technologies can be developed 

and utilized to monitor lower body extremities not only in lab environments but also 

outdoors. 

Sport-related injuries could be highly associated with kinetic as well as kinematic 

variables during running. Kinetic variables such as peak braking force (PBK) were found 

to be related to a significantly larger injury hazard ratio among female recreational runners 

and need to be reconsidered for gait retraining interventions [5]. In another study, a major 

reduction of PBK variable was obtained by a combination of an increase in the step 

frequency and a decrease in the step length. A technology sufficiently lightweight and 

affordable can be developed that could provide all or part of the biofeedback needed, 

usable through everyday activities such as outdoor running. 

Running induced fatigue, as an essential component, can have considerable and 

observable effects on three-dimensional lower extremity joint movements.  A study was 

carried out that targeted monitoring the changes in non-sagittal lower body joint angle 

kinematics during a 10 km treadmill run with near-maximum effort [6]. Comparing the final 

10 km with the initial 0 km measurement, peak deviation of 3°, 3.5° and 5° for the hip 

(more abduction) and knee (more abduction) and ankle (more eversion) were observed. 
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It was concluded that running with a more abducted knee joint and with higher demand 

for hip abductor muscles in the unfatigued state was correlated to more significant fatigue-

inducted changes of joint kinematics at the two joints [6]. 

Wearable electronics have been increasing in popularity—including both 

commercial products and peer-reviewed reports—as the advancement of materials, 

electronics, and printed circuit boards (PCBs) allows a decrease in size, seamless 

integration, and improvements in performance [8]. Wearable electronics can provide 

useful of data such as, but not limited to, pressure [9], biosignal [10], biochemical [11], and 

strain [12] [13] that can be used to provide users with a variety of metrics. Textile based 

sensors have been developed to track strain [13], [14] and pressure [9]. Electromagnetic 

tracking [15] and optoelectric motion capture (OMC) systems [16] are capable of providing 

accurate kinematic human motion data, which may be used to prevent injury [7] and 

enhance performance [17]. OMC systems are only able to provide accurate information 

under certain conditions—typically limited to specific spaces and line-of-sight 

requirements. Factors such as marker influence on user movement, requirement for 

expensive, sophisticated hardware, precise marker placement, and marker movement 

during use can decrease the accuracy of the OMCs [18]–[20]. The spatial limitation of 

motion tracking systems reduces the ability to use these systems to track everyday 

activities where they could be highly useful for sports, rehabilitation, and occupational 

settings. Two alternatives include inertial measurement units (IMUs) and flexible strain 

sensors (i.e. resistive, capacitive, and inductive), both of which are not spatially limited. 

1.2. Motivation and objective 

Inductive-based strain sensors have also been used to estimate [21], [22] and 

classify [23] human body motion in one plane, however, there have not been  numerous 

works to monitor the human body motion in multi-axis using these sensors. Inductive 

sensors offer their overtime signal stability and configurable sensitivity, which can 

potentially be highly preferred over other wearable motion capture systems. This thesis 

aims to develop an inductive-based strain sensor, using low-cost available materials 

requiring no chemical processes which offer reproducibility. The performance of the 

fabricated sensor under various active and passive tensile tests is to be studied. Finally, 

a commercially available sports garment is equipped with four inductive sensors to track 
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hip joint angle during running using a machine learning technique. As a result, the 

objectives of this thesis are listed as follows: 

1. Fabrication of a soft spring-inspired inductive-based soft strain sensor requiring 

inexpensive materials. 

2. Characterization of the strain sensor for generic strain monitoring tests. 

3. Preparation and evaluation of a pair of smart sports shorts for monitoring hip joint 

angle in 3-dimensions using only four strain sensors. 

1.3. Scientific Contributions 

The results of this research led to the following academic journal publication and 

provisional patent: 

• M. Tavassolian, Dr. T. Cuthbert, Dr. C. Napier, Dr. J. Peng, Prof. C. Menon, 
“Textile-Based Inductive Soft Strain Sensors for Fast Frequency Movement and 
their Application in Wearable Devices Measuring Multiaxial Hip Joint Angles 
During Running”, Advanced Intelligent Systems. DOI: 10.1002/aisy.201900165 

• C. Menon, M. Tavassolian, A.G. Patiño, “Measurement Apparatus and Method 
For Monitoring Physiological Signs“ 

1.4. Thesis outline 

Chapter 2. In this chapter, a literature review was conducted on in-lab motion 

capturing systems as well as alternative wearable devices. Advantages and shortcomings 

of optical and electromagnetic motion capturing systems as well as wearable alternatives 

such as IMU and textile based were described based on some previous works available 

in literature. 

Chapter 3. This chapter includes a literature review conducted over different 

strain-based wearable sensors based on their nature of operation (resistive, capacitive 

and inductive) and includes previous works attempted for tracking human body kinematics 

using resistive and capacitive strain sensors. This chapter is concluded by mentioning 

important requirements for strain sensors. 
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Chapter 4. This chapter provides information about fabrication process of the 

proposed inductive sensor which required an in-house built spur machine and cheap 

available materials avoiding any chemical procedures. The sensor’s principle of operation 

was explained and two mathematical formulae for calculating sensor’s signal were 

derived. Finally, a comprehensive set of tensile tests were conducted on the fabricated 

inductive sensor illustrating a thorough insight about various aspects of the sensor’s 

performance.  

Chapter 5. In this chapter, a smart sport compression shorts were prepared using 

the fabricated inductive sensor to measure hip joint angle. The reference hip joint angle 

measurement and the machine learning technique used for mapping sensor’s raw data to 

hip joint angle were explained. Finally, the performance of the smart prototype was 

evaluated by running a cohort test among 12 healthy participants whose hip joint angle 

were measured and used for evaluation of the wearable system.   

Chapter 6. This chapter concludes the thesis by discussing how the objectives of 

this research work were achieved. 
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Chapter 2.  
 
Literature review 

2.1. In-lab motion capturing systems 

Optical motion capturing systems can track the position of reflective markers in a 

limited space with less than one-millimetre accuracy (number of cameras, size of markers, 

etc. affect the accuracy). With the option of using reflective makers of variable size for 

different purposes, it is possible to measure and track human kinematics with high 

accuracy [24]. Given the sufficient accuracy and precision of such systems, they are often 

used as ‘ground truth’ source of data in the? kinetic and kinematic analysis [16]. However, 

there are factors associated with limitations of such systems to be used in everyday 

activities, such as spatial limitations, sensitive marker placement procedures and price. 

By placing makers on studied anatomical landmarks, it is possible to construct a 

3D model of different body segments, such as pelvis, shank, spine, etc. and track kinetic 

and kinematics variables during different activities. In a study, by placing reflective 

markers on 22 participants running on a 25 m runway at a speed of 3.5 m/s, it was possible 

to analyze their kinematic variables and the gender differences between male and female 

participants [25]. Although sufficiently accurate and valuable can be extracted from such 

systems that could lead to a lower risk of injury during running, they cannot be used by 

individuals, due to affordability as well as spatial limitations. For instance, multiple Infrared 

cameras have to be placed at fixed and stationary locations to track the reflective markers 

aside from the high cost of the motion capture systems, which are complex to use and 

need training sessions in advance. 

Electromagnetic measurement systems (EMS) detect the unknown positions of the 

measurement transponders, using the time-of-flight of electromagnetic waves [26]. 

Despite offering a larger capture volume, EMS provides  less accurate measurement and 

tracking compared to image processing systems (IMS) [26]. They do not require line-of-

sight for measuring the position of transponders. However, their size of components 

needed during the measurements aside from electromagnetic noises and disturbances 

that might exist in the operating environment makes them inconvenient to be used in 

everyday activity as well as during athlete training or sports sessions. 
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Image processing systems (IMS) are generally more accurate than EMS, as well 

as offering a larger capture volume compared to OMC [26]. In IMS, RGB cameras are 

used to detect markers position in a 2D array of pixels, while in OMC, infrared cameras 

are used to detect the position of reflective markers in 3D. Using extensive software 

analysis, each frame of video captured are analyzed in order to obtain positions of parts 

of interest. This marker-less tracking systems can be used to detect events [27]. Using a 

Kinect camera, a 3D model of the human body was constructed, requiring no markers 

while using open-source software [28]. Image processing has some drawbacks as well, 

such as extensive computational resources demanded by the software which might not 

allow real-time operation in addition to the effect of number of cameras on the accuracy 

achieved [26], [29]. The most crucial limitation this system offers is the immobility of the 

cameras, i.e. in addition to costly computational resources required, cameras must be kept 

in place. 

2.2. Wearable systems 

2.2.1. IMU-based motion capturing systems 

Inertial measurement units (IMUs) have been used frequently to provide 

orientation, angular velocity, and acceleration data in different axes with gyroscopes, 

magnetometers and accelerometers, respectively. IMU’s have been used previously to 

measure lower extremities gait parameters [30]. However, significant performance 

limitations have been reported when using IMUs during long, fast, and complicated 

movements [30]. Additionally, the estimation of IMU orientation using magnetometers is 

affected by ferromagnetic disturbances that can lead to a reduced accuracy in 

measurements [31], [32]. 

It is possible to use only IMUs using sensor fusions algorithms such as Extended 

Kalman Filter to monitor and track lower body joint movements. In a study, multiple IMUs 

were used to measure movements of joints such as hip, knee and ankle of twenty-eight 

healthy participants when performing bilateral squats, single-leg squats and 

countermovement jumps [33]. It was possible to obtain an accuracy of below 3° compared 

to OMC measurements. In order to exclude the possible errors in the IMU-driven data 

based on different coordinates systems as well as the calibration process, the 

biomechanical model [34] and IMU-to-segment calibrations were calculated using OMC 
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data [33], [35]. In other words, in order to achieve a higher accuracy of measurement, 

OMC data was required for each participant. Additionally, the initialization of IMU-based 

kinematics estimation required OMC system’s data [33].  

In another study, full-body motion analysis was conducted comparing an IMU-

based system and an OMC system which aimed to determine the technological error, 

biomechanical model differences between the two systems as well as evaluating the effect 

of task complexity and duration on the accuracy obtained [30]. Although this study 

concluded that the duration and complexity of a task affect the accuracy comparing the 

IMU-based system with an OMC system to some extend (no more than 2°), the definition 

of local coordinate systems, comparing the two systems, was found to be the most 

influential [30] [36].  

Although IMUs are highly portable devices, compared to OMC, EMC and IMC, they 

might not be suitable for in situ kinematics monitoring in ergonomics [30] as well as sports 

applications due to their analysis error and their signal drift. Bias instability noise—as one 

type of technological error associated with gyroscopes—becomes a dominant orientation 

error component after less than ten seconds of integration time [37]. 

Gyroscopes—sensitive to vibration shocks [38] , which typically occur when feet 

hit the ground—can affect the accuracy of certain joints [30]. Additionally, due to fixation 

to the surface of the skin, the IMU signal might be subject to soft tissue artifact [20], which 

would affect the validity of the measurement of the underlying bones and joints. Given the 

mentioned limitations and other reported works [36], [39], joint angles measured by IMUs 

and an OMC were reported to be poorly correlated for the hip frontal plane [39]. 

2.2.2. Textile-based motion capturing systems 

Flexible strain sensors are a possible alternative solution for human motion 

monitoring, which has been conducted and investigated for lower body monitoring [40]–

[42] as well as upper body [43], [44]. When wearing tight-fitting garments, it is possible to 

associate the strain applied to the garment during some activity with one or more joint 

angles. This correlation can be used to output joint angles in at least one dimension, and 

the accuracy, durability and repeatability of such systems can be profoundly affected by 

the type and the number of strain sensors used.  
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In a study using OMC, strain values and patterns were obtained on a full-body 

stretchable cat-suit, targeting to classify upper body postures [44]. After determining the 

number and location of to-be-placed resistive strain sensors, it was possible to classify 

body posture out of a total of 27 complex classes, using a total of 21 resistive-based strain 

sensors. After obtaining a high classification accuracy of 0.97, it was shown that complex 

strain patterns could be associated with motion and posture [45]. 

In a detailed study, a total of 18 resistive-based sensors were incorporated in a 

sleeveless shirt to estimate tri-axial trunk motion angles during complex movements [43]. 

In this study, angle estimation in three planes was found to be below 4.26°. Although it 

was shown that the results obtained demonstrated the feasibility of using smart textiles to 

capture complicated movements, but it is essential to investigate if it is possible to build a 

system using similar sensors that are capable of accurate estimation of movements using 

a smaller number of sensors significantly. 

A cohort investigation was carried out to estimate lower body joint movements in 

all planes using resistive sensors, achieving an accuracy of less 2.2° (RMSE), during five 

different speeds of running [46]. Resistive sensors can experience signal drift [43], [47], 

[48], which might not allow them to be used for long-term applications, which will be 

discussed in more detail in the next chapter. 
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Chapter 3.  
 
Wearable strain sensors background 

3.1. Wearable strain sensors 

Wearable strain sensors are popular for monitoring human motions in daily 

activities as well as in sport due to comfortability and stretchability [49]. Following are the 

three types of strain sensors studied so far: 

3.1.1. Resistive-based strain sensors 

Piezoresistive strain sensors—these can be comprised of composites combining 

thermoplastic elastomers or elastic thermosets and conductive materials such as carbon 

nanotubes [50], polymers [51] and ionic liquids [52]—are relatively common and the most 

straightforward systems for signal analysis (voltage reading). Upon applying strain 

(changing the sensor’s length), the resistivity of the sensor changes, and by placing the 

sensor in a simple voltage reading circuit, the sensor’s signal can be obtained. Despite 

their low cost of production, low power consumption and non-sophisticated signal 

processing, most of the piezoresistive sensors rely on a mechanism of sensing, which is 

destructive. The piezoresistive mechanism—disconnection-reconnection of conductive 

pathways within the composite or the formation of cracks—are susceptible to irreversible 

signal drift and non-linear response to strain [49]. 

3.1.2. Capacitive-based strain sensors 

Capacitive sensors are less common, more complex to fabricate, and require more 

advanced signal conditioning [53], [54] , but are advantageous since they rely on 

geometric changes to modulate the capacitance signal. Piezoresistive and capacitive 

sensors have been produced in both patch and fibre morphologies, increasing the ability 

to incorporate them seamlessly into textiles and garments. Capacitive sensors do not rely 

on a piezoresistance (although this can affect the resulting signal [53]), but a change in 

geometry. Capacitive sensors require specialized methods and materials for fabrication 

that may not result in scalability [55]. The advancement of piezoresistive and capacitive 



10 

sensors have included specialized manufacturing techniques, high-performance (and 

costly) conductive materials and unique layered architectures. 

3.1.3. Inductive-based strain sensors 

Inductive-based strain sensors commonly consist of a conductive material forming 

at least one loop embedded/integrated within a non-conductive but stretchable material. 

Alternatively, these types of soft strain sensors do not require specialized materials or 

synthesis and can be produced with conductive wire or thread. During strain or 

deformation of the conductive loop, the inductance of the sensor changes due to 

deformation in geometry of the conductive loop. Inductive strain sensors have the 

advantage of signal stability because they do not rely on any polymer-related properties 

(compared with piezoresistive and capacitive strain sensors). Since inductance is a 

property related to the magnetic field strength of conductive material, electromagnetic 

noises and disturbing interferences can affect the signal obtained. In order to achieve a 

sufficient signal with excellent signal stability, inductive sensors can encompass large 

areas, use multiple coils and change the magnetic permeability of the material [21]. 

Textile-based inductive sensor technology has a discounted value compared to 

piezoresistive and capacitive sensors and has yet to be used for multi-axis kinematic 

motion tracking [43], [56].  

3.1.4. Existing inductive-based strain sensors 

Previously, wearable inductive-based motion tracking sensors have been 

developed by enclosing an area with conductive thread or wire and have been used to 

track motion in a single axis including joints such as the elbow or knee [21], [23], body 

posture [57] and skin deformation [58]. The sensing mechanism of an inductive sensor 

relies on a change of geometry; when loops have created the change in area results in a 

change in inductance. Inductive sensors have the advantage of signal stability over 

prolonged periods since they do not rely on any specific polymer-related mechanical 

properties (compared with piezoresistive and capacitive sensors). To achieve a sufficient 

signal with high sensitivity inductive sensors can encompass a larger area, use multiple 

coils [21], [58] and change the magnetic permeability of material used in the sensor [21]. 

Textile-based inductive sensor technology seems to be under represented compared to 

the more popular piezoresistive and capacitive sensors and has yet to be any used for 
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multi-axial kinematic motion tracking [42], [43]. There has also been recent interest in 

utilizing analogous soft-sensors for robotic perception, an area that could also benefit from 

inductive sensing capabilities [59]. 

Inductive strain sensors have been fabricated in various ways in order to achieve 

a change in signal for a change in geometry. It was attempted to embed copper wire in 

the form of a rectangular loop into silicon rubber to obtain high stretchability (up to 120% 

strain) while directly being attached to the skin to monitor skin deformation [60]. Despite 

the approximate linear correlation achieved in this method of fabrication, this method 

resulted in low sensor inductance at no pre-strain (strain = 0%) with a value of no more 

than 300 nH. The sensor’s inductance during operation can make it difficult to be used in 

daily life under non-controlled environments as there are various electromagnetic fields 

(such as the human body) as well as ferromagnetic objects such as smartphones, metallic 

objects, etc.  

Because inductive-based sensors will respond to a change or deformation of 

geometry, they are not limited to strain only for operation. Inductance changes upon 

deforming the conductive loop without necessarily stretching, such as bending, even using 

non-elastic material in fabrication. An attempt was made to track the elbow angle by 

placing a non-stretchable inductive sensor on the deforming segment of the joint angle, 

such as on the median cubital vein area [22]. In this configuration, elbow joint angle and 

inductance signal variation were found to be correlated non-linearly. 

Configuring conductive loop in a garment using standard knitting techniques could 

also be another option for embedding inductive-based sensors into a garment. Using a 

knitting machine and introducing other conductive material to increase magnetic 

permeability, it was possible to fabricate an arm sleeve consisting of two significant coils 

[21]. Although the coils consisted of a various number of loops to achieve an improved 

signal, the porotypes fabricated were able to track single-axial joint movement. 

3.2. Basic Requirements 

In addition to small-size, comfortable (i.e. non-invasive), ideal strain sensors must 

be durable as they undergo frequent strain cycles. Moreover, tracking specific movements 

such as those on the lower body requires sensors to monitor motions up to a certain speed 
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and frequency. For instance, sprinter’s gait cycle during running can be up to 5 Hz during 

running [61]–[64], although the human body can move at a frequency beyond 10 Hz in 

certain circumstances such as seizures [65].  

Tracking motions at higher frequencies can be strenuous for common 

piezoresistive sensors because of hysteresis and rate-dependence effect. However, 

inductive sensors should not be susceptible to these adverse effects and theoretically 

should track fast frequency movements efficiently [47], [48], [66].  

Thus far, there have not been numerous studies on inductive-based strain sensors 

compared to resistive and capacitive ones. Among inductive-based soft strain sensors, 

there have been no attempts to fabricate and characterize high-inductance (a few µH) soft 

inductive strain sensors that require no knitting technique and/or chemical process for 

fabrication. These sensors may be required to occupy only up to a small area (a few 

centimeters in length) in order to be integrated into garments used in everyday life. 

Additionally, a significant portion of resistive-based soft sensors developed suffer from 

long-term signal stability, which might be caused by the chemical processes during 

fabrication.  
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Chapter 4.  
 
Inductive-Based Strain Sensor’s Fabrication and 
Characterization 

4.1. Fabrication of a spring-inspired soft inductive-based 
strain sensor 

The sensor in this study was fabricated, considering previous works available in 

the literature. An essential aspect of inductive-based strain sensors is their sizes, given 

that they can be easily integrated into everyday garments if not exceeding a specific size 

limit in dimensions. Also, the self-inductance of the sensors must be high enough in order 

to reduce magnetic disturbances from other sources, which would increase the size of the 

sensor. Otherwise, the sensor should be able to be fabricated, having multiple loops of 

conductive material. Additionally, in order to make the fabrication process at low-cost as 

well as reproducible, any chemical process was avoided during sensor fabrication.  

 

 

Figure 4.1 Copper coiled elastic thread: main components and illustration of 
major area encircled by major loop and minor area encircled by the 
minor loop (solenoid) of a simple one-loop sensor where each 
segment is a solenoid. 
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Springs—commonly used in different mechanical structures for force/shock 

absorption—was an inspiration in the inductive-based sensor fabrication because of their 

durability and flexibility. In order to have a comfortable smart garment equipped with strain 

sensors, the maximum force required to be applied to strain sensors to obtain sufficient 

signal variation should not exceed the force applied to a stretchable garment’s textile 

during everyday use. In other words, if these sensors require a sturdier force to deform 

them, it would likely make them uncomfortable for the users to wear, or a sufficient signal 

cannot be obtained during operation. Therefore, the thinnest most conductive materials 

among all accessible, low-cost commercially available conductive materials—thin copper 

wire (72 m in diameter)—were chosen. Because such thin copper wire thread is easily 

bendable (a spring of such wire would deform upon loading or unloading), a stretchable 

thread (850 m in diameter) was introduced into the fabrication process as mechanical 

support. This made it very similar to elastic conductive wire design [67] used for data and 

power transmission.  

 

Figure 4.2 3D model of a sample sensor patch consisting of three loop. 

  

 

 

Figure 4.3 A fabricated 3-loop sensor sample. 

Having such a mechanical structure, it was possible to change the pitch value of 

the minor coil (spring) as well as increasing the number of loops in the major coil. To 

fabricate the copper coiled elastic thread (CCET) as shown in Figure 4.3, a custom-made 

spur machine made in MENRVA lab was used whose simplified illustration is available in 

Figure 4.4. The fabrication machine consisted of four rotary actuators, three pulling the 
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elastic thread along a guided path and another rotary actuator spurring the thin copper 

wire around the elastic thread, creating the CCET (spring). The CCET was used to form 

rectangular loops using a zigzag sewing stitch. This patch sensor (Figure 4.2 and Figure 

4.3) could be constructed to have variable size and number of loops. The variable size 

resulted in the ability for the sensor to be used in different applications requiring different 

sensor dimensions.  

 

 

Figure 4.4 Illustration of fabrication process of copper coiled elastic thread. 

4.2. Sensor’s raw data acquisition 

With the exception of section 4.3 (where inductance was measured directly with 

Keysight E4980A Precision LCR Meter), in all tests presented, an LDC1614 four-channel 

28-bit Inductance to Digital Converter for Inductive Sensing by Texas Instruments was 

used to measure the sensor signal. The LDC1614 chip was interfaced via an I2C protocol 

using a STM Nucleo-F401RE, which was programmed to set proper register values 

(Appendix A, Table A.1) at the beginning of each trial, read the corresponding registers, 

and convert sensor’s raw output from bits to decimal values for each sensor. According to 

LDC1614 datasheet, the decimal values obtained for each sensor can be used to calculate 

the frequency of the current generated in the LC circuit, which then can be converted to 

inductance. For simplicity, the decimal values of each sensor’s raw signal were used 

throughout this investigation. 

𝑓𝑠𝑒𝑛𝑠𝑜𝑟(𝑡) =
𝐷𝐴𝑇𝐴𝑥∗𝑓𝑅𝐸𝐹𝑥

228
    4.1) 
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𝐿(𝑡) =
1

(2𝜋∙𝑓𝑠𝑒𝑛𝑠𝑜𝑟(𝑡))
2

∙𝐶
    4.2) 

According to LDC1614 Datasheet, formula (4.1) shows the relationship between 

measured frequency of the sensor and the raw signal in bits, where 𝐷𝐴𝑇𝐴𝑥 is the raw 

signals in bits measured in each sensor (x). 𝑓𝑠𝑒𝑛𝑠𝑜𝑟 is the sensor’s oscillation frequency 

calculated in Hz, 𝑓𝑅𝐸𝐹𝑥 is the reference frequency (set to 40 MHz) in the chip, 𝐿(𝑡) is the 

inductance in Henries at time (t) and 𝐶 is the sum of sensor’s capacitance and parasitic 

capacitance. The parasitic capacitance of the coil is negligible in comparison to the 

selected capacitor, which was 330 pF and chosen to match the inductance [58] –in order 

to obtain a stable reading. In tests where a relative change of inductance value of the 

sensor was necessary but not the absolute values, the LDC1614’s raw output in decimals 

were used as well as during final data collection among 12 healthy participants. A list of 

configurations for registers is available in Table A.1. 

In section 4.3, an LCR device was used to measure inductance. The device was 

set at a reference frequency of 100 MHz and 5 mV, which were found to be the best fitting 

parameters producing stable (observing the less noise in reading) measurements after 

trying a few possible options. The parameters included reference frequency of 1MHz, 

Level (voltage) of 0.5V and auto range mode. 

Except for section 4.3, in all other sections, the sensor’s signal was measured 

using the LDC1614 chip, which measures the sensor’s oscillation frequency (𝑓𝑠𝑒𝑛𝑠𝑜𝑟). The 

value of the 𝑓𝑠𝑒𝑛𝑠𝑜𝑟 is affected by C and L according to formula (4.2). Throughout this 

investigation—and similar to other works [58]—the capacitance of the sensor keeps 

invariant while the inductance changes as a result of a change in strain, except for section 

4.6.7, which will be discussed later in this chapter. 

4.3. Sensor’s principle of operation 

There have been various attempts to investigate the electromagnetic field and self-

inductance of inductive coils as they are commonly used in various electronic circuits. In 

other words, it is highly beneficial to choose certain geometric parameters, such as 

dimensions, area and volume of a coil, given a confident expectation. Similarly, it can be 

very valuable to derive a mathematical formula of the strain sensor. 
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Opposite to piezoresistive, inductive-based strain sensors—which are usually in 

the form of an inductive coil—can be modelled using mathematical formulas for inductance 

calculation available in the literature. However, before reaching this, it is crucial to 

understand why inductance is expected to change upon applying strain to an inductive 

sensor fabricated in this work. 

The sensor in Error! Reference source not found. can be viewed as a coil made 

of copper wire with a diameter of 72 m forming at least one rectangular loop (major loop). 

Each segment of the rectangular loop is made of solenoid (minor loop) in order to allow 

the sensor to be loaded (stretching the sensor) and unloaded (the sensor shrinks back to 

its original state) in different directions without a breakage since the copper wire is not 

elastic. Each solenoid (minor loop) is parametrized by pitch value, length, inner area 

(minor area) and the number of loops. 

Since the sensor was fabricated with the aim of finally being used in a hip joint 

monitoring prototype, the parameters of the sensor such as width, length, i.e. were 

chosen, considering requirements observed in the final prototype. Determining other 

parameters related to sensors, such as pitch value, minor area (the area bounded by 

solenoid’s loops, i.e.) was limited by the available materials and methods of production. 

Due to an optimal number of sensors required to be on the prototype device, which will be 

discussed in section 4.4, the size of the sensors could not exceed more than 10 cm in 

length and up to 4 cm in width. Additionally, the pitch value was limited by the custom-

made spur machine available in MENRVA lab. Finally, the number of major loops that 

were empirically found to produce sufficient inductance in the non-loaded state of the 

sensor was three (3), which will be discussed later in this chapter. Throughout the tests 

conducted in this chapter, sensors in two different sizes were used to provide an insight 

of behavioural differences that might be resulted due to changing the size of the sensor, 

if any. Later in the chapter, it is concluded that the sensor’s primary behaviour (inductance-

strain) is similar in both sizes. 

• pitch value: 672 ± 119m 

• spandex diameter: 850 m 

• number of major loops: 3 
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• diameter of copper wire: 72m 

• Sensor A: 40.7mm X 20.0mm with no base fabric 

• Sensor B: 106.1mm X 40.0mm with base fabric (similar to smart shorts 

prototype explained in Chapter 5) 

4.3.1. Inductance of a small-sized solenoid 

To begin with, assuming that strain is applied along the direction of the rectangle’s 

length, the pair of rectangle’s solenoids loads which causes the pitch value to increase, 

the minor area to decrease and the length of the segments (solenoids) to increase. To 

calculate inductance of conventional solenoids, its geometric parameters as well as the 

near space permeability can be used [68]. However, when inner-turn spacing of the 

solenoid is not negligible, a correction factor K needs to be used [69]. From self-inductance 

of solenoids we have: 

𝐿𝑠𝑜𝑙𝑒𝑛𝑜𝑖𝑑 = K
µ0𝑁𝑠𝑜𝑙𝑒𝑛𝑜𝑖𝑑

2 𝐴𝑚𝑖𝑛𝑜𝑟𝐴𝑟𝑒𝑎

𝑑
[69]    4.3) 

Where, 𝐿𝑠𝑜𝑙𝑒𝑛𝑜𝑖𝑑 is the self-inductance of a solenoid in Henries, µr is relative 

magnetic permeability constant (4 ∙ 𝜋 ∙ 10−7H/m), 𝑁𝑠𝑜𝑙𝑒𝑛𝑜𝑖𝑑  is the number of turns in a 

solenoid, 𝐴𝑚𝑖𝑛𝑜𝑟𝐴𝑟𝑒𝑎 is the area of the minor loop’s cross-section, and d the solenoid’s 

length. After applying K, the inductance-area and inductance-length relationships will 

remain unchanged. 

It is possible to show that the sensor’s change of inductance is majorly caused by 

the increase of major area (Error! Reference source not found.) encircled by the loop 

while the inductance of its helical segments (solenoids) decreases only slightly compared 

to the increase caused by the changing major area. 

A study which aimed to propose a novel design for an LC strain sensor for 

sensitivity enhancement, have illustrated how inductance of a solenoid is decreased upon 

applying strain [69]. Later, they suggest a novel design which aims to improve the 

sensitivity. In this study, the measured equivalent inductance of a solenoid with similar 

pitch/coil_diameter ratio (0.22) compared to that of our sensor (0.79), was decreased by 

0.129 𝜇𝐻 (obtained from their LC parameters and formula 4.1) upon applying 7% strain 
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(1.84 𝜇𝐻 for 100% strain). This shows that inductance of a small-sized solenoid is 

decreased upon applying strain (increasing the coil’s length). However, this inductance 

variation can be different for a coil with different length, diameter and conductive wire’s 

thickness, given a similar pitch/coil_diameter.  

To calculate the inductance variation of a solenoid, Lorenz solenoid current sheet 

formula was used and initially validated using the previous study’s recorded 

measurements [69]. Using this formula and dimensions of the sensor available in [69], for 

7% strain, 0.095 𝜇𝐻 inductance variation is obtained, which still shows an underestimation 

of inductance variation compared to the results recorded in the measurement (0.129 𝜇𝐻). 

Using our sensor’s dimensions, the calculation leads to a change of 0.010 𝜇𝐻 for 100% 

strain. Later in section 4.3.2 and 4.3.3, it is shown that the inductance variation as a result 

of change in the major area is much larger than that of caused by each solenoid’s change 

in length. 

Assuming the ‘almost’ rectangular loop (neglecting fillets at the corners) to be an 

ideal rectangle, similar to the approach used in numerical inductance calculation for a 

rectangular loop based on first principle [70] as well as calculation of self-inductance of a 

strain sensor [60], the total self-inductance of a single-loop sensor (one rectangular loop 

made of solenoid segments) is: 

𝐿𝑠𝑒𝑛𝑠𝑜𝑟 = 2(𝐿𝑙𝑒𝑛𝑔𝑡ℎ + 𝐿𝑤𝑖𝑑𝑡ℎ) − 𝑀𝑜𝑝𝑝𝑜𝑠𝑖𝑡𝑒𝑆𝑖𝑑𝑒𝑠  (4.4) 

𝐿𝑠𝑒𝑛𝑠𝑜𝑟 = 2(𝐿𝑙𝑒𝑛𝑔𝑡ℎ + 𝐿𝑤𝑖𝑑𝑡ℎ) − (𝑀𝐴,𝐶 + 𝑀𝐵,𝐷)  (4.5) 

Where 𝐿𝑠𝑒𝑛𝑠𝑜𝑟 is sensor’s total self-inductance, 𝐿𝑙𝑒𝑛𝑔𝑡ℎ is the self-inductance of 

length segment (i.e. segment A), 𝐿𝑤𝑖𝑑𝑡ℎ is the self-inductance of width segment (i.e. 

segment B) and 𝑀𝑜𝑝𝑝𝑜𝑠𝑖𝑡𝑒𝑆𝑖𝑑𝑒𝑠  is the mutual-inductance of every two parallel but opposite 

(the reason for negative sign) segments of the loop (i.e. sum of mutual-inductances 

between segment A and segment C and that of B and D (𝑀𝐴,𝐶 + 𝑀𝐵,𝐷)). Also, since 

segments A,B and C,D are located perpendicular with respect to each other, their mutual-

inductance is considered zero [60].  

When the sensor is loaded in direction of sensor’s length (during positive strain), 

𝐿𝑤𝑖𝑑𝑡ℎ and 𝑀𝐵,𝐷 stay constant, 𝐿𝑙𝑒𝑛𝑔𝑡ℎ decreases and although 𝑀𝐴,𝐶 decreases, but because 
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of the negative sign (opposite current running in two segments), the term −𝑀𝐴,𝐶 increases. 

Therefore, the relationship between strain and inductance in this configuration is 

dependent on the rate of change of the named two terms, −𝑀𝐴,𝐶 and 𝐿𝑙𝑒𝑛𝑔𝑡ℎ(i.e. if the 

increase of inductance due to −𝑀𝐴,𝐶 overcomes the decrease of inductance caused by 

𝐿𝑙𝑒𝑛𝑔𝑡ℎ  or vice versa). In case of a multi-loop circle, the effect of −𝑀𝐴,𝐶  is amplified (due to 

having multiple parallel segments with current running in opposite direction) as well as 

introducing positive mutual inductance (+𝑀𝐴,𝐴′) as a result of having multiple parallel 

segments with current running in the same direction. 

4.3.2. Inductance as a function of the loop’s dimensions 

For simplification, each solenoid constructing each segment of the loop was 

approximated to a straight line resulting in a loop of rectangular shape made of round wire. 

Using formula (4.6) available in literature [71], it is possible to calculate self-inductance of 

multi-loop rectangular loop: 

 𝐿 =
N2µ0

𝜋
[𝑥 ln (

2𝑥

𝑟
) + 𝑦 ln (

2𝑦

𝑟
) + 2√𝑥2 + 𝑦2 − 𝑥sinh−1 (

𝑥

𝑦
) − 𝑦sinh−1 (

𝑦

𝑥
) − 1.75(𝑥 + 𝑦)] 

         (4.6) 

Where x and y are width, length of the rectangle and r is the radius of the wire’s 

cross-section and N is the number of loop (turns) in the rectangle. 

In a test using a stress-strain device Instron E10,000 (Norwood, MA, USA), an 

LCR Meter (Keysight E4980A Precision LCR Meter, connected to a running MATLAB) for 

measuring Inductance of the sensor during the test, the sensor was loaded and then 

unloaded up to 100% strain. The sensor’s inductance was measured and compared with 

the results obtained from formula (4.6), which is shown is Figure 4.5/B. To compare the 

signals in a relative manner, the signals were normalized (Figure 4.5/C) using formula 

(4.15) and (4.16). As sensor A was used in section 4.3.2 and 4.3.3 and there was no base 

fabrics involved, the fabrics Poisson’s ratio was considered zero.  
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Figure 4.5.  A) Inductance as a function of length and width of a rectangular loop 
in the rectangle-based loop. B) Actual measurements obtained from 
LCR during 0%-100%-0% strain cycle versus calculated results. C) 
Normalized data presented in B) which shows NRMSE and R2 
between actual and calculated results. 
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4.3.3. Inductance as a function of loop’s area and perimeter 

As an alternative approach, the sensor can be viewed as a polygon made of 

conductive material (copper) with circular cross-section, if segments consisting of 

solenoids are treated as straight lines. The self-inductance of polygon is calculated using 

the formula below [21],[22]: 

𝐿𝑝𝑜𝑙𝑦𝑔𝑜𝑛 ≈
µ0𝑃

2𝜋
[ln (

2𝑃

𝑟
) + 0.25 − ln (

𝑃2

𝐴𝑚𝑎𝑗𝑜𝑟𝐴𝑟𝑒𝑎
)]  (4.7) 

Where 𝐿𝑝𝑜𝑙𝑦𝑔𝑜𝑛 is inductance (H), P is perimeter (m) of the loop, 𝐴𝑚𝑎𝑗𝑜𝑟𝐴𝑟𝑒𝑎 is the 

area (m2) encircled by the loop, and µ0 is relative magnetic permeability (4 ∙ 𝜋 ∙ 10−7H/m).  

The area can be approximated by a rectangle with length l and width w 

(𝐴𝑚𝑎𝑗𝑜𝑟𝐴𝑟𝑒𝑎 = 𝑙 ∙ 𝑤). Considering the spring as a constructing element of the rectangle as 

shown in Error! Reference source not found. the perimeter of the sensor’s loop (𝑃𝑠𝑝𝑟𝑖𝑛𝑔) 

can be approximated by: 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑢𝑟𝑛𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑠𝑝𝑟𝑖𝑛𝑔 =
𝑙

𝑝𝑖𝑡𝑐ℎ
   (4.8) 

𝑃𝑒𝑟𝑖𝑚𝑒𝑡𝑒𝑟 𝑜𝑓 𝑡ℎ𝑒 𝑠𝑝𝑟𝑖𝑛𝑔 𝑤𝑖𝑡ℎ 1 𝑡𝑢𝑟𝑛 = 𝜋 ∙ 𝑑𝑠𝑝𝑎𝑛 (4.9) 

𝑃𝑠𝑝𝑟𝑖𝑛𝑔 =
𝑙

𝑝𝑖𝑡𝑐ℎ
(𝜋 ∙ 𝑑𝑠𝑝𝑎𝑛)     (4.10) 

Where 𝑑𝑠𝑝𝑎𝑛 is diameter of spandex (the elastic thread) and, and pitch is the 

distance between each coil (within each segment of each loop, Error! Reference source 

not found.).  Therefore, the perimeter of the sensor or length of copper wire present, 

would be: 

𝑃𝑠𝑒𝑛𝑠𝑜𝑟 = 2 ∙ (
𝑙

𝑝𝑖𝑡𝑐ℎ
∙ 𝜋 ∙ 𝑑𝑠𝑝𝑎𝑛 +  

𝑤

𝑝𝑖𝑡𝑐ℎ
∙ 𝜋 ∙ 𝑑𝑠𝑝𝑎𝑛) =

2∙𝜋∙𝑑𝑠𝑝𝑎𝑛

𝑝𝑖𝑡𝑐ℎ
∙ (𝑙 + 𝑤) (4.11) 

 

This formula (4.11) was used for approximating the inductance of the sensor based 

on its geometric parameters. Finally, the formula for calculating inductance as a function 

of its length can be derived as follows, assuming that the strain was applied in direction of 

the length of the sensor according to [71]: 
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𝐿 ≈
µ0𝑃𝑠𝑒𝑛𝑠𝑜𝑟

2𝜋
(ln (

2𝑃𝑠𝑒𝑛𝑠𝑜𝑟

𝑟
) + 0.25 − ln (

𝑃𝑠𝑒𝑛𝑠𝑜𝑟
2

𝑤
)) +

µ0𝑃𝑠𝑒𝑛𝑠𝑜𝑟

2𝜋
(ln(𝑙)) (4.12) 

Given that all parameters are constant except l in formula (4.12), the sensor’s 

inductance correlation is non-linear with a changing length of the sensor defined by the 

natural logarithm function. 

Similarly, when having a multi-loop sensor with N as number of loops, the 

perimeter of the sensor or the amount of copper wire present in the loop is multiplied by 

N. Finally, the area bounded by the loop is multiplied by the number of loops as well which 

results in following (depicted visually by Figure 4.6/A): 

𝐿𝑚𝑢𝑙𝑡𝑖 𝑙𝑜𝑜𝑝 ≈
𝑁µ0𝑃𝑠𝑒𝑛𝑠𝑜𝑟

2𝜋
(𝑙𝑛 (

2𝑁𝑃𝑠𝑒𝑛𝑠𝑜𝑟

𝑟
) + 0.25 − 𝑙𝑛 (

(𝑁𝑃𝑠𝑒𝑛𝑠𝑜𝑟)2

𝑁𝑤
)) +

𝑁µ0𝑃𝑠𝑒𝑛𝑠𝑜𝑟

2𝜋
(𝑙𝑛(𝑙))       (4.13) 
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Figure 4.6.  A) Inductance as a function of area and perimeter in the polygon-
based loop. Graph B) Actual measurements obtained from LCR 
during 0%-100%-0% strain cycle versus calculated results. C) 
Normalized data presented in B) which shows NRMSE and R2 
between actual and calculated results. 

As demonstrated in Figure 4.5/B and Figure 4.6/B, using either formula (4.6) or 

(4.13) resulted in an underestimation of the base inductance value but overestimation of 
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the gauge factor (change in inductance versus change in strain). The underestimation 

might be originated by using the two approximating formulae for inductance calculation 

which were developed for polygon-shaped loops. The overestimation of gauge factor can 

be a result of not considering the inductance change of solenoidal segments (A,B,C and 

D) and mutual-inductance of each pair of segments (A and C) which can change at a 

different rate with respect to length. In both models, the sensors solenoidal segments were 

approximated by a line which could be the main reason for the discrepancies in absolute 

values measured by the LRC Meter and formula (4.6) and (4.13). Despite this 

disagreement, the relationship between strain and inductance is shown to be pseudo-

linear (Pearson ratio: 0.99) and is in fact in agreement with the data obtained from the 0-

100% strain test.  

4.4. Method for Real Application Strain Range Calculation 

Since the sensors were eventually meant to be used in a wearable garment to 

monitor the hip joint angle in three dimensions, it was important to determine the range of 

strain and strain rates, the sensors will be operating at, before conducting sensor tests. 

This requires first to determine and choose the locations where the sensors are to be 

installed, as the location of the strain sensors on a stretchable garment can affect the 

performance of the system [44], [45]. The exact locations for an ideal strain sensors—

where strain data obtained from optical motion capture system were used as candidate 

strain—were found for tracking hip joint angle during running [46]. The OMC could output 

the absolute position of the markers, which can be converted to strain over a certain area. 

These were the locations where strain patterns and range were found to be the most 

valuable sources of information for a machine learning model for various sensors. In this 

study [46], it was found that using more than four sensors did not result in significant 

improvements in accuracy. Also, the LDC1614 chip used for the data collection on a 

population of 12 participants, was capable of reading a maximum of 4 sensors which––for 

simplicity of the prototype—determined the number of sensors to be used on the final 

prototype.  

The location and orientation of the sensors in the final prototype followed the 

suggested locations, as found by M. Gholami et al. [46]. However, the size of the sensors 

used in this garment was approximately 9 cm in length and 3 cm in width. This dimension 

was empirically found to be more informative to the machine learning model used for 
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mapping the sensors data into the hip joint angle and resulted in relatively higher accuracy 

in measuring hip joint angle in the transverse plane. The final placements of the sensors 

are shown in  Figure 4.7/B/C. 

Two optical markers were attached using fabric fusion tape at each end of each 

sensor to measure the strain applied to each sensor during two minutes of a participant’s 

running at a speed of 2.0 m/s (same protocol as in main data collection), presenting an 

insight into what the range of strain was applied to each sensor during running. The 

configuration of the motion tracking markers is shown in  Figure 4.7/A. The maximum 

strain applied to any sensor did not exceed 28%, including the pre-strain (10%) applied to 

the sensors when the garment was worn compared with its unworn state. Therefore, the 

maximum working range for the sensors tested was considered 30%. This test was 

intended only to determine the sensing range of the strain sensors and give an insight into 

the strain rates applied to each sensor during running. This test protocol indeed 

independent from the test protocol used during cohort testing (Chapter 5). 

 

 Figure 4.7.  A) Optical marker placement for strain range determination. B) red 
boxes represent the position of the sensors C) orange box 
represents the placement of the LDC1614 board. 

 After determining the tensile test working range of the strain sensors incorporated 

into the garment, the strain rates experienced by each sensor was studied during the two-

min running test. As the histogram in Figure 4.8 shows, some sensors experienced a strain 

rate of up to 150%.s-1, but the majority were among 50%.s-1. Thus, it is important for the 

strain sensor to be able to track high speed strain changes during activities. A separate 

section for frequency and strain rate tests was allocated to study this ability which will be 

discussed later in this chapter. 
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Figure 4.8.  Strain rate histogram of each sensor used in smart shorts during 2-
min running. 

4.5. Normalization and evaluation metrics definition 

The data acquisition system for the linear stage testing recorded displacement of 

the actuator with respect to its original position in one axis. Displacement was converted 

to strain at each moment in time using formula (4.14). Python 3.6 and the formula below 

were used to normalize strain and the sensor’s raw signals.  

𝑆(𝑡) =
𝑑𝑖𝑠𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡(𝑡)

𝑙
    (4.14) 

S(𝑡)𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 =
(𝑆(𝑡)−𝑆min)

𝑆𝑚𝑎𝑥−𝑆min
   4.15) 

𝑓𝑏𝑖𝑡𝑠(𝑡)𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 =
(𝑓𝑏𝑖𝑡𝑠(𝑡)−𝑓𝑏𝑖𝑡𝑠max)

𝑓𝑏𝑖𝑡𝑠𝑚𝑖𝑛−𝑓𝑏𝑖𝑡𝑠max

  (4.16) 

Where 𝑓𝑏𝑖𝑡𝑠(𝑡) is the signal value at time t; 𝑓𝑚𝑖𝑛, 𝑆𝑚𝑖𝑛 are the minimum value of that 

raw signal and strain in each trial, respectively; 𝑓𝑚𝑎𝑥, 𝑆𝑚𝑎𝑥 are the maximum value of the 

raw signal and strain, respectively; 𝑓(𝑡)𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑, 𝑓𝑏𝑖𝑡𝑠(𝑡)𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 are the normalized 

value of the raw signal and strain in time t, respectively. The statistical analysis was 

completed to determine the RMSE between the strain signal and resulting inductance 

signal. The result was multiplied by 100 to give a percent to two decimal places. 
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4.6. Tensile Tests 

4.6.1. Sensor testing: Step test 

In order to achieve a better understanding of the sensor’s performance, the electro-

mechanical properties of the sensor were investigated with respect to different strain 

profiles. The sensor was initially analyzed by completing strain-inductance measurements 

to determine the signal quality and accuracy within our desired working range (<30% 

strain, discussed in section 4.4). The sensor was able to track steps in 5% increments 

from 5-10-15-20-25-30-25-20-15-10-5% strain at 1%/s with 10 second holds at each step 

and resulted in an NRMSE = 2.83% (Figure 4.9). The step holds did not show any signal 

drift/relaxation.  

 

Figure 4.9.  Normalized step test result using sensor B from 5% to 30%. 

4.6.2. Sensor testing: hysteresis and gauge factor 

To check the hysteresis and any time-dependent effects a triangular wave pattern 

with increasing strain (0-1-0-2-0-3-0…30-0% strain at 5 mm/s) was completed. The sensor 

was able to track with an NRMSE = 1.43% (Figure 4.10/A). There was no change/drift in 

the baseline and/or peak values and the sensor displayed no hysteresis (Figure 4.10/C), 

represented as an inductance vs. strain plot in Figure 4.10/A. The sensor displayed a 

consistent gauge factor (GF) of -0.055±0.002 from 0-30% strain (Figure 4.10/B). GF was 

defined as: 

𝐺𝐹 =
 ∆𝑓/𝑓𝑜 

∆𝑙/𝑙0
     (4.17) 
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Where ∆𝑓 the change in frequency of the current was generated in the LC circuit, 

𝑓𝑜 was the initial frequency of the current in the LC circuit at 0% strain, ∆𝑙 was the change 

in length, and 𝑙0 was the initial length of the sensor. 
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Figure 4.10.  A) Triangular wave pattern from 0-30% strain in 1% increments. B) 
The linear relation of Δf/f0 and Δl/l0 and the gauge factor (GF) up to 
30% strain. C) Hysteresis plot from 0-10-0%, 0-20-0%, and 0-30-0% 
strain.  
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4.6.3. Sensor testing: signal drift and noise 

The sensor stability was analyzed over a period of 10,000 seconds (2.7 hours) with 

a minimal constant strain (0.1%). The sensors signal had a maximum signal drift of 0.48% 

(0.00077 MHz, Figure 4.11, largest signal deviation) and a signal noise calculated at three 

separate 1-minute intervals of 0.05% (0.00016 ±0 0.0001 MHz, Figure 4.11, green boxes 

left to right). A noteworthy difference between the drift of this inductive sensor versus a 

capacitive and piezoresistive sensor was that the drift was very minimal (equivalent to 

0.48% strain) and did not follow a specific pattern such as constant increase or decrease. 

Typically, for piezoresistive and capacitive sensors, the drift is permanent and follows a 

specific pattern. 

  

Figure 4.11.  Signal variation over 2.7 hours. Green boxes represent 
instantaneous noise averaged on a 1-min window. 

4.6.4. Sensor testing: random wave pattern tracking 

The random wave test was completed by creating a random series of waypoints, 

with a set of boundaries from 0-6% strain and maximum strain rate of 5 mms-1 for one 

minute, with a starting load of 1.42 N. During the test, the inductive sensor was able to 

track with an NRMSE = 2.43% (Figure 4.12). This intended to mimic what could be 

observed during a prototype testing and agreed with our previous results with no under—

nor over–shoot during tracking typically caused by hysteresis. The range and rate were 

chosen because of the limit of our custom linear stage. 
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Figure 4.12.  Normalized 60 second random wave pattern test. 

4.6.5. Sensor testing: accurate tracking of high frequency strain 

Since the speed of the Tensile device (Instron E10000 was limited to speed range), 

sensor A (which was smaller in length and width) was strained from 15% to 30%, over a 

set of 7 frequencies (0.1 Hz, 0.5 Hz, 1 Hz, 2 Hz, 4 Hz, 8 Hz, 10 Hz) each ten times with 

270° phase sine waves (positive strain only). An analogous test was also completed at 

the limit of our instrument’s capabilities with frequencies of (0.1 Hz, 1 Hz, 10 Hz, 15 Hz, 

20 Hz) from 15% to 22% strain, where 10 Hz equates to 450 strain%/s, Figure 4.14/B. 

Strain and the sensor’s raw signal were normalized using formula (4.15) and (4.16) 

for comparison. The subsequent test was completed from 15-22% strain to increase the 

range of frequencies (Instron strain speed limitation) up to 20 Hz (Figure 4.14/A). The 

sensor accurately tracked the strain to 20 Hz, and only started to show a small inability for 

consistent peak/valley—maximum/minimums at 20 Hz. Comparing this to data obtained 

by optical motion tracking (Figure 4.8) the majority of motion is expected to be below 100 

%/s (2 Hz in the previous test equates to a maximum of 95 %/s strain rate,), with a 

maximum of 150%/s—well within the ability of the inductive sensors capabilities. 
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Figure 4.13.  Frequency sweep up with a sine wave to 10 Hz. Displacement and 
sensor raw signal were normalized for comparison. 



34 

 

 

Figure 4.14.  A) Frequency sweep with a sine wave up to 20 Hz (404 %/s). B) 
Maximum (Max) strain rate [%.s-1] of each frequency test. 

In order to understand the effect of strain rate on hysteresis, strain was plotted 

against sensor signal at each frequency resulting in Figure 4.15. As Figure 4.15/A and 

Figure 4.15/C show, at frequencies faster than 4 Hz (186%/s strain rate), signal hysteresis 

was observed as a result of the mechanical lag of the CCET sensor components—likely 

caused by an increase in the viscous dissipation (dissipation of energy) of the elastic 

thread [73].  



35 

 

Figure 4.15.  A) strain-inductance (raw signal in bits) at different frequency in 
frequency test 1 B) comparison between normlalized signals at two 
different frequencies. C) strain-inductance (raw signal in bits) at 
different frequency in frequency test 2 D) comparison between 
normlalized signals at two different frequencies. 

4.6.6. Sensor testing: dynamic cyclic test 

In order to investigate the performance of the sensor in a dynamic scenario, a 

dynamic cyclic test was conducted. In this test, sensor A experienced 300 cycles of 

sinusoidal strain pattern from 5%-25% (amplitude of 20% strain) at a rate of 10%.s-1. 

Strain, stress and sensor’s signal was recorded during the test and the normalized results 

are present in Figure 4.16/A.  

The stress and sensor signal both shifted to lower values, indicating some 

mechanical relaxation within the sensor. The signal frequency shifted to lower values, with 

a consistent gauge factor. The gauge factor of the sensor during each cycle was 

calculated using formula (4.17). As shown in Figure 4.16/B, the gauge factor of each cycle 

during the test did not undergo a significant variation as a result of repetitive and 

consecutive test. This is a known phenomenon among some of the piezoresistive sensors 

[14] which can be a limiting factor towards using strain sensors in applications where 

repetitive movements are to be monitored. 
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Figure 4.16.  A) strain, stress and inductance result for 300 cycles at 0.1Hz. B) 
Variation of Gauge Factor throughout the cyclic test. 

4.6.7. Sensor testing: electromagnetic sensitivity 

In this test, while sensor B was kept stationary on non-metallic desk, five different 

items were brought to its 2 cm vicinity and away. This was repeated 5 times for each item 

and the sensor’s signal was recorded. As Figure 4.17/A illustrates, a coin-sized magnet 

seemed to have the least signal interference on the sensor, only causing the sensor’s 

oscillation frequency to change 0.002 MHz (equivalent to 0.98% strain) while the most 

effective interference was from an active electronic board with 0.017 MHz (10.9% strain).  

In another test, in order to understand how the proximity of the two most effective 

object would affect the sensor’s oscillation frequency, a smart phone and an active 

electronic board was brought to a vicinity of 0.2 cm. As shown in Figure 4.17/B, a 
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smartphone can change the sensor’s oscillation frequency reading, up to 0.038 MHz which 

is equivalent to 24.2% strain.  
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Figure 4.17.  A) Signal interference results from five objects. B) shows the effect 
of distance between sensor and smart phone on measured resonant 
frequency under 0% strain. C) shows the effect of distance between 
sensor and an active electronic board on measured resonant 
frequency under 0% strain. 
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4.7. Discussion and Conclusions 

There have been two approaches for causing an inductive change during strain: 

bending the inductive loop, without necessarily a change in area encircled by the loop and 

a quantitative change of area enclosed by the inductive loop [21]–[23].In these examples, 

material synthesis and knitting machines were required for sensor fabrications [21], [22], 

[60]. The fabrication method that was employed for our sensors required no material 

synthesis and included methods that are currently employed industrially (i.e. spur 

machines) and could be easily implemented to create kinematic tracking garments [69]. 

The sensors used in all of the sensor characterization tests as well as those 

fabricated for the smart compression shorts consisted of three loops around the perimeter 

of the enclosed area which was considerably lower than other examples that have 

required from 20 to 65 loops [21]. The type of conductive material and the magnetic field 

of the core could have an effect on the resulting performance of the sensor, although we 

did not explore beyond using copper wire in this work [21].  

It was possible to calculate the inductance of a non-stretched sensor before 

choosing the geometric parameters such as width, length, and number of perimeter loops 

using the formulae (4.6 and 4.13) derived in previous section. The geometric parameters 

of the sensors were chosen such that the inductance of the sensor in non-stretched state 

was a minimum of 2 µH. Three enclosed loops were minimum number of loops empirically 

found to be insensitive to most of the electromagnetic field (EMF) disturbances of the 

surrounding environment—including our own bodies [74]. Choosing a smaller number of 

loops (e.g. 1 or 2) resulted in insufficient signal variation as well as emitting high sensitivity 

towards other EMFs in surrounding environment. Others have used lower base inductance 

values starting from a few hundreds of nH [60] to 1-3 µH [57]. As demonstrated in Figure 

4.5 and Figure 4.6, using formulae (4.6) and (4.13) resulted in an underestimation of the 

base inductance value but overestimation of the gauge factor (change in inductance 

versus change in strain). The relationship to what affects the inductance base value and 

change will be discussed below.  

The relationship of inductance to area is not formally linear (see formula (4.5) and 

(4.16)) and the small changes in area of the sensor result in a pseudo-linear relationship 
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(due to natural logarithm) within the expected working range <30% strain (Figure 4.10/C). 

The inductance of the sensor is a combination of: 

• Self-inductance of each consisting segments. i.e. each solenoid-side of the 
rectangular loop  

• Mutual-inductance of neighboring segments. i.e. a pair of parallel/adjacent 
solenoid-like sides of rectangular loop. 

• Mutual-inductance of neighboring rectangular loop if more than one. 

It was shown that the total self-inductance of the loop is expected to be affected 

by change of area of the major loop more than that of self-inductance of solenoidal 

segments (minor loops). Formulae 4.6 and 4.15 show that, for 0%-100% strain, an 

inductance variation of 1.0 and 1.4 µH due to change of major area is expected. This 

variation is 100-140 times more than the inductance variation due to change in length of 

solenoidal segments (0.01 µH, minor loop) and 40 times larger than the inductance 

variation measured in a 0%-100% strain test (Figure 4.5). 

The sensitivity of the sensors (i.e. signal variation per 1% strain) could be improved 

by optimizing the dimensions and geometric parameter of the sensor—such as area, pitch 

value, width and number of loops—while aiming for maximizing the gauge factor. 

Formulae (4.6) and (4.15) can be rewritten in terms of the sensor’s gauge factor and 

necessary variables such as those mentioned earlier can be changed in order to maximize 

the sensor’s gauge factor. The accuracy obtained by our system is comparable with 

existing systems [43], [46] in terms of RMSE and NRMSE and could be clinically 

informative and valuable. However, for other applications or further accuracy, geometric 

variables can be used to enhance the gauge factor of a sensor before production. 

To initially understand the effect of strain on inductance (or indirectly using 

frequency), tests were performed on a displacement controlled linear stage. A step test 

was completed from 5-10-15-20-25-30-25-20-15-10-5% strain with 10 second holds at 

each step (Figure 4.9). The values were consistent on the increasing and decreasing steps 

and did not show and signal drift/relaxation typical of piezoresistive sensors [48]. Inductive 

sensors and capacitive sensors are both advantageous over piezoresistive sensors in this 

effect, since they rely on geometric changes, not a connection-disconnection mechanism 

typical of piezoresistive sensors [75].  
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Comparing the calculated and experimental inductive signals for up to 100% 

strain—excluding the gauge factor by normalization—resulted in an 𝑅𝟐=0.985. Although 

the predicted gauge factor did not agree with the experimental data (Figure 4.5 and Figure 

4.6), the inductance–strain relationship was in agreement. Drift of a sensors baseline 

signal over a period of time can be detrimental when attempting to accurately track 

kinematic movement over longer periods of time. The CCET inductive sensor was stable 

over a period of 2.7 hours to within 0.48% with minimal noise equal to approximately 

0.05% change (Figure 4.11). The 0.48% change was likely from external constant and 

varying electromagnetic fields, such as computers, antennas and other ferromagnetic 

objects in the surrounding. The signal drift over time which is common among most of 

piezoresistive sensors, is often because of sensor’s on-going interactions at molecular 

level, even though the sensor is at a relaxation state. Since the inductive sensor do not go 

through any chemical process during production, such as coating, layer depositions etc. 

the materials are passive chemically. Only, the geometry of the sensors as well as other 

significant electromagnetic fields can influence the sensor’s readings. The small gauge 

factor of the sensor is offset by stable reproducible signal with low noise. The sensors 

basic characterization results were promising prior to device (smart sport shorts) 

production displaying accurate and reproducible tracking that is required for motion 

tracking. 

Another characteristic that affects piezoresistive—and to a lesser degree 

capacitive—sensors is hysteresis [75]. Since our inductive sensor relies on the area 

enclosed by the coiled loops, and was created with an elastic core, there was no hysteresis 

within our working range < 30% strain (Figure 4.10/C).  

The sensor’s signal is measured by measuring its oscillation frequency which can 

be affected by both capacitance and inductance of the sensor (formula 4.2). In a test where 

the sensor was unstrained while various objects were brought to its vicinity, show that 

sensor’s signal may be varied due to capacitive and inductive variation Figure 4.15. 

Therefore, during operation, sufficient attention must be paid to avoid signal variation 

which might be originated in capacitive (human skin [74]) as well as inductive effects. It 

may be possible to differentiate the capacitive effects from inductive ones, by utilizing a 

more sophisticated LC data acquisition unit capable of tracking capacitive and inductive 

effects independently. 
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The performance of sensors in these controlled tests enabled us to understand the 

basic characteristics and compare metrics between sensors with different mechanisms of 

sensing. Once installed in a device, performance with respect to tracking random 

movements—or more accurately strain—is not as straightforward. Subjecting the sensor 

to a random wave-form within its intended working range can give an indication of the 

accuracy for kinematic tracking. A random wave-form was produced with a maximum 

strain rate of 4.6%/s (5mm/s) within a strain range of 0-6%. The inductive sensor was able 

to accurately track strain with a NRMSE of 2.43% (Figure 4.12). This test was limited in 

its strain rate and in comparison, to the motion capture data of the intended application, 

we were aware that the actual frequency and strain rate required to track with our sensors 

for running was much higher—often upwards of 100 %/s (Figure 4.8)—with a stride 

frequency as high as 5 Hz for a sprinter [61], [62], [64], [76]. To analyze the ability of the 

sensor/device to track fast movements, the sensor was strained at frequencies from 0.1-

20 Hz using a sine wave pattern (Figure 4.13 and Figure 4.14A). The sensor was still able 

to track minimum/maximum values effectively but exhibited an increasing lag with 

increasing frequency and strain rate above 4 Hz. The fastest human motion is around 10 

Hz, typical of seizures which could be a suitable alternative application for these sensors 

[65] along with robotics applications that may require tracking strain at high 

frequencies/strain rates not capable in human motion. 
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Chapter 5.  
 
Application of the Sensor Using Machine Learning 
for Multi-axis Kinematic Tracking 

5.1. Introduction 

The ability to track kinematics—complex body movements typically reserved for 

motion capture systems—with soft sensors has been growing with the development of 

both hardware (i.e. sensors, electronics, and wireless systems) and software (i.e. apps 

and neural networks) and has become increasingly accurate for complex movement [28], 

[30],[51]. Tracking lower body movements requires sensors to track at high frequency and 

speeds, upwards of 5 Hz for a sprinter gait [61], [62], [64], [76], although human body can 

move at a frequency beyond 10 Hz in certain circumstances such as seizures [65]. Higher 

frequencies can be difficult for common piezoresistive sensors to track because of the 

hysteresis and rate-dependent effects [47], [48], [66], whereas inductive sensors are not 

susceptible to these negative effects and theoretically should track fast frequency 

movement efficiently.  

5.2. Experimental Setup 

5.2.1. Smart sensor integrated sport short 

A sensor-integrated tight-fitting sport shorts was developed to measure three-

dimensional angles of the right hip. The prototype (Error! Reference source not 

found.B/C) was designed to measure hip joint kinematics during running by measuring 

multi-axial movements of the right hip joint by using 4 sensors, approximately 8 cm in 

length and a width of 4 cm for a total starting area of 32 cm2. The locations and number of 

sensors chosen for this prototype were discussed earlier in section 4.4. 

5.2.2. Experiment protocol and participants 

To evaluate the performance of the prototype, 12 participants—2 females and 10 

males—between the ages of 22-31 were recruited. The experimental protocol was 

approved by the Office of Research Ethics at Simon Fraser University. Prior to any data 
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collection, written informed consent was obtained from all participants (details of 

participants in Error! Reference source not found.) 

The participant was asked to wear the tight-fitting prototype sport shorts and the 

optically trackable markers were affixed directly to the anatomical landmarks. After 

collecting the static calibration, each participant was asked to run at a speed of 2.0 m/s on 

a treadmill. This speed was chosen to ensure all participants could complete the entire 

testing protocol without breaks. The data collection for each participant involved one trial 

of 10 minutes of running, out of which, 9 minutes of data was used as training set for the 

random forest model and 1 minute as a test set. 

Table 5.1  Participant’s characteristics data. 

Categories  Participants 

Age (years) 25 (2.6) 

Height (cm) 176 (8.6) 

Weight (kg) 75 (10.25) 

5.2.3. Experimental Setup and Reference Angle measurement 

The method for obtaining the raw signal from the sensors has been explained in 

section 4.2. Six high-speed motion tracking cameras collected pelvis and right thigh 

kinematic data (and subsequently used as the standard for joint angles) from 8 

retroreflective tracking markers using a modified lower extremity marker set [5]. Prior to 

dynamic trials, a static calibration trial was captured using an additional 6 static/calibration 

markers (Figure 5.1). This trial was used to construct the pelvis and right thigh model of 

each participant in Visual3D software.  

 

Figure 5.1.  Anatomical landmarks on pelvis and hip for standard data to 
compare inductive sensor tracking obtained from Visual3D. 
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A signal from the motion tracking system was used to synchronize the sensors and 

motion capture data. Data from the sensors was collected at a frequency of 125 Hz and 

the motion tracking system at 100 Hz. The sensor data was interpolated and down 

sampled to the sampling rate of the motion tracking system (100 Hz) to match the number 

of samples in each trial. 

The three-dimensional kinematic data was analyzed using Visual3D software and 

passed through a fourth-order Butterworth low-pass filter with a cut-off frequency of 6 Hz 

to remove high frequency noise. Reference angles were extracted from the filtered data. 

This filtering method is recommended in literature which have been applied when 

obtaining optical markers coordinates in an optical motion capturing systems [78],[40]. 

Accuracy of the reference angle measurement 

To investigate the accuracy of a Vicon OMC system using standard laboratory 

equipment, a protocol was developed that provided results in terms of uncertainty and 

trueness of distance between two markers [24]. This protocol––carried out under setups 

using 6,8 and 10 cameras––targeted static and dynamic movements showing that number 

of cameras, height and movement conditions affected the accuracy [24]. In our study, 6 

cameras were used which results in static uncertainty of less than 0.07 mm [24]. The static 

trueness of our measurement system could be up to 2.00, -0.56 and 0.79 mm for Z0 (0mm 

height), Z500 (500mm height) and Z1000 (1000mm height). Similarly, the uncertainty and 

trueness of two markers located around hip were found to be up to 3.28 mm and -0.90 

mm.    

According to another study. For calculating the position each reflective marker in 

a Vicon motion capture system, 1 mm of error is considered to be a standard [79]. Under 

this assumption, the calculation of the reference error for all collected data points lead to 

less than 2° in all three angles [80]. Due to the lack of a more accurate positioning system 

accessible during data collection, the kinematic measurements obtained from the Vicon 

motion capture system in this study, was assumed to be accurate while neglecting the 

error calculated in literature. 
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5.3. Data Analysis 

5.3.1. Random Forest Regression 

Background 

According to literature [81], Random Forest regression is an ensemble of K 

trees{𝑇1(𝑋), … , 𝑇𝐾(𝑋)}, where 𝑋 = {𝑋1, … , 𝑋𝑛}, is an n-dimensional vector of features 

associated with a molecule. The ensemble K outputs{𝑌1̂ =  𝑇1(𝑋), … , 𝑌�̂� =  𝑇𝐾(𝑋)}, 

where𝑌1̂, 𝑘 = 1, … , 𝐾, is the prediction for a molecule by the kth tree. Finally, all of the tree’s 

outputs are accumulated to produce one final prediction �̂�. 

The training algorithm for a given training dataset D on a set of m molecules,𝐷 =

{(𝑋1, 𝑌1), … , (𝑋𝑚, 𝑌𝑚)}, where 𝑋𝑖 , 𝑖 = 1, … , 𝑚, is a vector of features and 𝑌𝑖 is either the 

corresponding activity of interest (e.g., −𝑙𝑜𝑔𝑙𝐶50) is the following:  

1. Drawing a bootstrap sample (i.e. randomly sample, with replacement, 
m molecules) from the training dataset of m molecules. 

2. For each bootstrap sample, growing a tree with the following 
modification: at each node, choosing the best split among a randomly 
selected subset of 𝑗𝑡𝑟𝑦 , rather than all descriptors, while the tree 

grows to the maximum size (i.e. until no further splits are possible) 
and not pruned back. 

3. Repeating the above steps until (a sufficiently large number) K such 
trees are grown. 

Similar to Decision Trees—which are known for their ability to select “important” 

features among many and ignore others [82]—Random Forest, as an ensemble of trees, 

has the ability to select “important” features. This is not produced as an explicit model, 

instead, the relationship between features and activity of interest is hidden inside a “black 

box” [83]. Nevertheless, an idea of each feature’s importance in contribution to prediction 

accuracy is calculated during training and will be used later on to draw an analogy of which 

features are more important and why are they so, in this problem context. 

5.3.2. Evaluation Metrics Definition 

The performance of the joint angle measurement by the machine learning 

algorithm was assessed by comparing the predicted angle from the algorithm with the 
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reference angle measured by the motion capture system. The coefficient of determination 

(R2), root mean squared error (RMSE), and the normalized root mean squared error 

(NRMSE) were used as metrics for comparison. 

Using these metrics, we validated the performance of the machine-learning 

algorithm in an intra-participant analysis. In first evaluation approach, one separate model 

was trained and tested for each participant. A traditional ten-fold cross-validation method 

was used to evaluate the performance of the model. Each fold comprised all the movement 

conditions with the same speed. In this ten-fold cross-validation approach, the model was 

trained using the data from nine folds (equivalent to 9 minutes of running) and tested on 

the remaining fold (equivalent to 1 minute of running). This was repeated until all the ten 

folds were selected as the test set. The accuracy of the model was determined by 

averaging the results of all ten folds for each participant. 

Because of the nature of the data which is time series, it is possible that traditional 

k-fold cross validation could cause data leakage and bias the performance [84]. Therefore, 

as a second evaluation approach, a 10-fold forward chaining method for training and 

testing each model were used. In this method, one separate model was trained and tested 

for each participant similar to the first approach, however instead of randomizing the test 

fold, the model was trained to predict only the future split. Using this technique, the data 

for a participant was split into 10 parts, then a separate model was trained using all 

possible consecutive splits while on future split was used for testing. For instance: 1) 1st 

split was used in training, 2nd in testing; 2) 1st and 2nd split in training, 3rd split in testing, 

etc. (Figure 5.2). The accuracy of the model was determined by averaging the results of 

all 9 validation splits for each participant. Additionally, in order to understand the effect of 

manual feature extraction which is discussed in the next section, the forward chaining 

evaluation technique was repeated once with and without manually extracted features in 

the dataset. 
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Figure 5.2.  Forward chaining training and test splits in different sub-trial. 

5.3.3. Feature extraction  

Compared to Neural Network models—which are capable of automatically learning 

features [85]—Random Forest tries to educate the learners (ensemble of trees) with the 

given features [81]. In order to use a Random Forest model whose main task is to map 

raw signal of the four strain sensors (equally time-spaced) into the hip-joint angle in three 

dimensions, the input features were manually extracted for each trial (each participant). 

To extract features useful for the Random Forest model, each pair of sensor signal 

values were numerically added together, deducted, divided by each other and multiplied 

by each other to extract inter-sensor features. The idea behind this method of feature 

extraction was to provide the model not only the values of sensors at each data point, but 

also their aggregation. For instance, during hip flexion (e.g. from 0 to 20 degrees) the 

frontal segments of the garment experience a negative strain while the area on the back 

of the garment is stretched. Therefore, the model could be benefited if the accumulation 

of each two possible sensors is provided. 

Additionally, a 1st order derivative of each sensor’s signal was added to the list of 

features. This enabled the model to be aware of strain rates applied to the sensors in 

addition to their absolute values, which the model could learn, how different strain rates 

can be related to a certain point in motion (e.g. foot strike).  

Finally, a sliding window of 10 previous data points was added to the features to 

smooth the output signal. Using the aforementioned method, an input array size of [n x 
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720] was achieved for each participant, where n is the number of data points for each trial 

and 720 is the total number of features for each model.  

Having 4 sensors: 

• 16 (4 by 4) combination pairs were possible and using the four basic math 
operations between each pair of sensors (addition, deduction, multiplication 
and division) 64 features were obtained. 

• 1st derivative of each sensor as well as four sensors raw signal (8 in total). 

• A sliding window of 10 of each feature mentioned before. 

It was possible to extract 720 (72x10) features from four sensors in each trial. 

5.3.4. Application of Random Forest in Hip Joint Angle Estimation 

Previously it was shown that strain on a garment can be correlated with body 

posture [45] and joint angle [46] using Machine Learning algorithms to learn the correlation 

given gold standard data. Random Forest was chosen to learn this correlation in a garment 

equipped with the inductive-based strain sensors and the results were validated using 

optoelectric motion capture output. 

Random forest does not heavily depend on any individual feature, but instead, it 

aggregates ensembles predictions altogether [81]. This means that an ensemble can 

contribute more into an accurate prediction in one trail (one participant) while it might not 

be the case in another trial. Therefore, if not benefiting from such attribute, a model can 

perform accurately in one trial but not so well in another. This is beneficial when using the 

same garment for multiple participants whose strain to joint angle pattern is different from 

individual to another (e.g. due to weight, height, volume of body segments, etc). 

In a Random Forest model, each tree brings in its own source and type of 

information in a whole picture. For instance, some trees, carry information about the range 

of motion while others care about which type of motion is happening (e.g. leg-swing). This 

enables the model to have access to a diversity of information as well as not allowing 

outliers to affect the overall performance of the model [86]. 

Random forest is a highly accurate algorithm among other top machine learning 

algorithms even without parameter tuning [81]. Number of estimators was chosen to be 



50 

1000 as well as true parameter for object out of bag score (OOB_score) and zero random 

state, while the rest of the hyper parameters were kept as default. Changing the number 

of estimators did not seem to affect the performance of the random forest model 

significantly, therefore no further hyper parameter tuning was attempted. The parameters 

used in all models were the same and are available in Error! Reference source not 

found.. 

Table 5.2  List of chosen random forest parameters during. 

Parameter name 
   

Parameter description Value 
  

 bootstrap To use bootstrap of samples or not True 

criterion Quality of a split measurement function mse 

max_features Max number of features auto 

max_depth Max depth of a tree None 

max_leaf_nodes Max number of leaf nodes None 

min_impurity_decrease Min for weighted impurity decrease None 

min_impurity_split Threshold for early stopping None 

min_samples_leaf Min number of samples to be leaf a node 1 

min_samples_split Min number for a split 2 

min_weight_fraction_leaf Min weighted fraction of the sum weights 0.0 

n_estimators The number of trees in the forst 1000 

n_jobs Number of jobs to run in parallel -2 

oob_score To use out-of-bag samples or not True 

random_state Controls randomness 0 

warm_start To fit a whole new forest or not False 

verbose Controls the verbosity  0 

 

5.4. Results 

For each participant, ten-minutes of running data was collected. The random forest 

regressor estimated the sagittal plane (flexion/extension, Figure 5.3/A) angle of 𝑅2 = 0.98 

± 0.01, RMSE = 1.63 ± 0.32°, and NRMSE = 3.45 ± 0.56%; the frontal plane 

(abduction/adduction, Figure 5.3/B) angle of 𝑅2 = 0.93 ± 0.04, RMSE = 1.09 ± 0.22°, and 

NRMSE = 5.31 ± 0.96%; and the transverse plane (rotation Figure 5.3/C) angle with 𝑅2 = 

0.80 ± 0.09, RMSE = 1.17 ± 0.25°, and NRMSE = 7.35 ± 1.20% averaged over all 

participants in 10-fold cross validation. Among the three angles, the sagittal plane angle 
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estimation had the highest accuracy, while the transverse plane angle estimation had the 

lowest accuracy (Table 5.3 and Figure 5.3/A/B/C). 

 

Table 5.3.  Performance results of the algorithm in the estimation of three 
angles in sagittal (ψ), frontal (θ) and transverse (ϕ) planes, averaged 
across all participants, among three different training technique. 

Plane 
   

Evaluation 
metrics 

  

10-fold cross 
validation with 
720 features 

10-split forward 
chaining with 40 

features 
 

10-split forward 
chaining with 
720 features 

 

  𝑹𝟐 0.98(0.01) 0.97(0.01) 0.98(0.01) 

Ψ RMSE (Deg) 1.63(0.32) 2.12(0.31) 1.84(0.30) 

  NRMSE (%)  3.45(0.56) 4.50(0.64) 3.99(0.64) 

 𝑹𝟐 0.93(0.04) 0.90(0.06) 0.92(0.05) 

θ RMSE (Deg) 1.09(0.22) 1.30(0.33) 1.16(0.3) 

 NRMSE (%) 5.31(0.96) 6.53(1.36) 5.99(1.13) 

 𝑹𝟐 0.80(0.09) 0.76(0.14) 0.78(0.12) 

ϕ RMSE (Deg) 1.17(0.25) 1.32(0.29) 1.21(0.28) 

 NRMSE (%) 7.35(1.2) 8.00(1.40) 7.52(1.39) 
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Figure 5.3.  Comparison of kinematic tracking for different planes (depicted 
below each graph) during running. This includes: A) Flexion-
Extension (sagittal plane); B) Abduction-Adduction (frontal plane); 
C) Rotation (transverse plane).  

Top 11 features with respect to their importance assigned by a random forest 

model among one participant is presented in Figure 5.4. Since random forest does not 

extract features and instead works with the features provided as input, some features 

manually extracted such as addition, deduction, etc. between channels appeared to be 

very useful to the model. It can be seen that all manually extracted features, such as math 

operations, derivatives and past window were among 11 most important features.  
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Figure 5.4.  11 most important features in a sample model. CHx represent 
sensor X raw data and subscript t represent the past window. e.g. 
𝑪𝑯𝟏𝒕−𝟖 means channel 1 raw data at 8th past window. 

5.5. Discussion and Conclusion 

The number of sensors used in the prototype was limited by the LDC1614 chip 

capability of reading four sensors simultaneously. The placements of the sensors had to 

enable each sensor to undergo strain during motions in different planes. Each sensor was 

placed in different orientations (horizontal/vertical/orthogonal,  Figure 4.7/B/C) in order to 

allow the system to learn as many unique relationships between strain of each sensor and 

motions/angles in different planes (sagittal, frontal, transverse).  

Stretchable fabrics may vary in elasticity as a result of different ratio of stretchable 

and non-stretchable material used during production. There were two types of fabrics used 

in this system: the sensor’s core material which was a commercially available elastic 

thread and the fabric on which the loops were attached to. Different amount of elasticity 

between the two types of fabrics may cause the sensor to undergo strain at a higher (if 

both are highly elastic) or lower (if one is less elastic) strain rate and strain %. In order to 
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demonstrate the sensor’s performance during the cohort test, it was stretched up to the 

highest possible (with available technology) strain rate and maximum strain % each 

sensor experienced during 2-minutes of running. These tests illustrated the sensor 

performance in higher (i.e. due to higher elasticity) and lower (i.e. due to lower elasticity) 

strain rate as well as strain %. 

The smart compression shorts fabricated in this work captured motion in three 

dimensions during a moderate speed of running at 2.0 m/s. To our knowledge, there have 

been no previous reports of quantitative tracking of lower body motion using inductive 

sensors and only one classification-based motion tracking and one regression-based 

single-axis angular motion [21], [23]. Running speeds are variable and that while this pace 

was slower than average, it was what our participants could manage comfortably. It was 

important for our participants to run at a speed that allowed them to maintain their normal 

running mechanics. We expect the shorts to perform equally well at higher running speeds 

(upwards of 5 Hz for a sprinter) because the inductive sensors are not susceptible to 

negative effects such as hysteresis and rate-dependent effects (as in piezoelectric 

sensors) and therefore should track fast frequency movement efficiently. Thus, we do not 

feel that it is necessary to evaluate the effect of faster running on tracking accuracy as 

even sprinting is under the threshold of frequency that our inductive sensor can measure. 

While Random Forest is known to be data-driven statistical method [87], they 

exhibit to be consistent [88]–[90], reduce variance while not increasing the prediction bias 

[91], reach minmax rate of convergence while adapting to sparsity [92], [93]. Random 

Forest regressor was chosen as a machine learning model candidate to be trained and 

tested for estimation of joint angle using only strain sensors raw data. Other machine 

learning models such as Convolutional Neural Network (CNN) and Long-Short term 

Memory networks (LSTM) have been tried, however in addition to extra time and 

computing requirements of such models, compared with Random Forest, advanced efforts 

for hyper-parameter optimization as well as model-specifications selections were required 

to achieve a sufficient accuracy. The mentioned Deep-Learning algorithms were tested1 

while their accuracy did not outweigh that of the random forest regressor, which are 

considered to be highly accurate even without extensive hyper-parameter selections [81]. 

Hip angles were estimated with an RMSE of less than 1.63°, 1.09°, and 1.17° in 

the sagittal, frontal and transverse planes, respectively. The performance results were 
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averaged among all participants during the activity. The random forest regressor was able 

to provide excellent estimation in the sagittal plane (𝑅𝟐=0.98) and in frontal plane 

(𝑹𝟐=0.93) but the accuracy was decreased in the transverse plane (𝑅𝟐=0.80). The larger 

range of motion in the sagittal and frontal planes (45° and 15°, respectively) compared to 

the transverse plane (5°) [94], results in larger relative error (~1° of 5° for the transverse 

plane) and reduces accuracy as a direct result of the smaller range of motion. Additionally, 

the kinematic profile of the transverse plane joint angle of the hip is a more complicated 

pattern during running [94] in comparison to the sagittal plane and frontal plane. Further 

improvement of this accuracy would require the use of more sensors with high sensitivity 

to the transverse movement. Furthermore, while optical motion capture technology is 

considered the gold standard approach to measuring running biomechanics [95] , it is also 

less accurate in the transverse plane compared to sagittal or frontal tracking [96], and may 

be a source of error in our results [94]. 

In order to understand the temporal order inherent in the participant’s data, instead 

of traditional 10-fold cross-validation, 10-fold forward chaining technique was used during 

training and testing. The results showed that RMSE and NRMSE changed no more than 

0.21° and 0.68% respectively, which showed that there was no significant difference in 

accuracy obtained using traditional k-fold cross-validation technique, compared with 

forward chaining technique, using all 720 features extracted. 

To understand the effect of including numerically modified signal values, such as 

addition, subtraction, first order derivative of each signal, etc., every participant’s data was 

used to train another model only using raw signal and a window of 10 past data points. 

Comparing the results of the two sets of features (one using all 720 features and another 

one using only 40=4x10 features) using forward chaining, R2 score of sagittal and frontal 

and transverse estimation improved by less than 2% after including the additional features. 

Despite RMSE did not improve more than 0.72° among all planes, NRMSE improved by 

0.54% for frontal and transverse plane. 

Placement of additional sensors to improve the sensor signals would likely lead to 

improved accuracy, although it is important to note that avoiding areas that wrinkle during 

the stride to reduce any false signals that could contribute to error. Noise introduced into 

the signal as a result of foot-strikes—which typically involve shocks and vibrations to the 

sensors from ground-force impact [97]—can be reduced by tighter, more form fitting 
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garments for each participant. It is significant to note that sweat did not adversely affect 

the inductive sensors performance, an aspect that is typically problematic for 

piezoresistive and capacitive sensors in wet environments and require an insulting 

coating/sheath for protection [43]. Furthermore, temperature and moisture are not 

expected to affect the performance of the sensors, although further testing is required to 

ensure feasibility in different working environments and washability.  
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Chapter 6.  
 
Conclusion 

In this work, after studying previously developed soft strain sensors and basic 

requirements, a novel inductive-based strain sensor which required no chemical process 

was fabricated. It was possible to derive two formulae which verified the inductance-strain 

correlation under the given sensor configuration. Due to assumption and approximation 

taken when applying the formulae, none of these formulae were capable of accurately 

calculating the sensor’s signal upon a change in sensor’s length and the gauge factor, 

however the gauge factor obtained after normalizing the signals were in agreements with 

both formulae’s results.  

Attributes such as sensor’s signal stability over static and dynamic tests were 

studied by conducting various tensile tests. It was found that the fabricated sensor was 

capable of tracking high strain rates––it is not often obtainable by resistive-based and 

capacitive-based strain sensors [14], [48]. The sensor showed a sufficient signal stability 

under static and dynamic tests which suggests that this technology can be utilized for 

various purposes requiring high and low speed, after considering the electromagnetic 

sensitivity of the sensor in different environment setups. 

The sensor was stretched up to 100% and the sensor behavior (strain vs 

inductance) was observed to be the similar compared to 30% strain test. However 

advanced tests such as cyclic test, hysteresis etc were not carried out again for a range 

of up to 100% because the range of operation in terms of strain % and strain rate in the 

intended cohort test was found to be a maximum of 30%. It is worth noting that strain 

sensors do not necessarily need to be used right at the joint areas where maximum strain 

happens but can be deployed at any area at vicinity of the joint as long as some level of 

strain exist in the garment and can be measured by the sensor. 

Overall, our developed smart compression shorts system was able to track multi-

axial thigh movements with respect to pelvis during running in three dimensions with errors 

less than 1.63°. Inductive sensors show very little drift, the ability to capture motion at a 

high strain rate (453%/s) and frequency (20 Hz) without any discernable hysteresis. This 

shows the great potential for inductive–based sensor smart textile systems to provide 
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feedback useful for injury prevention, performance tracking and enhancement, or robotics    

[7], [17], [59], [97]–[99].  Furthermore, the sensors can be produced in different geometries 

to optimize signal-to-noise and stability, and behavior would be predictable using 

theoretical formulas that describe the signal. This method would enable immediate 

integration into textiles and garments available commercially. 

In conclusion, it is worth noting that although strain sensors may not seem to be 

outperforming other motion capturing systems such as OMC and EMS, their compactness, 

comfortability and sufficient accuracy can justify the need for further developments and 

deployment into the proper markets such as sport and personal training. 
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Appendix A.   
 
Senor’s Raw Data Acquisition: LDC1614 register 
values 

Table A.1. LDC1614 register values for reading the sensors. 
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Appendix B.   
 
Senor Testing: Frequency test 

 

Figure B.1.  Sensor raw signal and displacement results normalized in different 
frequency during frequency test A. 
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Figure B.2.  Sensor raw signal and displacement results normalized in different 
frequency during frequency test B. 
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Appendix C.   
 
Cohort Application Test Results 

Table C.1. Performance results of the algorithm in the estimation of three 
angles in sagittal (ψ), frontal (θ) and transverse (ϕ) planes, among all 
participants, in 10-fold cross validation. 
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Table C.2. Performance results of the algorithm in the estimation of three 
angles in sagittal (ψ), frontal (θ) and transverse (ϕ) planes, among all 
participants, in 10-split forward chaining with 40 features. 
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Table C.3. Performance results of the algorithm in the estimation of three 
angles in sagittal (ψ), frontal (θ) and transverse (ϕ) planes, among all 
participants, in 10-split forward chaining with 720 features. 

 


