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Abstract

This thesis presents the efforts made toward making industrial mechanical vibration systems smarter.

This objective is accomplished in two steps. The first step is realization of mechanical vibration ac-

tuators that can mimic the behaviour of mechanical dampers and springs with variable and control-

lable damping and stiffness. The second step includes the design and implementation of algorithms

that can find the optimum damping and stiffness in different operating conditions.

First, electromagnetic actuators are selected for force generation. It is shown that creating a parallel

RL circuit with variable parameters in the shunt of an electromagnetic actuator results in variable

damping and stiffness behavior by the actuator. It is shown that this circuit configuration can be

realized using a power electronics converter connected to a power source. Next, automatic control

methods are developed for adding a self-tuning loop to the system including an electromagnetic

actuator. To this end, the sliding mode extremum seeking controller was utilized to make the system

self-tuning in a model-free control architecture.

The concept is applied to two major problems in vibration systems: vibration energy harvesting and

vibration absorption, which is also known as tuned mass damping. In the former application, single

variable and multi-variable sliding mode extremum seeking controllers are used for controlling the

damping and stiffness of the actuator to maximize the harvested power. In the latter case, the same

controller is used with the objective of minimizing the unwanted oscillations in a host structure.

Analytical methods, computer simulations, and experimental results are provided to support the

proposed concept and verify the theoretical findings. The results show that it is possible to achieve

efficient, variable, and controllable damping and stiffness with an electromagnetic actuator com-

prised of a brushless DC motor and a mechanical motion conversion mechanism. It was also shown

that the proposed extremum seeking controllers successfully tune the variables toward the optimum

points.

Keywords: Adaptive Control; Electromagnetic Actuators; Vibration Systems; Power Electronics
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’Exaltations to You, ’the angels replied to God, ’we have no knowledge except that which You

have taught us. You are indeed the Knowing, the Wise.’

Holy Quran [1:32]
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Chapter 1

Introduction

1.1 Motivation for the Research

Mechanical Vibration can be defined as a motion that occurs fairly repeatedly after certain time

intervals called vibration period [30]. It can happen freely or as a result of external excitation,

leading to continuous energy transformation between kinetic and potential forms. It widely happens

in industry and everyday life e.g. in vehicle suspension, rotary machines and civil structures.

Since vibrations can cause human discomfort, damage or unstability in structures, engineers

usually try to minimize the oscillations which are considered to be "unwanted vibrations" [106].

However, in some cases like energy harvesting, engineering techniques are utilized to keep the

oscillations within a decent range. With these case-specific requirements, mechanical and elec-

tromechanical elements involved in a vibration system are designed and controlled to show the

best possible behavior [74].

Considerable amount of research and development has been conducted for improving the be-

haviour of vibration systems. Optimal design of linear elements with constant mechanical char-

acteristics was the first attempt of engineers. Use of non-linear elements, inventing elements with

tunable behaviour and active feedback control are examples of the extensive efforts made so far. The

progress in this field has continued with emergence of new technologies. Advanced and low-cost

micro-processing devices as well as efficient electrical power converters have created new opportu-

nities to move from conventional systems to more sophisticated and intelligent products [2].

In conventional vibration systems, a combination of passive mechanical elements is used. In

other words, all damping, stiffness and inertial components which are connected in a certain config-

uration, have constant values [89]. System elements are designed with considering the dynamics of

the system as well as the characteristics of the input excitation [40].

Behavior of passive elements in a system may change as the result of aging or ambient condi-

tions. Moreover, characteristics of input excitation may vary in terms of frequency and amplitude.

In such scenarios, the performance of conventional systems deteriorates because there is no chance

of re-tuning the parameters using a feedback control system [60].
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In more advanced systems, multi-physical techniques are adopted for creating more intelligent

vibration control. Magneto-rheology, electro-rheology and electromagnetism are good examples of

the physical effects used for creating forces with a higher level of controllability in terms of damping

and/or stiffness [64]. Moreover, adaptive control techniques can be used to make tuning of vibration

systems autonomous [52]. The literature in the mentioned topics seems not to be fully developed,

which motivates further studies that are provided in the coming parts of this thesis.

1.2 Background and Overview of the Present State of the Technology

1.2.1 Controllable mechanical impedance in vibration control actuators

In general, vibration systems consist of inertial, elastic and dissipative elements. Every mechanical

component might show a combination of the mentioned characteristics, but it is common to model

vibration systems as a number of lumped springs, lumped dampers and lumped masses [77]. In the

linear cases, the terminal forces on a spring and a damper are proportional to the relative displace-

ment and its derivative respectively, while the net force on a mass is proportional to the second

derivative of the mass displacement. The constant relating force and displacement in a spring is

called stiffness, while the ratio of damper force to its relative velocity is called damping constant.

The combination of damping and stiffness in an element, which describes how a force generating

element reacts to an input excitation can be called mechanical impedance [63].

As the common practice, linear stiffness is realized using compliant structures such as cantilever

beams and coil springs. In this case, stiffness is mainly dependent on the geometry of the component

and mechanical properties of the elastic material. As a result, the stiffness remains almost constant

[65]. Similarly for dampers, the damping constant is dependent on geometry as well as the viscosity

of the gas or fluid that creates the resistive force. Consequently in conventional systems, the damping

factor is considered to be constant.

Apart from fixed-impedance elements, realizing variable-impedance for improving dynamic be-

haviour of vibration systems has been an interesting idea for engineers [117]. Changing damping

and stiffness as control inputs of a system creates the opportunity to implement feedback control

methods in different applications involving mechanical vibrations. It would also be possible to adapt

a vibration system impedance according to its input behavior and input characteristics. Here, the

overview of the present technologies for realization of variable mechanical impedance is divided to

variable stiffness and variable damping as explained below.

Variable stiffness

In many applications, the stiffness coefficient, defined as the ratio of spring force to its displacement,

is constant. However, smart springs that can be controlled to achieve desired stiffness coefficients

have many potential advantages [101]. For instance, they can improve performance in robotic appli-

cations [32] or can be utilized in advanced vibration control and energy harvesters working under a

wide range of frequencies [60, 111].

2



There are two major types of variable stiffness elements: active and semi-active devices. In the

latter case, the inherent elastic behavior of mechanical elements is utilized for creating stiffness.

Such systems can be operated under different operating points with different stiffness coefficients

[102]. For example, in [103], a variable pre-load is provided for a nonlinear spring. Depending on

the amount of the pre-load, the spring’s operating point and its stiffness coefficient are controlled.

Another example is changing the motion transmission ratio between the stiff element and the end-

effector, which results in variable stiffness between input and output [47]. As another approach,

physical properties of springs such as the number of active coils are changed to control the stiffness

coefficient [34].

In active devices, on the other hand, an actuator is driven to mimic the behavior of a spring.

Software control is used to calculate the amount of force that the actuator should create to synthesize

the stiffness. A hydraulic system utilizing the above method was presented in [12].

Electromagnetic (EM) devices can be good choices for creating active stiffness elements be-

cause they are simple to design and control. Furthermore, it is possible to create bi-directional flow

of power between the actuator and its power source such as a battery [104]. In other words, the me-

chanical power that the actuator receives can be converted into electric power and stored in a battery

[109]. Likewise, if the actuator does positive mechanical work, the required power can be supplied

by the battery. This flexibility in power flow management can be achieved with proper design or

control of a shunt circuit and will be proven to be useful for synthesizing energy-storing mechanical

elements such as springs.

Several researchers have investigated the design and control of shunt circuits for EM actua-

tors. In [57], physical electrical elements were used in the shunt circuit to optimally change the

impedance on the mechanical side. In [38], an electromagnetic actuator embedded in a mass-spring

system was utilized, and the actuator was shunted with a constant resistor and capacitor to provide

resonance to the system. The resistance and capacitance were selected to optimize the performance

of the system as a vibration controller. In [19], the authors proposed use of two circuits in parallel

with a coil-magnet actuator. Each circuit was a series RLC branch designed to control the first two

modes of a cantilever beam. Constant RLC parameters were optimized for minimizing the vibration.

In [122], an actuator was shunted in a mass-spring system with a series RLC circuit with constant

parameters. They showed that this shunt circuit acts like an added mass-spring-damper mounted on

the original mass, which could be used as a vibration absorber. They optimized the system param-

eters for optimal energy harvesting and vibration control at the same time. In [56], an H2 optimal

design approach was presented for designing an RLC shunted vibration absorber. Passive elements

with constant values were used in the circuit. A review of the above works indicates that the use of

electrical elements with constant parameters in the shunt circuit can be used for changing mechani-

cal impedance of the actuator; however, these methods do not allow changing the system impedance

instantaneously in real-time through software control.

Other approaches have utilized power electronics techniques to synthesize electrical elements

in the shunt circuit. In [28], the authors have presented how variable impedances can be used for
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synthesizing elements that do not physically exist (e.g., negative resistors or inductors). Achieving

negative resistance and inductance in the shunt circuit of an EM actuator was presented in [115],

aimed at multi-mode vibration control of a plate. The negative inductance canceled the internal

inductance of the actuator while the negative resistance induced higher currents in the circuit. In

[100], the authors proposed creating parallel RL shunt circuit to change damping and stiffness of a

tunable vibration absorber. Their simulations proved efficacy of the system in controlling flexural

vibration of a cylindrical cavity in a wide frequency range. Op-amps were suggested for creating

the shunt impedance with no analysis provided regarding the power requirements of the system. In

[61], the researchers used synthetic negative and positive resistance and capacitance to change the

mechanical impedance in a vibration absorber. They showed that a synthetic shunt resistor and ca-

pacitor connected in series can create controllable stiffness and damping for the actuator. According

to their calculations, this way of controlling mechanical impedance requires measurement of motion

frequency. In the latter three works, the synthetic shunts are created using analog amplifiers. How-

ever, a major drawback of the above circuits is that they are not energy-efficient due to operation in

the active linear amplifier mode.

To avoid use of linear amplifiers for current control, switching power converters have been sug-

gested. A parallel RLC arrangement in shunt circuit of a pendulum energy harvester was presented

in [62], where PWM switching of an H-bridge was used to control the shunt current. It was shown

that a change of ±10% in the resonance frequency of the harvester was achieved by changing the

circuit susceptance; however, the harvester performance was limited to a horizontally rocking mo-

tion as the source of excitation. A variable series RLC configuration was used in a single-phase

coil-magnet energy harvester in [14]. They tuned the shunt impedance to maximize the power har-

vested from base excitation in a frequency sweep. Most recently, power generation and stability of

an electromagnetic vibration energy harvester with a general load in the shunt circuit was presented

in [73]. However, they did not focus on the power electronic circuit needed for creating the shunt

load and did not discuss the stiffness and damping generated in the harvester [72].

As discussed above, there has been a growing interest in developing shunt control and optimiza-

tion techniques for vibration control and energy harvesting [92, 16]. However, simple and practical

ways of creating variable stiffness have not been investigated and analyzed in the recent literature.

Variable damping

It is common to model the behavior of a mechanical damper as a force proportional to velocity with

a ratio called damping factor. Damping factor is approximately constant in conventional vibration

systems; however, there are different ways to create variable damping to improve dynamic behavior

of a system.

A well-developed method for achieving variable damping is the use of magneto-rheological

(MR) fluids in hydraulic dampers. MR damping level can be changed in a certain range by applying

a magnetic field in the fluid and changing its viscosity. The minimum damping in an MR damper is

created when the field is turned off (off-state), while the maximum is limited by the fluid yield stress
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(on-state). As a result, the dynamic range of an MR damper, defined as the ratio of maximum to

minimum achievable damping, remains limited [114]. There exist other problems with MR dampers

such as wearing of seals, sedimentation of particles, thickening of fluid and oxidation of particles.

Moreover, long-term changes in MR dampers’ behavior have been reported especially when they

remain dormant for a long time [17].

It is possible to take advantage of electromagnetic (EM) effect to create damping effect [59].

It can be shown that using a resistive impedance in shunt circuit of a linear EM actuator results in

mechanical damping, and changing the resistance varies the damping effect [42]. Creating variable

stiffness with shunt control is a well-established method in the literature; however, creating damping

levels that are high enough is a challenge in some applications [97].

Decreasing the external shunt resistance helps to induce larger currents in the actuator and cre-

ate higher damping levels. To maximize the damping, it is possible to short-circuit the actuator,

however, the internal resistance of the EM machine does not let the damping exceed a certain value,

which might not be enough in some applications. The above issue has been a limiting factor against

the application of EM dampers in vibration systems [57].

To increase maximum available damping in EM actuators, different approaches have been re-

ported in the literature. In [121], an eddy current damper is optimized as a linear EM damper. In

[97], the geometry and configuration of a multi-layer linear EM transducer were optimized for max-

imization of power density. Similar approaches were presented in [29] and [85].

In [69, 11, 49] magnetic lead screws were developed for trans-rotary motion conversion. Me-

chanical motion rectifiers such as two-leg mechanism [58], algebraic screw [82], rack and pinion

[55, 112], scissor structure [67, 66], lead-screw [37, 109], and bevel gears [57] are commonly com-

bined with gearhead motors in order to increase motion rectification factor. However, using high-

ratio gearing adds unwanted inertia to the system which distorts the resulting force-velocity behavior

expected from a vibration damper.

Another solution for increasing the damping coefficient in EM dampers is combining them with

hydraulic systems. In [105], a linear EM motor was used in parallel with a passive hydraulic damper.

In [23] and [7], linear motors were embedded inside passive shock absorbers. in [116, 28], hydraulic

circuits were utilized as power transmission media. As the result, the hydraulic circuit contributes

to creating damping forces, so the baseline passive damping remains constant and un-controllable,

which limits the dynamic ratio of the damper.

The approach under focus in this study provides a solution in the electrical domain, which is

creating a negative resistance in the shunt circuit. The negative resistance compensates some of the

resistance already in the transducer circuit and decreases the overall shunt resistance. As the result,

higher currents are induced in the circuit, creating larger forces. Yan et al. [110] created negative re-

sistance in the shunt circuit of a coil-magnet actuator. The negative resistance was implemented with

three operational amplifiers in a complicated circuit. The resulting shunt circuit leads to both EM

damping and stiffness which cannot be controlled separately. In the most recent work, Stabile et al.

[93] created negative resistance for control of spacecraft micro-vibration, and used a simpler circuit
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with only one power amplifier. The negative resistance cannot be controlled during the experiments

as its value is a function of the resistive components in the circuit.

1.2.2 Autonomous tuning for optimum performance

Realization of variable mechanical impedance would be an important step toward adaptive vibration

systems; however, a control structure would be needed to provide the optimal values of mechanical

impedance as the reference. In other words, it is needed to tune the damping and the stiffness as

control variables to optimize the performance of a vibration system. The tuning can be achieved

using model-based or model-free techniques. In the former, characteristics of the excitation should

be measured, and the mechanical impedance should be tuned according to a model-based equation

or look-up-table. This approach would not be robust against model uncertainties or changes in the

plant parameters. Model-free tuning, on the other side, offers optimal tuning without dependency

on the system model and is studied in this project.

The idea of self-tuning vibration control can be studied in different applications. This study

focuses on two well-known problems in mechanical vibrations: Vibration Energy Harvesters (VEH)

and Vibration Absorbers also known as Tuned Mass Dampers (TMD). In the former, the main

objective is maximizing the harvested power while the latter is aimed at control of vibrations in

civil structures.

Self-tuning for vibration energy harvesting

Vibration energy harvesters consist of an inertia element mounted on a compliant structure. An

electromechanical transducer, such as a coil-magnet or electric motor, undergoes displacements

as a result of the relative movements induced between the inertia element and its excited base.

Roughly speaking, the best performance of a harvester is expected when it operates at the resonance

frequency [76]. The efficacy of the power generation drops rapidly as the frequency of excitation

deviates from that of resonance. As a solution, adaptive tuning of resonance frequency is suggested

[86, 60, 95].

Adaptive tuning of resonance frequency can be achieved with mechanical or electrical ap-

proaches. In the former approach, mechanical properties of the structure such as dimensions [27],

centre of gravity [108] and spring stiffness [18] are changed. In the electrical approach, the electrical

load of the harvester is changed by controlling the shunt circuit [119].

Various strategies have been proposed for periodic tuning of energy harvesters [119]. Balato et

al. [10] designed a Resonant Electromagnetic Vibration Energy Harvester (REVEH) for wireless

sensor nodes in freight wagons. Their proposed system is connected to a buck converter that tunes

the load voltage for maximum power tracking. However, a look-up table is used for tuning based on

a priori knowledge of the harvester. A model-based feed-forward MPPT that tunes a resistive load

was presented in [75].

A major disadvantage of model-based tuning methods is that they rely on harvester model or

require a look-up table. The harvester model may be inaccurate or change over time because of
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Figure 1.1: Schematic view of a vibration absorber on a host structure

aging or environmental conditions, which may affect performance of the harvester. Model-free self-

tuning algorithms have been used in photovoltaic and wind energy conversion systems [79, 50] and

vibration energy harvesters [22]. For instance, Gyorgy et al. [96] designed a simple Perturb and

Observe (P&O) MPPT for a coil-magnet ultralow-power energy harvester. Leicht et al. [53] used a

similar algorithm and implemented it for very low power applications.

In more advanced systems, both shunt resistance and inductance are tuned in the frequency

domain for widening the frequency bandwidth. For example, in [15], a variable RLC circuit is used

in the shunt of a vibration energy harvester, but no tuning method is suggested. Model-free tuning

of shunt resistance and inductance requires applying a two-variable extremum seeking controller

which has not been reported in the literature to the best of our knowledge.

Self-tuning for tuned mass dampers

Tuned mass dampers (TMDs), also known as harmonic absorbers, are mass-spring or mass-spring-

damper systems that serve as vibration controllers. They can be mounted on excited host structures

to minimize their vibration amplitude. Applications include vibration suppression in tall buildings,

bridges and vehicles. The force induced in a TMD counteracts the exciting force of the main struc-

ture and decreases its vibration amplitude, especially at its resonance frequency [39]. Fig. 1.1 shows

a conventional vibration absorber on a host structure.

An optimal TMD is designed based on the host structure’s properties, excitation pattern, and

control objectives. In the case that the input excitation has a single and known frequency, the TMD

is tuned to have the same frequency as the excitation while its damping is minimized. However,

the input frequency may not be exactly known when a TMD is designed, or it may vary over time.

Moreover, the system parameters including those of the host structure or the TMD itself may change
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because of aging or environmental conditions. As a result, the TMD would be out of tune for the

designed structure and its performance may decrease significantly [60].

To address the above problem, different robust and adaptive TMDs have been proposed in the

literature. For instance, in [8, 120] the authors utilize constant damping and stiffness values for a

passive TMD based on an optimization criterion within a given frequency range. However, adap-

tive TMDs offer more flexibility since they can change their damping or stiffness according to the

system’s behavior or input characteristics.

Adaptive semi-active systems exhibiting variable damping, variable stiffness, or both have been

proposed in TMDs [26, 13, 81]. However, active systems are faster and more flexible in creating

independently and continuously variable damping and stiffness [60]. An active electromagnetic

actuator with proper bi-directional shunt control has been reported to provide positive and negative

damping and stiffness [100]. The aforementioned system can also remain self-powered in a range

of operating points. Utilizing such an actuator in a passive TMD results in a hybrid TMD whose

damping and stiffness can be tuned to minimize the host structure vibration under different input

frequencies.

Finding the optimal impedance for an active TMD to achieve a desired vibration absorption is

a remaining issue for further investigation. This impedance can be analytically calculated for each

input frequency and provided for the system as an equation or look-up-table. This method is not

robust to uncertainties and changes in structural characteristics because of being model-based and

open-loop.

Model-free extremum-seeking controllers have been proposed with the ability to change a sys-

tem’s inputs and navigate its output to the extremum point [21, 20]. Sliding Mode Extremum-

Seeking Controllers (SMESC) can be viable methods for application to self-tuning TMDs because

of their fast and smooth convergence [98]. To this end, the objective would be to minimize the

absolute displacement of the host structure. Damping and stiffness are chosen as tunable variables

synthesized by proper control of the electromagnetic machine through power electronics.

1.3 Summary of Contributions and Outline of the Dissertation

Review of the literature about variable stiffness and variable damping elements shows that there

are three major systems used for this purpose: semi-active, active and hybrid systems. A semi-

active vibration controller is capable of changing at least one of the system parameters but unable

to inject mechanical energy into the system [36]. More accurately, the power that they consume is

spent only for changing damping, stiffness or inertance. In an active system, however, an externally

powered force actuator is available to create forces calculated by a feedback controller. As the

main advantage of active systems, they can potentially provide a high level of performance even if

excitation characteristics or dynamics of a host structure change. This, on the down side, happens at

the expense of increased power requirements and, in some cases, bulky and complicated systems.
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Figure 1.2: Schematic view of the adaptive vibration control structure used in this study

In hybrid systems, different kinds of force actuators including passive, semi-active and active

elements are combined. This approach guarantees certain amount of damping to be always present

in the system. As the result, the system is less likely to become unstable.

Hybrid systems including passive and active systems can provide more flexibility in creating

forces. While passive elements provide a baseline impedance, an active force actuation can be added

to improve the system performance. As another advantage, smaller actuators in terms of size and

power requirement can be used since a portion of the control force is already provided by the passive

elements.

Hybrid systems incorporating passive components as well as a regenerative force actuator (RFA)

are selected to be subject of this study. The RFA is controlled to imitate mechanical impedance

(damping and stiffness) whose characteristics can be controlled by software. This force is added

to the forces created by the passive elements. Depending on the sign of the imitated mechanical

impedance, the result will be a system with lower or higher damping and stiffness. Figure 1.2 shows

the concept schematically.

In Fig. 1.2, parameters b and k show the passive damping and stiffness in the system respectively.

m is the mass of the harvester (in case of vibration energy harvesting) or the mass of the tuned mass

damper (in case of vibration absorption). Fem is the active force created by an Electro-Magnetic

Actuator (EMA) which is connected to a power source through a bi-directional converter. If the

actuator does positive mechanical work, the flow of power is from the source to the actuator, while

the system becomes regenerative in the case of receiving positive mechanical power.

The passive component of the force created by the mechanical damper and spring can be written

as

Fp = bẋ+ kx (1.1)
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Figure 1.3: Self-tuning scheme for vibration systems

while the active force created by the EMA can be controlled to be equal to

Fem = bemẋ+ kemx. (1.2)

The resulting force created by the hybrid actuator will be

F = (b+ bem)ẋ+ (k + kem)x. (1.3)

Writing dynamic equation of the electromechanical system results in

mẍ+ (b+ bem)ẋ+ (k + kem)x = −mÿ (1.4)

while y is the displacement of the excited base. Equation (1.4) shows that the overall damping and

stiffness of the system can be tuned by changing bem and kem.

It will be shown in Chapter 2 that creating forces described as (1.2) is equivalent with creat-

ing a synthetic shunt impedance for the actuator that includes positive or negative inductance and

resistance. The shunt impedance can be synthesized by means of a bi-directional power converter

controlled by a digital processor.

The scope of this thesis extends beyond realization of variable damping and stiffness in vibration

systems. Effort is put to use this feature in two major mechanical vibraion applications: Vibration

Energy Harvesting (VEH) and Tuned Mass Damping (TMD). For tuning the impedance of the

vibration systems, extremum-seeking controllers are adopted to avoid model-based approaches. The

general idea of the proposed scheme is provided in Fig. 1.3.

The next two Chapters provide the groundwork for realization of variable stiffness and damp-

ing using power electronic techniques. The rest of the thesis investigates application of extremum-

seeking controllers in self-tuning vibration systems including energy harvesters and vibration ab-

sorbers. Summary of the contributions in each Chapter are provided below.
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1.3.1 Chapter 2: Realization of Variable Stiffness and Damping with Power Elec-
tronics Shunt Control

This Chapter provides the groundwork upon which the rest of the thesis is developed. It is shown

that a parallel RL configuration in the shunt circuit of an electromagnetic actuator makes the sys-

tem behave like a parallel spring-damper configuration. To this end, a series negative RL circuit is

created to cancel out the internal impedance of the electromagnetic machine, and the parallel part

of the circuit is added to create variable damping and stiffness. The relationship between the shunt

electrical impedance and the mechanical impedance of the actuator is mathematically derived. The

voltage and power requirements for creating damping and stiffness are calculated as well. A power

electronics boost converter is used for controlling the shunt circuit. The controller is implemented

on a dSpace control hardware, and some experiments are conducted to verify the findings. The

outcomes of this part of the project are now published in [42].

1.3.2 Chapter 3: Increasing the Maximum Achievable Damping with Active Shunt
Control

This Chapter has a focus on variable damping in electromagnetic actuators. It is common to realize

variable damping by creating a resistive shunt. It is shown that damping level is inversely propor-

tional to the shunt resistance and can be maximized with short-circuiting the actuator shunt. In this

case, the internal resistance of the machine limits the maximum damping. It is discussed that the

maximum damping in this configuration might not be enough in some applications.

It is suggested to create a negative resistance element in the shunt circuit to cancel part of the

internal resistance of the machine. Voltage and power requirements are studied, and experimental

results are provided.

As another contribution, this Chapter suggests a novel mechanical design for axial electromag-

netic actuators. Cylindrical cams also known as barrel cams are suggested as the mechanical motion

rectifier for conversion between the rotary motion of the brushless DC motor and the axial motion

needed in real applications. It is shown that the novel mechanism results in larger stroke-to-length

ratios compared to the other reported mechanisms, which is desirable in some applications. The

results of this study are under review by the IEEE Transactions on Mechatronics.

1.3.3 Chapter 4: Single-Variable Constrained Self-Tuning for Vibration Energy Har-
vesting

After realizing variable impedance in vibration systems, it is time to take advantage of the developed

generic technology in engineering problems. One of the issues in vibration energy harvesting is

tuning the harvester damping level when the frequency or amplitude of the excitation changes.

In this Chapter, the sliding mode extremum seeking controller is used for tuning the damping

of an energy harvester. In this part of the study, self-tuning is limited to changing the damping, and

stiffness is assumed to be constant. It is assumed that the harvester relative displacement should not
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exceed a certain allowable level to avoid mechanical damage. To this end, a constraint is added to

the extremum seeking controller using a penalty term in the objective function. Experimental results

are provided to prove the efficacy of the suggested approach. The results of this study are published

in [43].

1.3.4 Chapter 5: Multi-variable Self-tuning for Vibration Energy Harvesting

As a complement to Chapter 4, this Chapter investigates model-free self-tuning vibration energy

harvesters with both variable damping and variable stiffness. An analytical model is used for calcu-

lating optimal damping, optimal stiffness and the maximum achievable harvested power.

To make the system self-tuning, a multi-variable extremum seeking controller is required. Multi-

variable sliding mode extremum seeking is studied for this application. A new version of this con-

troller is proposed, and it is shown that the novel controller results in better convergence to the

extremum point. Experimental results are provided to demonstrate the performance of the system.

This work is accepted for publication in the journal of Smart Materials and Structures.

1.3.5 Chapter 6: Constrained Self-tuning Vibration Absorbers with Variable Damp-
ing and Stiffness

By this Chapter, application of the generic innovation provided in Chapter 2 will have been explored

for vibration isolation (Chapter 3) and vibration energy harvesting (Chapters 4 and 5). The last topic

covered in this thesis is self-tuning vibration absorbers.

Sliding mode extremum seeking controller is used for self-tuning a tuned mass damper with

variable damping and variable stiffness. A constraint is implemented on the power consumption

of the TMD to avoid injection of any power to the system and minimize the risk of unstability.

Simulations are used to investigate convergence of the algorithm to the optimum points. This study

was presented in the 2nd IEEE Conference on Control Technology and Applications (CCTA 2018).

It is now published in the conference proceedings [43].

1.3.6 Chapter 7: Conclusions and Suggestions for Future Works

The research outcomes and achievements will be summarized in this Chapter. General conclusions

will be made based on the theories, simulations and experiments provided in the thesis. Some ideas

that have been generated during the whole project but have not had a chance to be investigated will

be suggested as future works.
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Chapter 2

Realization of Variable Stiffness and
Damping with Power Electronics Shunt
Control

Although semi-active variable mechanical damping is a well-known and highly developed concept,

creating efficient variable-stiffness has remained a challenge. In this Chapter, a brushless DC motor

combined with a mechanical motion converter is utilized to synthesize the behavior of a mechanical

spring. It is shown that synthesizing resistive and inductive elements in the motor shunt circuit can

create damping and stiffness behaviors respectively. The actuator shunt is digitally controlled by

a bi-directional boost converter that uses a sliding-mode algorithm. Using the proposed approach,

the actuator can exhibit independent damping and stiffness effects in real-time. Analytic studies

regarding the power requirements as well as the criteria for controller convergence are presented

and verified through experimental studies.

2.1 Background

In this Chapter, the development of purely RL shunt electromagnetic actuators utilizing bi-directional

power electronics circuits is presented. It is shown that an RL shunt, rather than an RLC one, is

enough to create independent damping and stiffness terms. The resulting stiffness and damping

terms have a decoupled relationship with the shunt inductance and resistance. This is unlike the

series RL configuration [61], in which the resulting damping and stiffness terms are coupled with

inductance and resistance of the shunt. Furthermore, the RL synthesis concept is extended to the

3-phase case, which makes it possible to use brushless DC (BLDC) motors and avoid friction and

other limitations of brushed machines. The power requirements for creating damping, stiffness, and

their combination is quantified in this paper along with the range of damping and stiffness values

for self-powered operation of the EM actuator.

The organization of this Chapter is as follows. In Section 2.2, analytic developments are pre-

sented regarding the correspondence between shunt circuit impedance and actuator mechanical be-

havior. The power required for creating a synthetic parallel RL configuration in the shunt circuit is

13



Figure 2.1: (a) mass-spring-damper structure with an EM actuator (b) shunt circuit of the 3-phase
actuator

obtained along with power efficiency. The results are compared with non-regenerative shunt control

systems. In Section 2.3, a stability analysis for the sliding mode controller is provided. Experimental

results including the actuator performance in a mass-spring-damper system are presented in Section

2.4.

2.2 Theory

2.2.1 Synthetic Shunt Impedance

Consider a mass-spring-damper along with a three-phase brushless actuator shown in Fig. 2.1(a).

The actuator can be modeled as a linear electromagnetic force generator in parallel with an inerter

element. The electric machine’s terminals are connected to three equal impedances connected in a

star configuration (Fig. 2.1(b)). The phase back emf voltages can be written as
v1 = Vm sin(θ − 2π

3 )
v2 = Vm sin(θ)
v3 = Vm sin(θ + 2π

3 )
(2.1)

where Vm is the voltage amplitude.

For a single harmonic motion, in the frequency domain, we can write

Î = V̂

Z
. (2.2)

where Î and V̂ are the current and voltage phasors, and Z is the overall impedance of the shunt

circuit including the actuator internal resistance and inductance.
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If the overall impedance is designed to be purely resistive, the relationship between the electro-

magnetic actuator force fem and its speed ẋ can be written as

fem = cem
2

R
ẋ, (2.3)

where cem is the electromechanical coupling constant of the actuator defined as the ratio between

force fem and current i(t). According to (2.3), if the shunt circuit is completely resistive, the ma-

chine behaves like a mechanical viscous damper with damping constant given by

bem = cem
2

R
. (2.4)

If the shunt circuit is purely inductive, the actuator force is calculated as follows

fem = cem
2

L
x, (2.5)

where L is the overall inductance of the shunt circuit. Equation (2.5) shows that an inductive shunt

circuit would create a mechanical stiffness given by

kem = cem
2

L
. (2.6)

To combine EM damping and stiffness effects, a combination of resistive and inductive elements

in the shunt circuit should be used. If a resistor and inductor are connected in parallel, the current

generated in the circuit is given by

i(t) = 1
L

∫
v(t)dt+ 1

R
v(t), (2.7)

and the actuator force is calculated as

fem = kemx+ bemẋ. (2.8)

For this case, the shunt circuit is demonstrated in Fig. 2.2.

It should be noted that the circuit has an internal resistance rin and an internal inductance Lin.

This means that for creating the parallel configuration of Fig. 2.2, we first need to cancel the internal

shunt RL circuit with a negative resistor −rin and negative inductor −Lin. The resulting circuit is

shown in Fig. 2.3.

2.2.2 Power Analysis

To calculate the power requirements for creating the external impedance shown in Fig. 2.3, the

power exchange in the boundaries of Zex should be calculated. Assuming a balanced circuit, the
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Figure 2.2: Shunt circuit configuration for creating both damping and stiffness with an electrome-
chanical actuator

Figure 2.3: Complete shunt circuit for combining electromechanical damping and stiffness

instantaneous power associated with −rin and R is calculated as follows

p(t) = {v1
2

R
+ v2

2

R
+ v3

2

R
} − {rini12 + rini2

2 + rini3
2} (2.9)

Using (2.1), we have

p(t) = 1.5{v(t)2

R
− rini(t)2}. (2.10)

The actuator is intended to be used as a spring element in a linear vibration system shown in Fig.

2.1(a). Consequently, it can be assumed that the displacement x(t) and voltage v(t) have harmonic

behavior described as follows

x(t) = X sin(ω(t)), (2.11)

v(t) = V cos(ω(t)) (2.12)

where ω is the harmonic vibration frequency, X is the actuator displacement amplitude, and V is

the voltage amplitude that can be calculated as a function of actuator displacement and electrome-

chanical constant, i.e.,

V = Xωcem. (2.13)
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Thus the current can be expressed as

i(t) = I cos(ω(t) + φ) (2.14)

where φ is the phase difference between the emf voltage and current. Using (2.7), the relationship

between voltage and current amplitudes is as follows

I = V

ω

√
1
L2 + ω2

R2 . (2.15)

Considering (2.10) and using (2.12) to (2.15), the average power can be calculated as follows

Pavg =
∫ 2π
ω

0 p(t) = 3
4X

2
{
ω2( cem2

R − rincem
2

R2 )− rincem
2

L2

}
(2.16)

in which the positive and negative values indicate energy regeneration and consumption, respec-

tively. The first two terms in (2.16) show the power exchange as a result of resistance R, and the

last term corresponds to the power consumption for creating inductance L. Using (2.4) and (2.6),

the expression for power can be rewritten as a function of damping bem and stiffness kem as follows

Pavg = 3
4X

2
{
ω2(bem −

rin
cem2 bem

2)− rin
cem2kem

2
}
. (2.17)

Equation (2.17) provides useful information about the power exchange for creating the exter-

nal impedance. It is possible to split the equation into two separate expressions Pb and Pk which

describe the power regeneration due to damping and stiffness, respectively, i.e.,

Pb = 3
4X

2ω2(bem −
rin
cem2 bem

2) (2.18)

and

Pk = −3
4X

2 rin
cem2kem

2. (2.19)

According to (2.18), the power exchange for creating damping can take both positive and negative

values. If 0 < bem < c2
em
rin

, damping is regenerative, which can be used for energy harvesting

from mechanical vibrations. If bem > c2
em
rin

, damping becomes energy consuming. The same thing

happens for negative values of bem which is justified due to the fact that a negative damper is an

energy consuming component. Fig. 2.4 shows the average power as a function of EM damping.

In contrast, (2.19) shows that creating electromechanical stiffness is always energy consuming.

The power is linearly proportional to rin and has a quadratic relationship with kem. Fig. 2.5 shows

Pk as a function of kem.

As a special case, it is possible to keep the system self-powered through balancing Pb and Pk. In

other words, one can regenerate power by creating positive damping and consume the regenerated

power for changing the stiffness. To this end, (2.17) is set equal to zero, and the maximum self-
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Figure 2.4: Power regeneration for creating electromechanical damping in the actuator

Figure 2.5: Power regeneration for creating electromechanical stiffness in the actuator

powered stiffness can be obtained as follows

max|kem| = cemω

√
bem
rin
− bem

2

cem2 . (2.20)

Fig. 2.6 summarizes the above discussion. According to this figure, if the EM damping bem is in

the regenerative range (0 < bem < c2
em
rin

), a range of positive and negative values for kem can be

obtained which keeps the system self-powered. In other words, power is regenerated if the operating

point is inside the oval shape (Fig. 2.6).

2.2.3 System Efficiency

In this Section, efficiency of the system for generating an electromagnetic stiffness kem is discussed.

It is assumed that the external resistance R is infinitely large (open circuit), i.e., the EM damping is

equal to zero (bem = 0).

The energy transfer efficiency is commonly defined as the ratio of the desirable transferred

energy to the whole energy consumed from a source. In this Chapter, we define the efficiency for

stiffness generation by obtaining the average exchanged power regardless of the direction of energy

flow. To this end, the absolute value of mechanical work for a spring element in one harmonic cycle
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Figure 2.6: EM stiffness range for self-powered operation of damper

can be expressed as follows

Pideal =
∫ 2π

ω

0
|kx(t)ẋ(t)|dt = ω

π
kX2, (2.21)

where Pideal is the power that is ideally exchanged in the presence of stiffness k, and ω is the

frequency of its harmonic motion with amplitude X .

Now let us define the power efficiency for generating stiffness as follows

η = Pideal
Pideal + Ploss

(2.22)

where Pideal is the power to generate ideal stiffness, and Ploss is the power loss for generating

stiffness k. With the above definition, if a system requires no power for generating stiffness (Ploss =
0), its efficiency is 100%, whereas higher values of Ploss result in lower η.

Equation (2.22) is used for calculating power efficiency of the method proposed. In this case,

the term Ploss is equal to the expression provided in (2.19) . As a result, the power efficiency for

generating stiffness with RL shunt can be written as

ηRL = 1
1 + 3

4
π
ω

( rin
cem2

)
kem

. (2.23)

Next, let us advantage the performance of the proposed approach over active systems with a

uni-directional power flow (non-regenerative). To this end, we have to calculate the power require-

ments with the assumption that no energy can be recovered back from the actuator. In other words,

instead of calculating the power loss only in the internal resistor rin, one should calculate the power

exchange by the externally created impedance Zex (Fig. 2.3). The power for the stiffness generation

case (R =∞, L 6= 0) can be calculated by multiplying the voltage and current in the boundaries of

Zex, i.e.,

p(t) = 1.5
(
v(t)− rini(t)− Lin

di(t)
dt

)(
i(t)

)
. (2.24)
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Rewriting the power in terms of the EM stiffness kem and actuator displacement x(t) results in

p(t) = 1.5
((
kem − Lin

cem2kem
2)x(t)ẋ(t)− rin

cem2kem
2x2(t)

)
. (2.25)

Assuming a sinusoidal motion x(t) = X sin(ωt), the power can be written as

p(t) = 1.5
((
kem − Lin

cem2kem
2)1

2X
2ω sin(2ωt)− rin

cem2kem
2X2 sin2(ωt)

)
, (2.26)

where the first term with sin(2ωt) is a sinusoidal function with frequency twice the motion fre-

quency, and the second term is always negative because of the term − sin2(ωt). If the system is

capable of providing a bi-directional power exchange, the first term can be integrated over posi-

tive and negative values resulting in zero. Integrating the second term results in (2.19), which was

already calculated with the same assumptions.

To obtain the power exchange for a non-regenerative system, the first term in (2.26) should not

be integrated over positive values since the system is not able to regenerate any power. Integrating

the whole expression over negative values results in

Ploss = 3
4
(
X2 rin

cem2kem
2 + ω

π
X2|kem − kem

Lin
cem2 |

)
. (2.27)

Stiffness generation efficiency can now be calculated using (2.22) as

ηactive = 1
1 + 3

4
π
ω

( rin
cem2

)
kem + 3

4 |1−
Lin
cem2 |

. (2.28)

Comparing (2.28) to (2.23), it can be inferred that efficiency of an active-only system is less than

that of an active-regenerative system, ηRL. To have a better sense of numerical values for efficiency,

let us calculate ηRL and ηactive for kem = 3000N/m when the excitation frequency is 6Hz. Using

parameters of the experimental system in this study, the efficiency for active-regenerative stiffness

is ηRL = 66.8% while generating active-only stiffness yields ηactive = 44.5%. The difference

between the two efficiencies depends on the parameters of the system and excitation frequency;

however, we can claim that ηRL is always larger than ηactive because of the third positive term in

the denominator of ηactive. This can be explained using the fact that an active-regenerative system

(RL shunted actuator) recovers some of the mechanical energy that it provides for the dynamic

system, while the active-only system only injects power without regenerating electrical energy.

2.3 Power Electronics Control

For creating the shunt circuit in Fig. 2.3, one should consider the desired impedance Zex in the shunt

circuit and calculate the desired current id(t). Thus the desirable shunt impedance Zex is realized

by controlling the motor current. In this study we utilize a bi-directional 3-phase boost converter
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Figure 2.7: 3-phase boost converter for controlling the circuit current

consisting of 6 switches Q1 to Q6 which take complementary states in each pair as shown in Fig.

2.7.

Following [88], the circuit equations can be written as follows

di1
dt = − rin

Lin
i1 + 1

3Lin (2v1 − v2 − v3)
− VB

6Lin (2u1 − u2 − u3)

di2
dt = − rin

Lin
i2 + 1

3Lin (2v2 − v1 − v3)
− VB

6Lin (2u2 − u1 − u3)

di3
dt = − rin

Lin
i3 + 1

3Lin (2v3 − v2 − v1)
− VB

6Lin (2u3 − u2 − u1)

(2.29)

or, in the matrix form, given by

d

dt
i = − rin

Lin
i + 1

3Lin
Bv− VB

6Lin
BU (2.30)

where

i = [i1, i2, i3]T , (2.31)

B =


2 −1 −1
−1 2 −1
−1 −1 2

 , (2.32)

v = [v1, v2, v3]T , (2.33)

and

U = [u1, u2, u3]T . (2.34)

Note that ui’s can take values from the set {1,−1}, in which ui = 1 corresponds to turning on only

the high side switch in leg i, and ui = −1 turns on the low side switch.
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The control objective is to impose a desired current vector id in the BLDC motor phases. The

vector can be written as

id = id(t)S(t) (2.35)

while

S(t) =


sin(ωmt− 2π/3)
sin(ωmt)
sin(ωmt+ 2π/3)

 . (2.36)

In the above equations, id(t) can be calculated using (2.7) and ωm is the motor angular speed.

Now let us consider the following sliding surface

σ = i(t)− id(t). (2.37)

To design a controller that guarantees attractiveness of the sliding surface (2.37), a positive-definite

Lyapunov function is introduced as follows

VL = 1
2σ

Tσ. (2.38)

The time derivative of the Lyapunov function leads to

V̇L = σT σ̇ = σT (− rin
Lin

i + 1
3Lin

Bv− VB
6Lin

BU− i̇d). (2.39)

From (2.37), we have i = σ + id, so

V̇L = σT (− rin
Lin
σ − rin

Lin
id + 1

3LinBv− VB
6LinBU− i̇d)

≤ σT (− rin
Lin

id + 1
3LinBv− VB

6LinBU− i̇d).
(2.40)

Let us now define matrix ψ as

ψ = − rin
Lin

id + 1
3Lin

Bv + VB
6Lin

J3×3U− i̇d (2.41)

where J3×3 is a 3× 3 matrix with all elements equal to 1. Referring to (2.40), we can write

V̇L ≤ σTψ − σT
VB

2Lin
U (2.42)

Using the following control law

U = sign(σ), (2.43)
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we have

V̇L ≤ σTψ − σT VB
2Lin sign(σ) ≤

3∑
i=1
|σi||ψi| − VB

2Lin

3∑
i=1
|σi|

≤ max(ψi)
3∑
i=1
|σi| − VB

2Lin

3∑
i=1
|σi| = (max(ψi)− VB

2Lin )
3∑
i=1
|σi|,

(2.44)

where

max(ψi) = max

(
− rin

Lin
id,i(t) + 1

3Lin
(
3vi(t)−

3∑
i=1

vi(t)
)

+ VB
6Lin

3∑
i=1

ui − i̇d,i(t)
)
, (2.45)

in which cr is the motion rectification factor between the linear and rotational motion of the EM

actuator.

To achieve system stability, the term (max(ψi)− VB
2Lin ) in (2.44) should remain negative. Con-

sidering (2.12)–(2.15) and (2.45) the final stability condition can be written as

VB > 3(Xcemω)×
(
1 + Lin

( rin
Lin

+ crXω + ω
)√ 1

L2ω2 + 1
R2

)
. (2.46)

Equation (2.46) indicates the DC supply voltage required for creating the inductance L and resis-

tance R when using an EM actuator. Using (2.4) and (2.6), it is possible to rewrite (2.46) in terms

of electromagnetic damping and stiffness as

VB > 3(Xcemω)×
(
1 +

( rin
ω + LincrX + Lin

) 1
cem2

√
k2
em + b2

emω
2
)
, (2.47)

which can be used to determine if the circuit can create a combination of damping bem and stiffness

kem when the displacement amplitude is X and the vibration frequency is ω. It can also be con-

cluded that creating large values of bem and kem would require a large DC voltage. This is already

expected since creating high damping and stiffness requires high shunt currents, which results in

higher voltage requirements. On the other hand, if bem and kem are small enough, the equation is

reduced to

VB > 3Xcemω, (2.48)

which is valid when lower currents are created in the actuator shunt circuit.

2.4 Experiments

The actuator used in this study is a combination of a 3-phase brushless DC motor and a two-leg

mechanism for converting linear motion into rotary motion. This combination, introduced in [58],

can be used for creating forces using a rotational electric motor (Fig. 2.8). The relationship between

the rotary and linear displacement of the two plates in the mechanism is given by [58]

δ =
√
l2 − 2a2(1− cos θ), (2.49)

23



Figure 2.8: Two-leg mechanism for motion conversion (a) Schematic (b) Prototype.[78]
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Figure 2.9: Relationship between the mechanism rotation (θ) and displacement (δ)

Figure 2.10: The schematic view of the electromechanical actuator control

where a is equal to half of the mechanism width, and l is its length. From (2.49), the mechanism

has nonlinearity as plotted in Fig. 2.9. The test set-up equilibrium point corresponds to an angular

position of 90◦. For small displacements (less than 1cm), the linearized relationship can be written

as follows

δ̇ = − a2 sin(θ)√
l2 − 2a2(1− cos θ)

∣∣∣∣∣
θ=90◦

θ̇. (2.50)

The mechanism explained above was connected to a 3-phase brushless DC motor with a gear-

head added to the motor to increase the electromechanical coupling. The resulting system is shown

in Fig. 2.10.

The motor used in the experiments was a Maxon EC-MAX 283873 brushless motor equipped

with Hall sensors. Encoder HEDS-5540A14 from the Broadcom was connected to the motor for

accurate displacement measurements. For current sensing, the voltage drop across a 25mΩ shunt

resistor was amplified using AMC1100 fully-differential isolation amplifier. The controller was im-

plemented on a dSpace real-time control hardware with control loop frequency of fs = 50kHz,

and a TI DRV8305 driver board was used as a full-bridge converter circuit. All system parametric

values are provided in Table 2.1.
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Table 2.1: Parameter values of the test setup for the smart spring

Parameters Value
mechanical stiffness, k 12000N/m
mechanical damping, b 40N.s/m

mass, m 8.7kg
inertance, mI 1.3kg

motor phase resistance, rin 4.9Ω
actuator inductance, Lin 2.15mH

electromechanical coupling constant, cem 43N/A

Figure 2.11: The whole test setup for the smart spring experiments

As shown in Fig. 2.1, the actuator was designed and controlled as a part of a linear vibration

system. Hence, a mass-spring system was used as the test setup. The whole structure was put on an

electromagnetic shaker. Fig. 2.11 shows the complete setup.

The Simulink file parameters uploaded on the hardware were used for changing the system’s

emulated damping and stiffness terms independently. This makes it possible to change the damping

and stiffness terms in real-time using digital control of the power electronics interface. The system

was shaken from its base in the range of frequencies from 4 to 8 Hz, and its relative displacement

and regenerated power were measured.

In the first experiment, damping levels equal to 0, 50, 100 and 600 Ns/m were created. Fig.

2.12 shows the system non-dimensional relative displacement for the frequency sweep. As seen in

this figure, relative displacement values around the system’s resonance frequency (f = 5.5Hz)

become smaller when the damping values increase. At higher frequencies, the values get closer to

1, which is expected from a linear mass-spring-damper system.

To observe the effect of damping level on power regeneration, Fig. 2.13 was obtained. According

to this figure, creating no damping leads to zero energy exchange between the actuator and the power

source (bem = 0Ns/m). Increasing the damping takes the system to the energy regenerative state
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Figure 2.12: System non-dimensional relative displacement in the frequency sweep

(bem = 50 or 100Ns/m). Higher damping values can exceed the maximum available self-powered

damping and make the system energy consuming (bem = 600Ns/m). This is commensurate with

the theory provided in Section 2.2. Creating damping is energy regenerative in a certain range of

damping, which corresponds to creating positive synthetic resistance in the shunt circuit. Creating

damping higher than c2
em
rin

is equivalent to creating negative resistance in the shunt circuit and leads

to energy consumption.

Different positive and negative stiffness values were created while the electromechanical damp-

ing was kept equal to zero. Relative displacement of the system is shown in Fig. 2.14. As seen

in this figure, the natural frequency of the host stucture is approximately 5.5Hz (case kem =
0N/m). Adding positive electromechanical stiffness (kem = 3kN/s and kem = 6kN/s) in-

creased the resonance frequency to 6 and 6.5Hz, respectively. Negative electromechanical stiffness

(kem = −3kN/s), on the other hand, decreased the resonance frequencies to 5Hz. Creating stiff-

ness kem = −6kN/s resulted in a response with a peak between 3 and 4Hz which is in accordance

with the expected theoretical resonance frequency of 3.5Hz. The results show that variable stiffness

is obtained with proper control of the shunt circuit current. Consequently, the system is capable of

tuning its resonance frequency toward both lower and higher values. The results are in accordance

with the behavior predicted in theory.

The theoretical analysis in Section 2.2 indicates that creating synthetic stiffness is energy con-

suming. To verify the claim, regenerated power in the recent experiment was measured and plotted

in Fig. 2.15. According to the above figure, the required power is negative meaning that energy is
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Figure 2.13: System power regeneration in the frequency sweep
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Figure 2.14: System relative displacement with different stiffness values in the frequency sweep
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Figure 2.15: System power consumption in the frequency sweep

consumed. In every experiment, power consumption has a peak in resonance frequency. In agree-

ment with (2.19), energy consumption is proportional to the square of displacement and synthetic

stiffness injected into the system.

2.5 Conclusions

A switched-mode bi-directional boost converter was utilized for controlling shunt current in an EM

actuator. A sliding mode controller was implemented on a dSpace hardware connected to a power

converter. Using the proposed system and the current control scheme, synthetic variable resistance

and inductance were implemented, resulting in the creation of a damper and stiffness element whose

parameters can be controlled in real-time. The experimental results showed that using the method

proposed, damping and stiffness of an EM actuator can be changed independently using a simple

energy conversion circuitry. Power requirements were analyzed, and it was verified that creating

synthetic stiffness is always energy consuming while damping can lead to either energy regeneration

or consumption depending on the damping level. The proven idea has a wide range of applications

including optimal energy harvesting and vibration control, whose investigation is provided in the

coming Chapters.
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Chapter 3

Increasing Maximum Achievable
Damping with Active Shunt Control

Two common problems in utilizing electromagnetic dampers are addressed in this Chapter. The

first problem is the maximum available damping that can be created in an electromagnetic actuator

using a positive resistive load. Maximum damping is achieved when motor terminals are placed

in a short circuit configuration, but it might not be enough in certain applications. As a solution, a

method to produce negative resistance using power electronics and control techniques is presented in

this Chapter. The negative resistance cancels part of the resistance of the electromagnetic machine,

which leads to producing larger electrical current in the actuator coils. As a result, higher damping

levels are generated.

The other contribution in this Chapter is devising an effective motion rectification mechanism

for converting the translational motion into rotary motion that drives an electric machine. To this

end, a cylindrical cam mechanism is proposed which can provide longer strokes while keeping

the geometry and size of the damper similar to the axial dampers used in automotive and bicycle

dampers. The mechanism shows longer values for the ratio of stroke to maximum length compared

to other designs reported in the literature.

3.1 Introduction

In this Chapter, power electronic techniques are used for increasing maximum available damping

force. To this end a negative resistance element is created in the shunt circuit of the actuator. The

negative resistance partially cancels out the internal resistance of the machine and induces higher

currents in a brushless DC (BLDC) motor coils. Comprehensive modeling and controller design of

the proposed system will be provided and validated through experiments. A switched-mode power

converter with MOSFETs is used for creating the desired shunt impedance. As a result, it is possible

to have a bi-directional power flow between the machine and a power source. Depending on the

required damping level, positive or negative resistance can be synthesized in the shunt circuit, and

power can be regenerated or consumed. This is one of the advantages of the proposed system over
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some similar configurations that allow only one-way power transfer from the power source to the

actuator [115, 91, 92].

The other topic covered in this Chapter is designing a new motion rectifier for conversion be-

tween rotation of the EM machine and the actuator linear motion. A common challenge in designing

such motion converters is providing enough stroke for the damper end effector while keeping the

dimensions as small as regular hydraulic dampers. At the same time, enough portion of the whole

damper should be dedicated to the EM machine to keep the power density high. For example in [35],

a small brushed DC motor is designed in an off-centered position with a ball-screw mechanism to

achieve enough travel. In [5] and [57], the motor axis is perpendicular to the damper displacement,

which significantly limits the size of the motor. Lead-screw and ball-screw mechanisms are good

candidates for motion rectification because of allowing single axis design for the motor and the

moving ends [84]. However, damping stroke remains limited because the lead-screw mechanism is

relatively long. To avoid this problem, a hollow shaft motor is used in combination with a lead-

screw in [99]. To this end, a motor is customized to incorporate the mechanism inside its rotor. For

some other mechanisms like two-leg mechanism [58] and algebraic screw [82], increasing stroke

needs scale up of the mechanism in all directions, which ends up in extra large radius of the motion

converter.

The design provided in [54] consists of rack-pinion mechanism and bevel gears to achieve larger

travel and higher power density at the same time. However, bevel gears take up some axial length

and result in shorter stroke or power density. To minimize the axial length occupied by the motion

rectifier, a cylindrical cam mechanism is suggested and designed as explained in the coming Sec-

tions. The cylindrical cam is a hollow cylinder with helical grooves that can slide axially around the

motor. A T-type coupler connected to the motor shaft slides inside the grooves and converts linear

motion of the cylindrical cam to shaft rotation. Effort has been made to maximize the ratio of the

damper stroke to its overall length.

The rest of the Chapter continues as follows: In Section 3.2, an electromechanical model of the

system is used for deriving the actuator forcing function. In Section 3.3, the power electronics circuit

and current control algorithm capable of creating the desired shunt impedance are introduced, and

voltage requirements are analyzed. Details on mechanical design of the novel motion converter are

provided in 3.4, and information about experiments setup and the resulting achievements can be

found in Section 3.5.

3.2 Electromechanical Modeling

In this Section, an electromechanical model of a linear electromagnetic actuator with resistive shunt

is provided. It is assumed that the terminals of the electric machine are connected to a power elec-

tronic circuit that synthesizes a negative inductor that cancels out the internal inductance of the

machine. A negative resistor is also created in series with the negative inductor to decrease the over-
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Figure 3.1: Schematic of the electromagnetic actuator with negative resistance and negative induc-
tance

all resistance of the shunt. As a result, a purely resistive shunt circuit is created. Fig. 3.1 shows a

schematic diagram of the system.

The Lagrange equation of motion is used to derive the force generated by the actuator regardless

of the mechanical friction in the components. Assuming x as the only generalized coordinate of the

system, the equation can be written as

d

dt

(∂K
∂ẋ

)
− ∂K

∂x
+ ∂V

∂x
+ ∂D

∂ẋ
= f. (3.1)

The kinetic energy term can be written as

K = 1
2Iẋ

2 (3.2)

where I is the effective inertia of the actuator end-effector. The potential energy term is written as

V = mgx, (3.3)

where m is the actuator mass that moves with the end-effector and g is the gravity acceleration.

To obtain the electrical energy dissipation function D, one has to include the power dissipation

in the resistors of the shunt circuit. Since the inductors cancel the effect of each other, the power

dissipation in the circuit can be written as

D = v2
emf/2(rin + rex) (3.4)

where vemf is the back emf voltage induced in the shunt circuit, and rin and rex are the shunt internal

and external resistances, respectively. It is possible to write vemf as a function of the actuator speed,
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ẋ, i.e.,

vemf = cemẋ (3.5)

where cem is the electromechanical coupling of the actuator that can be expanded as follows

cem = ctcgcr (3.6)

in which ct is the torque constant, cg is the gear ratio, and cr is the motion rectification factor of the

motion converter defined as

cr = θ

x
. (3.7)

As a result, (3.4) can be written as

D = c2
emẋ

2/2(rin + rex). (3.8)

Taking derivatives in (3.1), f is derived as follows

f = Iẍ+mg + c2
em/(rin + rex)ẋ. (3.9)

The first term is the effect of moving inertial elements in the actuator, also known as inertance [89]. If

I and ẍ are small enough, this term can be neglected. The second term is a constant value equal to the

weight of elements that move vertically. Since the actuator is supposed to be used as part of a larger

linear vibration system, this weight could be considered to be part of the weight of the structure

connected to the actuator’s end-effector. This force can slightly move the equilibrium position of

the whole vibration system. But the equations of displacement around the new equilibrium point

remain unchanged. Moreover, if the actuator is placed in the horizontal direction, this term becomes

zero.

The last term in (3.9) is the main focus of this paper. It shows that the shunt configuration shown

in Fig. 3.1, results in an electromagnetic force which is proportional to the actuator velocity in the

opposite direction. This is similar to the force created by a mechanical viscous damper. The damping

factor of this actuator can be called electromagnetic (EM) damping and will be denoted here as

bem = c2
em/(rin + rex). (3.10)

It is possible to calculate the amount of power needed for creating rex in the shunt circuit. To this

end, the power exchange between the external resistance and the rest of the system can be calculated

as

p(t) = rexi(t)2 (3.11)

where

i(t) = vemf
rin + rex

. (3.12)
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Using (3.5) and (3.12), power regeneration in the external resistor can be written as

p(t) = c2
emrex

(rin + rex)2 ẋ(t)2. (3.13)

Regarding the application of the actuator as a vibration shock absorber, we assume a single-harmonic

sinusoidal motion with amplitude X and frequency ω. Integrating (3.13) in one complete cycle of

the motion results in the average harvested power by the actuator as follows

Pavg = 1
2X

2ω2 c2
emrex

(rin + rex)2 . (3.14)

Equations (3.10) and (3.14) show the effect of the external resistance rex on the EM damping

level and the harvested/consumed power. Fig. 3.2 shows a plot of the two functions. According to

this figure, positive values of rex creates positive EM damping which results in power regeneration

(the right-side area). This is the common range of operation in vibration energy harvesters and

regenerative suspension systems. If rex is too large, EM damping level becomes trivial, which is

similar to the case that the motor is open-circuit. To achieve maximum power regeneration, the

external resistance should be equal to the shunt internal resistance rin. However, to maximize the

EM damping, rex should be reduced to zero. This results in bem = c2
em/rin, which is the maximum

available damping that does not need power consumption (Pavg = 0) and is almost equivalent to

operation under short circuit.

In certain application scenarios, the maximum available self-powered damping, bem = c2
em/rin,

might not be enough for absorbing mechanical shocks and controlling vibrations. This may limit

the application of an EM damper. To solve this problem, creating negative resistance is suggested

in this study. In Fig. 3.2, the middle area shows the region in which negative shunt resistance results

in EM damping levels which are larger than c2
em/rin. Theoretically, EM damping can be increased

to infinitely large values, however, enough electric power should be available and certain electronic

circuit requirements should be met. Further discussions are provided in the next Section.

Reducing external shunt resistance to values less than −rin (i.e. rex < −rin) creates negative

damping (the left region in Fig. 3.2). Negative damping results in injection of mechanical energy

into the system which might result in instability.

3.3 Power Electronics Control

To create the external shunt impedance shown in Fig. 3.1, a negative inductor should be used in

series configuration with a negative resistor. Since this configuration does not physically exist, power

electronic techniques are used to synthesize the desired behavior. To this end, the electrical current

passing through the circuit in the presence of the desired shunt is calculated using (3.12) and used

as the reference current in a current controller. To create the desired current in the circuit of a BLDC
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Figure 3.2: Effect of external shunt resistance on (a) EM damping level (b) power regenera-
tion/consumption
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Figure 3.3: Converter topology for BLDC motor shunt current control

motor, an H-bridge with four MOSFETs and freewheeling diodes are used. The two MOSFETs in

each leg of the converter take complimentary states. Fig. 3.3 shows the schematic of the circuit.

To describe the behavior of the converter, the circuit equation can be written as [9]

Lin
di

dt
= −uVB − rini+ vemf , (3.15)

where i is the shunt current and u ∈ {1,−1} is the input variable which shows the state of switches

in the circuit. If u = 1, only switches Q1 and Q4 are in the conducting mode, whereas u = −1
means the opposite.

Sliding mode control is utilized for current tracking. The error between the shunt current and its

reference value provided in (3.12) is used as the sliding mode error

σ = i− ides, (3.16)

and the sliding mode control law is

u = sign(σ). (3.17)

To prove stability of the sliding mode controller, a Lyapunov function candidate is used as follows

V = 1
2σ

2. (3.18)

The time derivative of the Lyapunov function along the trajectory of the system is calculated as

follows

V̇ = σσ̇ = σ(i̇− i̇des). (3.19)

Using (3.15), we have

V̇ = σ(− rin
Lin

i+ vemf
Lin

− VB
Lin

u− i̇des). (3.20)
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From (3.16), we can use i = σ + ides, which yields

V̇ = − rin
Lin

σ2 + σ(− rin
Lin

ides + vemf
Lin

− i̇des)−
VB
Lin
|σ|. (3.21)

As a result

V̇ ≤ σ(− rin
Lin

ides + vemf
Lin

− i̇des)−
VB
Lin
|σ|. (3.22)

To guarantee convergence of the sliding mode control, the amplitude of the terms in parentheses

should be smaller than VB
Lin

, i.e.,

|− rin
Lin

ides + vemf
Lin

− i̇des| ≤
VB
Lin

. (3.23)

using (3.5) and (3.12), the inequality can be rewritten as a function of the actuator velocity and

acceleration as follows

| − rin
Lin(rin + rex)cemẋ+ cemẋ

Lin
− cemẍ

rin + rex
| ≤ VB

Lin
. (3.24)

For a single-harmonic sinusoidal displacement function x = X sin(ωt), stability criteria can be

simplified as follows

VB ≥

√
r2
ex + L2

inω
2

|rin + rex|
cemXω. (3.25)

Using (3.10), the stability criterion can be written as a function of EM damping as follows

VB ≥

√
(bemrin − c2

em)2 + L2
inω

2

cem
Xω. (3.26)

Equation (3.26) shows that there is a minimum DC voltage requirement for the converter to be

able to create EM damping bem when the displacement amplitude is X and frequency of motion is

ω. This value is plotted as a function of bem in Fig. 3.4. According to Fig. 3.4, the minimum voltage

is required when bem = c2
em/rin. This is corresponding to rex = 0, which results in the maximum

positive non-active damping. Creating EM damping levels higher than this value is equivalent with

creating negative external resistance in the shunt circuit (Fig. 3.2), which requires higher voltages.

Besides, it is possible to calculate the maximum achievable damping for a certain value of VB , X

and ω. To this end, Eq. 3.26 can be written as follows

c2
em

rin
−A ≤ bem ≤

c2
em

rin
+A, (3.27)

while

A =

√
c2
emV

2
B − L2

inX
2ω4

Xωrin
. (3.28)
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Figure 3.4: Minimum DC source voltage requirement for creating EM damping bem

According to (3.27) and (3.28), to find a range of achievable EM damping levels, A should be a real

value which means

VB ≥
LinXω

2

cem
. (3.29)

In this case, (3.27) results in a range of EM damping symmetrical with respect to the short circuit

damping c2
em/rin. Moreover, to create negative damping (the left side in Fig. 3.4), the minimum

necessary DC voltage can be calculated from (3.27) as follows

c2
em

rin
−A < 0, (3.30)

as the result

VB ≥
√
c2
emX

2ω2 + L2
inX

2ω4

c2
em

= B. (3.31)

The parameters A and B are shown in Fig. 3.4 for better understanding of the derived inequalities.

3.4 Mechanical Design

In this study, a cylindrical cam is proposed as the motion conversion mechanism. Cylindrical cams,

also known as groove cams or barrel cams, are cam and follower mechanisms that are usually used

for converting rotational motion into linear motion. In this study, the inverse operation, namely linear

to rotational conversion, is needed. It is desired to maximize the actuator stroke while keeping the

whole design short and compact.

The geometry of the mechanism is shown in Fig. 3.5. As shown in the figure, a helical slot is cut

around a hollow cylinder with the walls of the slot perpendicular to the cylinder axis. The groove
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Figure 3.5: Schematic view of the cylindrical cam actuator, (a) extended view, (b) in the middle of
travel, (c) compressed view
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Figure 3.6: Unrolled presentation of the cylindrical cam for calculating motion rectification factor

centerline geometry can be described in the cylindrical coordinate as follows.{
r(t) = R

θ(t) = crx(t),
(3.32)

where cr is the motion rectification factor of the mechanism. For calculating cr, it is possible to

imagine the cylindrical cam unrolled to a flat plate as shown in Fig. 3.6. In this figure, the horizontal

bottom line is equal to the circumference of the cylinder intersection while the vertical line is equal

to the height of the cam. The helical groove is unrolled to a linear slot that makes an angle ψ with

the horizontal line. The relationship between axial movement x and rotation of the shaft θ can be

calculated as

x = tan(ψ)Rθ, (3.33)

where R is the cylinder radius. As a result, the motion rectification factor can be calculated as

cr = 1
tan(ψ)R. (3.34)

The groove has a closed end on its top but, in the bottom end, it is open to the followers. The

follower consists of two small ball bearings mounted on a T-type shaft coupler. The coupler is

connected to the shaft on one side and supports the bearings on the other. The bearings slide inside

the groove to make the shaft follow the linear motion according to (3.32).

To achieve the desired relative motion between the cylinder and the motor, one must prevent

rotation of the cam with respect to the motor’s stator. To this end, a casing is added to the motor

with two axial slots machined on it. The cam is made to move only along the two slots using two
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Table 3.1: Comparison between the cylindrical cam damper and other mechanisms in the literature

Mechanism name Maximum length (cm) Travel (cm) Normalized travel
Cylindrical cam 27.5 8.5 0.309

Algebraic screw [82] 35.4 2.4 0.08
Two leg mechanism [58] 30 3 0.1

Ball screw mechanism [57] 60 15 0.25
Electro-hydraulic damper [116] 140 20 0.143

Helical gear damper [84] 40 12 0.231

small sliders fixed on it. Moreover, two mounting holes are designed on the ends of the actuator for

easy handling in conducting experiments (Fig. 3.5).

Before manufacturing, the components were all 3D-printed, and the geometry was tested on a

DC motor with gearhead and encoder. After rapid prototyping, the parts were manufactured by CNC

machining. Maxon DC motor model 392012 with encoder model HEDL5540A11 by the Broadcom

and a Maxon gearhead with ratio 4.8:1 were used in the final design. Fig. 3.7 shows the final manu-

factured damper.

A comparison is made about the maximum size of other electromagnetic dampers in the litera-

ture. For a meaningful comparison between dampers of different sizes, normalized stroke is defined

as the ratio of the damper travel to its maximum length. Referring to Table 3.1 and comparing the

values in the last column reveal that the mechanism used in this study has a larger travel compared

to the other designs in the literature.

3.5 Experimental Results

To validate the performance of the system under study, a sliding mode current control algorithm was

implemented on a dSpace real-time control hardware with a sampling frequency fs = 50kHz. The

evaluation board DRV8305 by TI was used as the power electronic converter. For current sensing,

the fully differential isolation amplifier AMC1100 was used in combination with a 25mΩ shunt

resistor.

To test the generated force, the actuator was connected to an electromagnetic shaker on one side

and fixed on the other side. The load cell LCHB-1k by Omega was installed between the damper

and the shaker for force measurement. DMD-465 Bridgesensor from the same company was used

as the load cell amplifier. The sensor output data was acquired by the same dSpace used for control,

and the values were plotted and saved using the ControlDesk software. Fig. 3.8 shows the test setup

and the control hardware.

Two scenarios were considered for testing the performance of the system. In the first test,

the system was shaken with a constant displacement amplitude and frequency (X = 4mm and

ω = 3Hz). Different damping levels were created by the damper. The force-displacement plots
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Figure 3.7: Cylindrical cam damper, manufactured

Figure 3.8: Test setup used for conducting experiments
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Figure 3.9: Force-displacement plots for different damping levels when X = 3mm and ω = 3Hz

are provided in Fig. 3.9. As shown in Fig. 3.9, the force-displacement curves show power damping

by the actuator. The damping force is almost equal to zero at the ends of the stroke, which cor-

responds to zero velocity. The maximum damping force is generated in the middle of the damper

travel (x = 0mm), that coincides with the maximum velocity. As the result, oval shapes are plotted

as expected from the force-displacement curves. The curves acquired in the experiments are slightly

inclined in the clockwise direction. This can be attributed to the inertial term derived in (3.9).

In another experiment, a constant level of damping was created when the damper was operated

under different frequencies (ω = 2, 3, 4Hz). Fig. 3.10 shows force displacement curves of this

experiment. Increasing frequency while leaving the amplitude unchanged, resulted in an increase in

the speed amplitude. As a result, larger damping forces were generated. However, the inertial force

that twists the curves becomes larger since it is proportional to frequency squared.

Current control and force generation by the damper is plotted as a function of time in Fig.

3.11. In the first plot, displacement of the system was calculated using the encoder data. It should

be noted that the curve is flat in its maxima and minima because of the backlash in the motion

converter. As a result, the velocity signal shown in Fig. 3.11(b) remains at zero temporarily when

the damper reaches the ends of the stroke. In Fig. 3.11(c), the shunt current is shown. The current

is apparently following the desired value which is in phase with the damper velocity to create the

desired damping. Finally, Fig. 3.11(d) presents the actuator force. It shows that the actuator has

created a damping force, which is the desired behavior in this study.
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Figure 3.10: Force-displacement plots for different displacement frequencies when X = 3mm and
bem = 40Ns/m

3.6 Conclusion

Using a power electronics converter, negative resistance was created in the shunt circuit of an elec-

tromagnetic actuator. It was shown that using this method, large EM damping levels can be achieved

if DC voltage requirements are met. Mathematical expressions were derived to show the minimum

voltage required for any level of negative resistance or EM damping. Experimental results proved

feasibility of the suggested method as well as its simple implementation.

Regarding the mechanical design, it was shown that the cylindrical cam mechanism is a viable

configuration for motion conversion in EM dampers and linear force actuation. The proposed mech-

anism can be considered a solution for applications in which larger travels are needed in an axial

design with limited length and radius.
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Figure 3.11: Damper displacement, velocity, current and force for f = 3Hz and X = 3mm
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Chapter 4

Single-Variable Constrained Self-Tuning
for Vibration Energy Harvesting

This Chapter presents a constrained model-free tuning algorithm for vibration energy harvesters.

Ideally, a vibration energy harvester should operate such that it can absorb the maximum available

power when the system undergoes changes in amplitude and frequency of the base excitation input.

Furthermore, a vibration energy harvester may have restriction on the maximum allowable value of

the displacement of its mass which should not be exceeded during operation. In this Chapter, we

utilize an electromagnetic energy converter and power electronic circuitry to create the effect of an

adjustable shunt resistive load. A constrained sliding mode extremum-seeking controller is utilized

such that the average harvested power is maximized and the mass displacement is kept within an

allowable range. Experimental results are presented, which show that the proposed controller can

track the maximum power point without violating the constraint on displacement.

4.1 Introduction

Energy harvesting from ambient mechanical vibration has been an active area of research in the

past two decades [107, 6]. Its applications include battery-less operation of small electronic sensory

systems with very low energy consumption [24], energy harvesting for wearable electronics, and

vibration monitoring equipment [3, 71].

In principle, a vibration energy harvester consists of an inertial element that is fixed on a com-

pliant structure such as a cantilever beam or coil spring [18]. In electromagnetic (EM) harvesters,

the relative motion between the inertia and the rest of the harvester induces an emf voltage in the

harvester’s shunt circuit [46]. Using a power electronic circuit, the available energy is consumed in

an electrical load or stored in an energy storage device such as a battery or supercapacitor [25].

It has been shown that for a specific displacement of the harvester, to maximize the power

extraction, the shunt circuit should be purely resistive [83]. The resistive load in the shunt circuit

results in electromagnetic (EM) damping created by the harvester [82]. Furthermore, there is an
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optimum EM damping for maximum power extraction depending on the model of the harvester and

the excitation characteristics [96].

Traditionally, EM damping (or shunt resistance) of a vibration energy harvester is designed

based on the model of the harvester and input excitation [80]. However, there are always uncertain-

ties in system parameters and input variables such as excitation frequency and amplitude [14, 15]

which may hinder extracting maximum available power from a vibration energy harvester. To tackle

the above problem, one may tune the harvester using a Maximum Power Point Tracking (MPPT)

algorithm that can adapt to different working conditions.

Advanced extremum-seeking algorithms that do not require the gradient of the performance

function have not been studied for vibration energy harvesting applications. Moreover, current

model-free and self-tuning algorithms for vibration energy harvesting do not put any constraint

on the harvester’s maximum displacement. In other words, the output power is commonly opti-

mized regardless of the fact that the harvester mass may experience very large displacements that

exceed its physically allowable boundaries. This becomes more likely when there is uncertainty on

the amplitude of the input excitation to high levels that may damage the harvester [33, 94, 90].

In this Chapter, a Sliding Mode Extremum-Seeking Controller (SMESC) is used as an alter-

native to conventional MPPT methods [4, 87, 1, 51]. By considering a maximum allowable dis-

placement, the harvester’s displacement amplitude is kept within an allowable bound. To this end,

a constrained sliding-mode extremum-seeking controller is utilized for tuning the harvester’s load.

A piecewise penalty term is used in the objective function to impose the displacement constraint

when the input excitation amplitude becomes larger than expected. A Brushless DC (BLDC) mo-

tor combined with a two-leg motion converter [58] is utilized as the harvester and connected to a

boost-converter circuit for creating a resistive load in the shunt circuit.

The Chapter is organized as follows: In Section 4.2, an electromechanical model of the har-

vester and shunt circuit are used for obtaining the constrained optimum load of the harvester. Next,

the effect of optimum load on performance of the system under different excitation frequencies is

presented. The constrained self-tuning algorithm is introduced in Section 4.3. Experimental verifi-

cation of the proposed system is provided in Section 2.4.

4.2 Analytical Modeling and Optimization

Consider a three-phase generator used in a vibration energy harvester with mass m, mechanical

stiffness k, and mechanical damping b (Fig. 4.1). The actuator is connected to an electric converter

to create a variable and purely resistive shunt circuit with resistance R. This results in a variable

electromagnetic (EM) damping term bem as follows

bem = cem
2

R
(4.1)

where cem is the electromechanical coupling term of the linear actuator.
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Figure 4.1: (a)Vibration energy harvester, (b)Variable resistive load.

Figure 4.2: Average harvested power as a function of electromagnetic damping.

As shown in Fig. 4.1, the input is a single-frequency harmonic displacement with amplitude Y

and frequency ω. The resulting steady-state response has the same frequency and a relative displace-

ment with amplitude X given by

X = mω2Y√
(k −mω2)2 + (b+ bem)2ω2

. (4.2)

It can be shown that the amount of power harvested as a result of creating bem is as follows

Pavg = 3
4X

2{ω2(bem −
rin
cem2 bem

2)
}

(4.3)

where rin is the per phase internal resistance of the machine.

A plot of (4.3) as a function of EM damping for a constant amplitude and frequency is shown

in Fig. 4.2. As shown, the system can harvest energy when it creates a range of damping between 0
and c2

em/rin with its maximum at bem = c2
em

2rin . However, referring to (4.3) and (4.2), X is a function
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of system characteristics and input excitation. Combining the two equations results in

Pavg = 3
4

m2ω4Y 2
(
ω2(bem − rin

cem2 bem
2)
)

(k −mω2)2 + (b+ bem)2ω2
. (4.4)

Equation (4.4) can be used to calculate the harvested power as a function of input frequency

ω, input amplitude Y , and the electromagnetic damping bem. It can be further used to calculate the

optimum damping value at each input frequency. To this end, differentiating Pavg with respect to

bem and setting it to zero, we have
∂Pavg
∂bem

= 0 (4.5)

bem,op =
Λ−

√
Λ2 + 4Λω2(bb̂+ b̂2)
−2ω2(b+ b̂)

(4.6)

where

Λ = (k −mω2)2 + b2ω2 (4.7)

b̂ = cem2

2rin
. (4.8)

The term b̂ is interpreted as the EM damping when the shunt circuit is purely resistive with resistance

2rin. Moreover, if the system is excited at its own natural frequency ω =
√

k
m , (4.6) reduces to

bem,op = bb̂

b+ b̂
. (4.9)

It is assumed that the system is designed to work at a design frequency ωdes and amplitude

Ydes. For optimal performance, the harvester must be designed such that its natural frequency is

ωdes. However, there is usually uncertainty both in frequency and amplitude of the input vibration

as illustrated in Fig. 4.3.

Considering the changes in excitation frequency, an adaptive system can be used to change the

damping term according to (4.6) so that the harvested power is maximized at each frequency. How-

ever, the optimum EM damping value may result in displacements which are too large considering

the physical constraints of the harvester. This is more likely to happen when the excitation amplitude

drifts to a value higher than the original design value Ydes. In such a case, the EM damping should

be large enough to keep the relative displacement equal to or smaller than its maximum allowable

value Xmax. In other words, bem should be larger than a minimum value bem,min, which is the EM

damping that results in the maximum allowable displacement Xmax. To calculate this minimum
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Figure 4.3: The uncertainty range for the input excitation.

value, bem in (4.2) is calculated when X = Xmax, i.e.,

bem,min =

√√√√ m2ω2Y 2

X2
max

− (k −mω2)2

ω2 − b. (4.10)

Equation (4.10) should be taken into account when there is a constraint in terms of the harvester

displacement. We can now introduce bem,csr as the constrained optimum EM damping as follows

bem,csr =

bem,op , (bem,op ≥ bem,min),

bem,min , (bem,op < bem,min).
(4.11)

According to (4.11), the optimum damping bem,op calculated by (4.6) can be used if it is already

larger than bem,min, otherwise bem,min, which is the closest allowable value to bem,op, should be

adopted as the harvester damping.

The analysis provided above can be used for tuning a vibration energy harvester under different

frequencies and amplitudes. To make the system self-tuning, the model-based and feed-forward

structure shown schematically in Fig. 4.4 can be used. In this system, the frequency and amplitude

of the input excitation are estimated at each control cycle. Then, the optimum bem is calculated using

(4.6) or (4.11) depending on the constraint on the harvester displacement. The optimal damping can

be programmed in the system as a formula or look-up-table so that the EM damping can be updated

accordingly. As a result, the harvester tracks the optimal operating point.

To see how the optimal EM damping changes under different frequencies, parameters of the en-

ergy harvester used in the experiments of this study (Table. 4.1) are used. The response of the system

in terms of damping, harvested power, and displacement amplitude are plotted using (4.2), (4.4),

(4.6) and (4.11). It is assumed that the harvester is originally designed to work with ωdes = 5.5Hz
and Ydes = 2mm, but the simulations evaluate adaptiveness of the system when the input character-

istics deviate from the original design values. To this end, the input excitation is Y = 3mm with the
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Figure 4.4: Open-loop model-based autonomous system for self-tuning energy harvester in different
frequencies and amplitudes.

input frequency ranging from ω = 4Hz to 7Hz. Figure 4.5 shows the simulation results for both

the constrained and non-constrained adaptive systems. Besides, a non-adaptive system designed for

ω = 5.5Hz without consideration of the constraint is plotted for comparison.

In Fig. 4.5(a), the damping values for the three approaches (non-adaptive, non-constrained adap-

tive and constrained adaptive) are compared. Unlike the two adaptive systems, the non-adaptive

damping does not change from bem = 33N.s/m, which is the optimum damping for ω = 5.5Hz.

The curves for constrained and non-constrained adaptive systems coincide except for frequen-

cies around the resonance frequency. This can be explained using Fig. 4.5(b), in which the non-

constrained system has exceeded the maximum value of Xmax, while the constrained system has

remained in the allowable range. Moreover, the two adaptive systems have lower displacements

compared to the non-adaptive system. This is because they adopt higher damping values as shown

in Fig. 4.5(a).

The average regenerated power is plotted in Fig. 4.5(c). The non-constrained adaptive system

has the highest power generation since it adapts to frequency changes without being affected by

the maximum displacement constraint. In contrary, the non-adaptive system is effective only around

the design frequency with the disadvantage of exceeding the constraint. However, the constrained

adaptive system not only adapts to frequency changes, but also complies with the displacement

constraint (Figs. 4.5(b) and 4.5(c)).

The simulation results show how the tuning method provided in Fig. 4.4 affects the bandwidth

of the energy harvester. Moreover, a constrained tuning scheme is needed if there exists a maximum

allowable displacement. However, the open-loop system provided so far relies on the model of the

harvester. As a result, the controller performance is deteriorated if there are uncertainties or changes

in the system model.
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Figure 4.5: (a) Harvester electromagnetic damping in the frequency range, (b) Harvester displace-
ment, (c) Average harvested power.
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Table 4.1: Parameters of the vibration energy harvester with maximum allowable displacement

Parameters Value
mass, m 10kg

mechanical stiffness, k 12000N/m
mechanical damping, b 40N.s/m

actuator internal resistance, rin 4.9Ω
actuator electromehcanical coupling term, cem 43N/A

minimum frequency, ωmin 4Hz
maximum frequency, ωmax 7Hz

design frequency, ωdes 5.5Hz
minimum amplitude, Ymin 1mm
maximum amplitude, Ymax 3mm

design amplitude, Ydes 2mm
maximum allowable displacement, Xmax 10mm

4.3 Extremum-Seeking Algorithm

In the open-loop tuning system discussed in Section 4.2 (Fig. 4.4), neither the harvested power Pavg
nor the harvester displacement X were used as feedback signals by the tuning algorithm. A sliding

mode extremum-seeking controller is suggested as a model-free tuning scheme for tunable energy

harvesting. The controller is capable of maximizing an objective function f with changing the input,

which is the harvester load/damping bem in this study.

As shown in Fig. 4.6, average harvested power Pavg is utilized as a feedback in the extremum

seeking block to calculate the objective function f . In the presence of the displacement constraint

discussed before, vibration amplitude X of the harvester is measured in the block named "output

amplitude measurement block" and used for calculating the objective function.
The extremum-seeking constraint is treated as a penalty term in the objective function. The

difference between the harvester displacement and its maximum allowable value Xmax is added as a
negative piecewise cost function. If the vibration amplitude is smaller than the maximum allowable
value, no cost is put in the objective function, while amplitudes larger thanXmax reduce the function.
This can be represented as follows

f(Pavg, X) =

Pavg − a(X −Xmax), X > Xmax

Pavg, X < Xmax

(4.12)

where the parameter a is used to adjust the scale difference between the harvested power and its

displacement error.

Regarding the power measurement block, it should be noted that the instantaneous harvested

power of the system P (t) is a periodic signal with the same period as the input excitation. Thus to

calculate the average power Pavg, P (t) should be integrated in one or several complete periods of
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Figure 4.6: Extremum seeking control for self-tuning energy harvester in different frequencies and
amplitudes with or without constraint.

the excitation and then divided by the integration period. This is why the averaging block in Fig. 4.4

uses the frequency estimated by the frequency estimator block.

Self-tuning is performed by the sliding mode extremum-seeking block. The average harvested

power Pavg and the displacement amplitude X are given to the block for calculating the objective

function using (4.12). The objective function is then subtracted by a function P (t) which is the

sliding curve. For maximization of the objective function, the sliding curve should be a function

with a positive constant slope [70, 31]; hence, a linear ramp P (t) is used.

The error between the objective function F and the sliding curve P (t) is fed to the control law

F (σ) that makes the objective function track the sliding curve. Since the model of the harvester is

unknown, a periodic function is used as follows

F (σ) = tan−1(sin (πσ/α)), (4.13)

where σ is the sliding mode error, and α defines the chattering frequency and range in the sliding

mode controller. The output of the function is then multiplied by a gain Kg that determines how

fast the optimization variable changes to take the system to the optimum point. The result is given

to an integrator that calculates the optimization variable bem. If the parameters of the controller are

chosen properly, stability of the system is guaranteed [98, 113].
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Figure 4.7: Mechanical setup used as the vibration energy harvester.

4.4 Experiments

The performance of the self-tuning method is evaluated on an experimental energy harvester testbed.

The setup consists of a Maxon EC-MAX BLDC motor as the generator and a mass-spring mechani-

cal system. To convert the motor torque to a linear force, a two-leg mechanism [58] is utilized, with

the whole setup excited using an electromagnetic shaker. Figure 4.7 shows the harvester mechanical

setup.

To emulate the desired shunt circuit shown in Fig. 4.1, the motor is connected to a power supply

through a TI DRV8305 three-phase boost converter. The shunt current is controlled using the sliding

mode control algorithm [78] implemented on a dSpace real-time control hardware with sampling

frequency fs = 50kHz. A fully-differential isolation amplifier (AMC1100 from Texas Instruments)

and an encoder (HEDS-5540A14) are used to measure the motor current and displacement, respec-

tively, which are required for controlling the harvester. Parameters of the experimental setup are

provided in Table 4.1 in which Xmax = 5mm is assumed as the maximum allowable displacement.

Before testing the tuning system, an identification test was performed to find the constrained

and non-constrained optimum damping. To this end, the system EM damping was increased from

bem = 0 N.s/m to 200 N.s/m with an excitation amplitude of Y = 1.25mm and frequencies

ω = 5.5Hz and 7Hz. The harvester displacement and its average power were measured and plotted

in Figs. 4.8 and 4.9. Figure 4.8 implies that, at ω = 5.5Hz, the minimum damping needed for

keeping the harvester displacement less than Xmax = 5mm is bem,min = 67 N.s/m. However, for
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Figure 4.8: Changes in the harvester displacement as a function of electromagnetic damping in two
different frequencies.

ω = 7Hz, the displacement does not exceed the maximum allowable value. This means that the EM

damping can be reduced to values as low as bem = 0N.s/m without exceeding theXmax constraint.

Referring to Fig. 4.9, no power is harvested when there is no EM damping (bem = 0). Harvested

power increases with the damping to its maximum value and starts decreasing after a peak. For ω =
5.5Hz, it can be inferred that the non-constrained optimal damping is almost bem,op = 43 N.s/m.

This damping results in X = 6.6mm which is above the maximum allowable value. As a result,

the damping should increase to bem = 67N.s/m, which is the constrained optimum value located

at the boundary of the constraint. For ω = 7Hz, the non-constrained optimal damping is almost

70N.s/m which does not violate the constraint. The optimum points found were used for verifying

the performance of extremum-seeking controller in the rest of the experiments.

In the next experiment, an initial damping of bem = 150 N.s/m was used at the beginning of

the test. First the system was excited with the design frequency ω = 5.5Hz, but at time t = 550s,
the excitation frequency was abruptly changed to ω = 7Hz, which is away from the harvester’s

natural frequency. This scenario was tested once with the non-constrained control system and once

with the maximum allowable displacement Xmax = 5mm. The results are shown in Fig. 4.10.

According to Fig. 4.10(a), both controllers start decreasing the damping in the first 200 sec-

onds. The non-constrained system ended up oscillating around point bem = 43N.s/m, which is the

non-constrained optimum point indicated in Fig. 4.9. However, the constrained controller has not

reduced the damping to values below 67 N.s/m to harness the displacement. The result of damp-

ing changes on the harvester displacement amplitude is shown in Fig. 4.10(c). The non-constrained

system exhibited large displacements up to 9mm, while the constrained system did not violate the
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Figure 4.9: Changes in the average harvested power as a function of electromagnetic damping in
two different frequencies.

5mm limit. Regarding the harvested power, as seen in Fig. 4.10(b), both systems show an initial

increase in the harvested power, while the constrained control resulted in lower power because of

the constraint.

After the frequency change in the middle of the test, the non-constrained damping successfully

moved to its new optimum point of bem = 70N.s/msec. This is again in harmony with the identi-

fication results shown as Fig.4.9. Not surprisingly, both controllers stay around the same operating

point since the constraint does not affect the optimum point when ω = 7Hz. As a result, both

systems behave similarly after the frequency change.

4.5 Conclusion

In this Chapter, the problem of energy harvesting from base vibration in the presence of uncertainty

in excitation amplitude and frequency was studied. It was shown that there is an optimum level of

damping that results in maximum power extraction. It is possible to find the optimum damping for

each excitation frequency using an analytical model or experimenting on the real harvester.

For optimal tuning of the energy harvester, a maximum allowable displacement can be con-

sidered. This constraint might be needed to prevent the harvester seismic mass from very large

displacements that can potentially damage the harvester or take it out of the desirable operating

range. Tuning of the harvester damping with this consideration was achieved by defining a con-

strained optimization problem, and it was shown that the constrained optimal values can result in

less power regeneration compared to non-constrained optimal values.
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Figure 4.10: Constrained and non-constrained self-tuning for finding and tracking the maximum
power point.
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A sliding mode extremum-seeking algorithm was used in the vibration energy harvester with

the constraint treated as a penalty term in the extremum-seeking objective function. Experimental

results showed that the algorithm can obtain the maximum power point in real-time while achieving

the constraint on displacement.
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Chapter 5

Multi-Variable Self-Tuning for Vibration
Energy Harvesting

A new control strategy for sliding-mode extremum seeking with two-variables is proposed in this

Chapter. The controller converts the two-variable search problem into a single-variable problem in

which the direction of changes on the two-dimensional phase plane is used as the sliding mode

variable. Simulations are conducted to show that the proposed method is simpler, faster and more

accurate than multi-variable sliding mode extremum seeking control methods in the current liter-

ature. The proposed controller is utilized for maximum power point tracking in vibration energy

harvesters where both damping and stiffness of the harvester can be tuned using power electronic

techniques. Experimental results show that the proposed controller is capable of tuning the variables

for seeking the extremum point without using any model of the system.

5.1 Introduction

Extremum seeking controllers have a wide range of applications from energy systems to process

control [45, 118]. They can be classified as gradient based and non-gradient based controllers.

Gradient-based controllers need continuous measurement of the gradient or Hessian of the per-

formance function, while non-gradient based controllers have the advantage of avoiding calculation

of the gradient. Sliding mode extremum seeking control (SMESC), first suggested in [48], is a non-

gradient method that combines sliding mode controller with extremum seeking problem. It uses a

switching function to guide the system seek different directions to find the extremum.

Fast and smooth convergence besides simple implementation of SMESC motivates extension of

this controller to multivariable algorithms. A simple generalization of this controller was first sug-

gested in [98] and adopted in [44]. In this controller, n single-variable SMESCs work in a decoupled

way according to the system only output. They provided a Lyapunov based stability analysis that

guarantees convergence of the controller if parameters are designed properly. However, large num-

ber of design parameters and slow convergence to extremum point encourage further attempts to
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design a multivariable sliding mode extremum seeking controller (MVSMESC) with a higher level

of intelligence.

In most of extremum seeking applications, the system of interest comprises no more than two

variables, so in this study, a novel Two-Variable SMESC (TVSMESC) is suggested, and further

extension of the algorithm to higher-dimensional systems is left for future works. Using a geomet-

rical approach, the two-variable problem is reduced back to the single-variable SMESC, and it is

shown that the controller can potentially demonstrate the steepest ascent behaviour in its search for

the extremum. Fast and effective advance towards the extremum point opens up new opportunities

in designing model-free self-tuning energy conversion systems that have two tunable parameters.

Here, the problem of shunt impedance tuning for maximum power point tracking (MPPT) in vibra-

tion energy harvesters is considered as the case study.

In this Chapter, a new two-variable extremum seeking controller is suggested. The novel con-

troller shows faster and more accurate convergence and is easier to implement compared to its only

rival reported in [98]. Other than the novel controller, two-variable maximum power point tracking

(MPPT) is accomplished for the first time in the application of vibration energy harvesters.

The structure of this Chapter is as follows: In Section 5.2, the novel extremum seeking controller

is introduced and compared to the state of the art. Also, a geometrical interpretation of the system

behaviour is provided to explain how the new algorithm finds the extremum point and stays at its

neighbourhood. In Section 5.3, the controller is applied to vibration energy harvesters. First, optimal

shunt damping and stiffness levels of an electromagnetic energy harvester are calculated, and the

effect of frequency-domain tuning on harvested power is studied. Then, MatLab simulations are

conducted to show how the new controller tunes the variables to find the optimal values and adapt

to frequency changes.

5.2 Two-Variable Sliding Mode Extremum Seeking

5.2.1 Control Structure

In the single variable sliding mode extremum seeking control, the objective function is made to

follow a reference increasing/decreasing function until it reaches the extremum point. The error be-

tween the output and the reference signal is fed into a switching function (sliding mode controller),

and the resulting signal is integrated over time to calculate the input variable. An extension of the

single variable controller was suggested in [98] as depicted in Fig. 5.1, in which the controller as-

sumes a decoupled relationship between the two inputs and the final output y. This can result in

poor performance of the system in terms of convergence time, response smoothness and accuracy.

To alleviate the above problems, the controller shown in Fig. 5.2 is suggested in this work. As

an extension of the above work, we utilize only one sliding surface. The error between the system

output and the reference signal is multiplied by a gain π
α . The result θ can be considered as the

direction (or angle) of the velocity vector of the extremum seeking variables [ẋ1, ẋ2]. The term θ
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Figure 5.1: Schematic view of the MVSMESC proposed by Toloue et al.[98]

Figure 5.2: Schematic view of the proposed two-variable SMESC
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Figure 5.3: Angle of state velocity vector θ

is used for calculating ẋ1 and ẋ2 using expressions cos(θ) and sin(θ), respectively. The results are

multiplied by gains ki and integrated over time to calculate the extremum seeking variables.

As explained above, the previous multivariable SMESC is now converted into a single-variable

controller that calculates only θ using a sliding mode algorithm (Fig. 5.2). Using this method, the

number of design parameters reduces from 6 (in the previous version) to 4 in this controller. This

means that the new system has two less design parameters compared to the previous approach [98].

5.2.2 Geometrical Interpretation

Using the controller structure shown in Fig. 5.2, the normalized rate of change of the input variables

can be derived as
ẋ1
k1

= cos(πσ
α

), (5.1)

ẋ2
k2

= sin(πσ
α

). (5.2)

It can be easily inferred that the angle πσ
α , also shown as θ, is the direction of changing the input

variables on a phase plane normalized with respect to k1 and k2 (Fig. 5.3). The system’s normalized

operating point in the phase plane keeps moving with a constant speed of 1 and the variable angle

θ. It is expected that the angle θ is calculated reasonably to navigate the system states towards the

extremum point. Since the speed of the state vector does not change in the search, the state of the

system would keep rotating around the extremum point when the extremum is achieved.

The functionality of the control structure is pretty much dependent on the navigation angle

θ = πσ
α . The sliding mode controller error σ is calculated as the difference between the plant output

and the sliding surface. Here, we assume a maximum-seeking controller, so a ramp function with

positive slope is picked as the reference signal p(t) [31, 70]. If the plant output y increases with
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Figure 5.4: Effect of sliding mode error on direction of movement on the phase plane

a higher pace compared to the reference ramp, σ increases. Alternatively, if y increases with a

lower rate compared to p(t) or if it decreases, σ keeps decreasing. It is possible to explore different

scenarios on how the system behaves while seeking for the extremum.

Fig. 5.4 illustrates how changing θ increases or decreases each state variable. There are four

different regions that are repeated sequentially with respect to θ. In the region denoted as region

I, both cos(θ) and sin(θ) functions are positive, meaning that both state variables increase. In this

case, the state velocity vector faces a direction between the positive directions of x and y axes. If θ

lies in region II, the state velocity vector faces upward and inclined to left. As a result, x1 decreases

but x2 keeps increasing. Considering the other regions and points between them, the direction of

movement in the phase plane covers 360 degrees. This makes it possible for the controller to find

its direction toward the extremum point.

In the following, we describe how the sliding mode controller obtains the path toward the ex-

tremum point. Let us assume that, in a maximum-seeking scenario, the angle θ is in the proper

region (e.g., region I). Two scenarios are expected depending on whether the output y is increasing

faster or slower than the reference signal. If y tends to overtake the reference signal, the angle θ

increases (Fig. 5.4). In other words, the direction of movement in the phase plane deviates to its

left. This continues by the time that the rate of increase of y is no longer larger than that of the

reference signal because of deviating too much from the correct direction. As a result, the function
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Figure 5.5: Different types of approaching the extremum point

output starts falling behind the reference signal and θ starts decreasing (starts turning to right). By

the time this sequence continues to occur, the sliding mode controller tracks the reference signal

and the function output increases with the same rate as the sliding ramp p(t). In this case, the trace

of the state trajectory on the phase plane would be like a winding path as shown in Fig. 5.5 curve

(a).

Another scenario is when the function output increases more slowly than the reference signal or

does not increase at all. In this case, θ starts decreasing, and the state velocity vector keeps turning

right. If in passing through the four different regions, it happens that ẏ becomes larger than ṗ(t),

the case explained in the previous paragraph occurs, but if ṗ(t) turns to be always larger, the state

velocity vector keeps turning to right. This might be considered unstability in terms of the sliding

mode control, but it will be shown that even this oscillatory behaviour results in drifting toward the

extremum point.

The scenario explained above is more likely to happen when the reference signal is designed

to be too steep or the plant function is close to the extremum point. Under these conditions, the

output y fails to catch up with the reference signal p(t), and θ continuously decreases. It keeps

passing through the four regions in the reverse direction over and over again. Even in this case,

in at least one of the four regions, ẏ should be positive but not as large as ṗ(t). When θ is in

that region, the system output does a relatively good job in following the reference signal. As a

result, θ decreases with a lower rate compared to the other regions and it takes more time for it to

exit the region. In other words, θ stays in the correct direction for a longer time and sweeps the

other directions more quickly. This behaviour ends up in a rotational motion in the phase plane that
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Figure 5.6: (a-c) Extremum Seeking using the decoupled MVSMESC (d-f) Extremum Seeking using
the novel ESC proposed in this study

moves towards the maximum point. Almost the same thing happens when the system reaches the

extremum. The function output is no longer able to increase; hence the system keeps rotating around

the function’s maximum value. Curves (b) and (c) in Fig. 5.5 show the system behaviour in these

cases, respectively.

5.2.3 Simulations for Comparison with the Previous Version

To compare the behaviour of the proposed Two-Variable controller with the MVSMESC in [98],

simulations are done on a simple static two-variable function as follows.

y(x1, x2) = 5− (x1 − 10)2 − (x2 − 20)2. (5.3)

The two controllers are supposed to seek the extremum point y = 5 at point [x1, x2] = [10, 20] with

the initial values starting from [x10 , x20 ] = [0, 0]. Simulation results are provided in Fig 5.6.

In Fig. 5.6, the three plots on the left show extremum seeking using the previous method

(MVSMESC), and the three curves on the right show the system response using the new method.
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Figure 5.7: Comparison of the two extremum-seeking methods in reaching the extremum value
(zoomed view)

Both controllers converge to the optimum set of [x1, x2] = [10, 20], but MVSMESC shows oscilla-

tions around the optimum point. Moreover, the proposed method has a faster convergence time.

Figure 5.7, shows the output y for both controllers in a closer view. It shows that MVSMESC

does not converge to the extremum point y = 5, whereas the proposed method results in reaching

the extremum point accurately.

Finally, Fig. 5.8 provides a comparison of both methods in the phase plane. Trajectories show

that the new method has a better convergence. Interestingly, the new method behaves like a steepest

ascent algorithm that takes the closest route to the extremum point.

5.3 Application in Self-Tuning Vibration Energy Harvesters

As a practical case study, the proposed controller is utilized in electrical tuning of a vibration energy

harvester (VEH) as a maximum power point tracking (MPPT) algorithm. In the system under study,

a power electronics circuit is used for creating a variable impedance in the shunt circuit of a VEH.

It has been shown that the electrical impedance results in controllable mechanical damping and

stiffness in the VEH [42]. Damping and stiffness levels are used as the extremum seeking variables

for maximizing the harvested power in different frequencies without any knowledge of the harvester

model.

5.3.1 Electromechanical Modeling

For a basic analysis on the effect of shunt impedance on the regenerated power in a base-excited

energy harvester, a mass-spring system comprising an electromagnetic actuator with a shunt circuit

is assumed. As shown in Fig. 5.9, the proposed external shunt circuit has one negative resistance

and one negative inductance to cancel the internal impedance of the machine. A parallel RL circuit

with variable parameters is synthesized in the circuit in an attempt to add electromagnetic damping
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Figure 5.8: Comparison of the variables trajectories between the two methods

Figure 5.9: (a) Electromagnetic vibration energy harvester (b) Harvester shunt circuit

68



and stiffness to the system. The above system can be built using a switched-mode power electronic

converter connected to the motor terminals on one side and a DC source on the other side [42].

Electromechanical damping and stiffness of the system can be written as

bem = cem
2

R
, (5.4)

kem = cem
2

L
, (5.5)

where cem is the electromechanical coupling constant of the actuator defined as

cem = f(t)
i(t) , (5.6)

where f(t) and i(t) are the actuator force and current respectively. The average regenerated power

for a single-harmonic base excitation can be derived as

Pavg = 3
4 |X|

2
(
ω2(bem −

rin
cem2 bem

2)− rin
cem2kem

2
)
, (5.7)

where |X| is the amplitude of the relative displacement of the mass [42]. It should be noted that

the vibration system, including the actuator force, has a combination of passive (mechanical) and

active (electromagnetic) damping and stiffness terms. Hence, the system’s relative displacement can

be obtained as follows

|X| = mω2Y√
(k + kem −mω2)2 + (b+ bem)2ω2

, (5.8)

where Y is amplitude of base displacement. Using (5.7) and (5.8), the closed form expression for

the harvested power can be written as

Pavg = 3
4

m2ω4Y 2
(
ω2(bem − rin

cem2 bem
2)− rin

cem2kem
2
)

(k + kem −mω2)2 + (b+ bem)2ω2
. (5.9)

In (5.9), the average power harvested by the EMEH is given as a function of input excitation

characteristics (ω and Y ), electromagnetic damping (bem) and stiffness (kem) respectively. In the

case of single-harmonic excitations, the parameters bem and kem should be optimized for maximum

power. To this end, the partial derivatives of Pavg is taken with respect to bem and kem and set equal

to zero as follows
∂Pavg
∂bem

= 0, (5.10)

∂Pavg
∂kem

= 0. (5.11)
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Table 5.1: Parametric values of the multi-variable self-tuning test setup

Parameters Value
mechanical stiffness, k 12000N/m
mechanical damping, b 40N.s/m

mass, m 10kg
motor phase resistance, rin 4.9Ω

actuator inductance, Lin 2.15mH
electromechanical coupling constant, cem 43N/A

Solving (5.10) and (5.11) simultaneously for bem,op and kem,op results in optimal electromag-

netic damping and stiffness as follows

bem,op =
b̂

(
(k −mω2)2 + b(b+ b̂)ω2

)
(k −mω2)2 + (b+ b̂)2ω2

, (5.12)

kem,op = ω2b̂2(mω2 − k)
(k −mω2)2 + (b+ b̂)2ω2

, (5.13)

where

b̂ = cem2

2rin
. (5.14)

The term b̂ is interpreted as the EM damping when the shunt circuit is purely resistive with resistance

2rin.

For a better understanding of the equations derived so far, a set of realistic parameters are as-

sumed to plot the expressions for average power Pavg, optimal electromagnetic damping bem,op and

stiffness kem,op in a frequency sweep. Using the values in Table 5.1, the harvester natural frequency

can be calculated as

ωn = 1
2π

√
k

m
= 5.51Hz, (5.15)

which is almost in the middle of the simulation frequency range. It is assumed that the harvester is

originally designed to harvest energy in its own natural frequency 5.51Hz. However, the harvester

is simulated in frequencies ranging from ω = 0 to 10Hz.

For the self-tuning harvester, the optimal stiffness and damping levels are calculated using (5.12)

and (5.13) at each frequency. It is assumed that the harvester adopts the optimal values. The optimal

EM damping and stiffness are plotted in Figs. (5.12) and (5.13). The harvested power is shown

in Fig. 5.12. For comparison, behavior of a non-adaptive harvester designed for ω = 5.51Hz is

plotted.

As seen in Fig. 5.10, in a non-adaptive harvester, the electromechanical damping is designed

for its natural frequency using (5.12) and remains constant in the whole frequency range (bem =
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Figure 5.10: Comparison of electromechanical damping for adaptive and non-adaptive approaches
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Figure 5.11: Comparison of electromechanical stiffness for adaptive and non-adaptive approaches
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Figure 5.12: Comparison of harvested power for adaptive and non-adaptive approaches

33N.s/m). For the adaptive harvester, bem,op reaches a minimum at harvester’s natural frequency,

which is equal to damping of the non-adaptive harvester. At other frequencies, optimum EM damp-

ing is higher than the original value.

In Fig. 5.11, kem is zero for the non-adaptive harvester since the natural frequency of the har-

vester is already equal to the design frequency ω = 5.51Hz. In contrast, optimal electromagnetic

stiffness, kem,op, changes in frequencies different from the original value. If the excitation frequency

is higher than the harvester natural frequency, kem,op takes positive values, while lower input fre-

quencies require a negative electromagnetic stiffness. These observations can be easily explained

considering the fact that the system resonance frequency should be as close as possible to the exci-

tation frequency. If ω > ωn, the system should increase its own stiffness to match its own resonance

frequency with the input excitation; hence positive electromagnetic stiffness is required. Similarly,

at lower frequencies (ω < ωn), negative values for kem are needed to decrease the resonance fre-

quency.

Figure 5.12, shows the resulting harvested power for the two energy harvesting approaches. The

non-adaptive power has a peak at its natural frequency. For input frequencies higher or lower than

ωn, the harvested power decreases significantly. This behaviour negatively impacts the harvester

efficacy and is the main motivation of adding a form of adaptiveness to a VEH. The self-tuning

harvester, as plotted, shows a wider bandwidth, which results in more energy regeneration compared

to the non-adaptive harvester.
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Figure 5.13: (a) Open-loop, model-based self-tuning energy harvester (b) Closed-loop, model-free
adaptive energy harvester

It was shown that proper tuning of electromagnetic damping (bem) and stiffness (kem) can max-

imize harvested power at each given frequency. The simplest structure for implementing this adap-

tiveness would be a model-based system shown schematically in Fig. 5.13(a).

In this system, the frequency of the input excitation should be estimated at each control cycle.

Then, optimum bem and kem are calculated using (5.12) and (5.13). The system impedance should

be updated according to the calculated values to make the harvester track the optimal operating

point. In this system, Pavg is not used as a control feedback, and the control algorithm relies on

the system parameters (m, k and b) for tuning electromagnetic damping and stiffness. As a result,

the self-tuning system is not able to adapt to any change in the system parameters or any other

unmodeled effect.

As a more appropriate solution for the adaptive energy harvesting problem, the sliding mode

extremum-seeking controller introduced in Section 5.2 is utilized. The harvested power is con-

sidered as the output function, and EM damping and stiffness (bem and kem) are treated as the

extremum-seeking variables 5.13(b). Experimental results are provided in the following.
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Figure 5.14: Vibration energy harvester used in experiments

5.3.2 Experimental Results

To investigate performance of the proposed extremum seeking controller in tuning VEHs, the al-

gorithm was implemented on a dSpace real-time control hardware with control loop frequency

fs = 50kHz. A mass-spring structure comprised of an electromagnetic harvester was utilized as

the VEH. The harvester is a combination of the 3-phase brushless DC motor (EC-MAX 283873

from Maxon, Inc.) and a two-leg mechanism for converting linear motion into rotational motion

(see [58]). The three-phase full bridge power electronics converter DRV8305 (from Texas Instru-

ments) was used for electrical current control and creating the desired shunt impedance. The energy

harvester is shown in Fig. 5.14 with its parameters provided in Table 5.1.

Before testing the extremum seeking algorithm, some experiments were first conducted by

sweeping a range of electromagnetic damping and stiffness levels and measuring the harvested

power. These experiments are necessary to acquire a two-dimensional experimental model of the

system that can later be used to check if the controller converges to the correct extremum points.

For each excitation frequency, a surface was fitted on the measured values as shown in Figs. 5.15

and 5.17. It is needed to explain that the experiments were limited to excitation frequencies that

are close to the resonance frequency of the available energy harvester. The main reason is that in

frequencies far away from the resonance frequency, the harvester used in the experiments undergoes

very small displacements. As a result, the regenerated power levels are too low to be effectively cap-

tured by the measurement system. Consequently, frequencies ω = 5.51Hz and ω = 6.5Hz were

used in experiments as explained below.

In the first test, the energy harvester was excited with its own resonance frequency (ω =
5.51Hz). The initial values of the tuning variables were set as [bem, kem] = [120N.s/m, 1500N/m].
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Figure 5.15: Trajectory of EM damping and EM stiffness toward the extremum point when ω =
5.51Hz, comparison with the surface fit on the identification results

Changes in the tuning variables and the resulting harvested power are shown in Fig. 5.16. As shown

in the Fig., electromagnetic damping approximately converges to bem = 20N.s/m while electro-

magnetic stiffness moves to values around kem = 400N/m. The trajectory of the system in seeking

the extremum point is plotted in Fig.5.15. It can be easily seen that the tuning variables have moved

the system to the extremum point.

In the next experiment, the system was excited with a frequency of ω = 6.5Hz, which is slightly

larger than its resonance frequency. This is when the system is detuned from the dominant excitation

harmonic, or the excitation frequency changes from the expected value used in design of the har-

vester. The same identification experiment was conducted to find the extremum point of the system.

As shown in Fig. 5.18, the optimum values are around the point [bem, kem] = [50N.s/m, 900N/m].
Changes of the input and output variables with time are shown in Fig. 5.18. It can be inferred from

the above figure that tuning variables have converged to the optimum values, and the extremum is

sought.

It is noticed that the power regenerated in the experiments is less than what is expected from

the analytical methods. This can be attributed to the power losses of higher-order harmonics in

the controlled current. The actuator current oscillates around its reference value, which results in

additional conduction losses. As a result, a portion of the power is wasted in the actuator, and less

power is regenerated. This effect is more evident in Fig. 5.18 where the harvester back emf voltage

levels are smaller. To resolve this problem, the DC voltage of the power converter needs to be tuned

75



100 200 300 400 500 600 700 800 900 1000
−0.2

−0.1

0

0.1

0.2

0.3

0.4
(c)

H
ar

ve
st

ed
 p

ow
er

 P av
g(W

)

time (s)

100 200 300 400 500 600 700 800 900 1000
−500

0

500

1000

1500

2000
(b)

E
le

ct
ro

m
ag

ne
tic

 s
tif

fn
es

s 
k

em
 (

N
/m

)

time (s)

100 200 300 400 500 600 700 800 900 1000
0

50

100

150
(a)

E
le

ct
ro

m
ag

ne
tic

 d
am

pi
ng

 b em
(N

.s
/m

)

time (s)

Figure 5.16: Two-variable extremum seeking with EM damping and stiffness for maximizing power
when ω = 5.51Hz, (a) EM damping bem, (b) EM stiffness kem, (c) Average harvested power Pavg,
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Figure 5.17: Trajectory of EM damping and EM stiffness toward the extremum point when ω =
5.51Hz, comparison with the surface fit on the identification results

based on the actuator operating conditions. This needs to be addressed in a separate study with more

focus on power electronics design and control.

It is also observed that it takes a while for the controller to converge to the optimum points.

This is mainly due to the fact that the initial conditions have been selected to be far away from the

optimum point. As the result, the harvester remains in the energy consuming region for a while and

starts harvesting energy when it gets close enough to the optimum point. To reduce the convergence

time in practice, it is recommended to start the system with initial conditions that are close to the

optimum point. This can be achieved using a model of the harvester. In other words, it is suggested

to combine the novel model-free extremum seeking controller with a model-based controller that

provides the system with better initial conditions.

5.4 Conclusion

A new two-variable sliding mode extremum seeking controller was introduced and a geometrical

interpretation of the controller behaviour was provided. It was shown that the new controller has less

number of design parameters and shows better performance in finding the extremum point. As a case

study, a two-variable maximum power point tracking problem with application to vibration energy

harvesting is investigated. Using power electronics and control an RL shunt circuit for is synthesized

for the energy harvester. This results in realization of tunable electromagnetic damping and stiffness.

The generated damping and stiffness were considered as the tuning variables for maximizing the
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Figure 5.18: Two-variable extremum seeking with EM damping and stiffness for maximizing power
when ω = 6.5Hz, (a) EM damping bem, (b) EM stiffness kem, (c) Average harvested power

Pavg,
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regenerated power. A mathematical analysis was presented to show that proper tuning of the two

variables in each excitation frequency can improve the energy harvesting bandwidth. The system can

achieve proper tuning using the proposed two variable extremum seeking controller which can make

the system robust against model uncertainties and parameter changes. A number of experiments for

vibration energy harvesting were conducted which indicate that the suggested method has the ability

to find the extremum point and maximize the harvested power.

More complicated scenarios still need to be explored for the application of the self-tuning con-

troller in vibration energy harvesting. For example, self-tuning under random excitation is a more

challenging case that needs further theoretical and experimental studies. It is also suggested to com-

bine the proposed model-free algorithm with a model-based controller to start the extremum seeking

from a point which is closer to the real extremum. This would probably help the system to find the

extremum point in a shorter convergence time. Both ideas are suggested for future studies.
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Chapter 6

Constrained Self-Tuning Vibration
Absorbers with Variable Damping and
Stiffness

In this Chapter, an electromechanical actuator is utilized for bidirectional power flow in a tuned mass

damper (TMD). The actuator force is controlled to achieve desired mechanical damping and stiff-

ness values for the whole system by controlling the current using a power electronic converter. The

resulting TMD can autonomously change its damping and stiffness values to minimize a host struc-

ture’s displacement under different excitation frequencies. A multi-variable sliding mode extremum-

seeking algorithm is used to tune the TMD damping and stiffness levels to optimal values. Analytic

and simulation results show that the active TMD exhibits better performance when compared to

non-adaptive and robust TMDs.

6.1 Introduction

As explained in Section 1.2.2, vibration absorbers or tuned mass dampers are used for controlling

vibrations in different applications including civil structures and vehicles. They are resonating me-

chanical structures that create forces to absorb the extra energy in a vibrating structure.

In this Chapter, an active-regenerative electromagnetic actuator is proposed to be used in a

hybrid TMD to make it tunable in terms of its overall damping and stiffness. The SMESC is used as a

model-free tuning algorithm to make the system self-adaptive to changes in the excitation frequency.

The inputs are constrained to operate the system in the energy-regenerative mode and guarantee

stability of the vibration system. The result is a self-powered and self-tuning TMD. It is shown

that the performance of the system is improved over non-adaptive systems when the excitation

frequency drifts away from the original values. The paper presents electromechanical modelling of

the host structure combined with the hybrid TMD. The range of damping and stiffness values in

which the system remains self-powered are obtained followed by the optimum inputs for a range

of frequencies. The behavior of the self-tuning algorithm is simulated to verify its convergence to

optimum values.
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Figure 6.1: Schematic view of the active TMD and its shunt circuit

6.2 Electromechanical Modeling

The system under study consists of a host structure on which a TMD is mounted. The actuator

force is created in parallel with the TMD mechanical damper and spring. Referring to Fig. 6.1, the

impedance Zex is created in the shunt circuit of the actuator using power electronic techniques [62].

The impedance consists of the negative resistance −rin and the negative inductance −Lin to cancel

the internal impedance of the actuator. As a result, only the variable inductance L in parallel with

the variable resistance R remain in the shunt circuit.

6.2.1 Actuator Force and Power

Considering the shunt circuit, it can be shown that the force created by the actuator can be written

as

fa = kemz2 + bemż2, (6.1)

while z2 and ż2 are the relative displacement and velocity of the TMD, and kem, bem are the elec-

tromechanical stiffness and damping terms that the actuator creates. They can be calculated as fol-

lows

kem = cem
2

L
, (6.2)

bem = cem
2

R
, (6.3)

where cem is the electromechanical coupling constant of the actuator defined as

cem = fa

i
, (6.4)
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Figure 6.2: Energy regenerating range for the active TMD

in which i is the actuator shunt current. The above analysis shows that the shunt circuit, shown in

Fig. 6.1, renders the system behavior similar to a spring-damper combination. However, the system

may require energy to create the shunt impedance Zex.

In the case that the TMD has a single-harmonic motion with amplitude Z2 and frequency ω, the

average power generated in the shunt circuit can be calculated as

Pavg = 1
2 |Z2|2

(
ω2(bem −

rin

cem2 bem
2)− rin

cem2kem
2) (6.5)

where rin is the internal resistance of the actuator. According to (6.5), creating stiffness kem is always

energy consuming, while creating damping bem can result in power consumption or regeneration

depending on value and sign of damping.

To avoid injection of energy from the actuator into the vibration system, which may make the

system unstable, it is possible to calculate the range of damping and stiffness that keep the TMD

self-powered or energy regenerative. To this end, bem and kem in (6.5) are plotted with respect to

each other for constant |Z2| and ω as shown by the oval curve in Fig. 6.2.

According to Fig. 6.2, if the set (bem, kem) is inside the oval shape, the TMD regenerates power

from the vibrations– otherwise it consumes energy. In particular, if bem < 0, the actuator consumes

power and injects energy into the system as a negative damper. Besides, if c2
em/rin < bem, the

actuator consumes power to create high damping as already discussed in [41]. To find the range of

kem that keeps the system self-powered, (6.5) can be used. The resulting allowable and self-powered

range in terms of the two variables can be summarized as follows

0 ≤ bem ≤ c2
em/rin, (6.6)

− cemω

√
bem

rin
−
(bem

rin

)2 ≤ kem ≤ cemω

√
bem

rin
−
(bem

rin

)2
. (6.7)
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6.2.2 Main Mass and TMD Vibration

As shown in (6.1), the actuator can be considered as a parallel spring-damper system. Thus the

overall stiffness and damping of the TMD are k2 + kem and b2 + bem respectively. Utilizing these

terms in the equations of motion of the vibration system, we have

m1ẍ1 + b1ẋ1 − (b2 + bem)ż2 + k1x1

−(k2 + kem)z2 = b1ẏ + k1y

m2ẍ1 +m2z̈2 + (b2 + bem)ż2

+(k2 + kem)z2 = 0

(6.8)

where x1 is the main mass absolute displacement, and z2 is the TMD’s relative displacement. As-

suming a single harmonic base excitation y(t) = Y sin(ωt), the main mass displacement amplitude

is given by

X1 = Y

√√√√√√(k2
1 + b2

1ω
2)
((
k2 + kem −m2ω2)2 +

(
w(b2 + bem)

)2)
Λ2

1 + ω2(b2 + bem)2Λ2
2 + b2

1ω
2Λ2

3 + Λ4
, (6.9)

and the TMD’s relative displacement is

Z2 = Y

√
(k2

1 + b2
1ω

2)(m2ω2)2

Λ2
1 + ω2(b2 + bem)2Λ2

2 + b2
1ω

2Λ2
3 + Λ4

, (6.10)

while
Λ1 = (k1 −m1ω

2)(k2 + kem −m2ω
2)−m2ω

2(k2 + kem),

Λ2 = k1 −m1ω
2 −m2ω

2,

Λ3 = k2 + kem −m2ω
2,

Λ4 = b2
1(b2 + bem)2ω4 + 2b1(b2 + bem)ω2(m2ω

2)2.

(6.11)

6.3 Optimum Tuning in Frequency Domain

In the proposed system, the TMD is capable of changing its damping and stiffness to achieve a

desired performance. For each excitation frequency ω, the main mass displacement given by (6.10)

is minimized using the electromechanical damping bem and stiffness kem as the optimization vari-

ables. To avoid system instability and keep the system self-powered, bem and kem are constrained in

the range shown as (6.6) and (6.7). A simple two-dimensional grid search is used to find the opti-
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Figure 6.3: Optimal electromechanical damping bem

mal variables. Figures 6.3 and 6.4 show the optimum EM damping and EM stiffness in frequencies

between 3 and 12Hz for a set of realistic system parameters shown in Table. 6.1.

According to Table 6.1, both the host structure and mechanical TMD, excluding the effect of the

actuator, have natural frequencies equal to 7.5Hz. This makes the TMD ideal for input excitation

with a frequency ω = 7.5Hz. Figures 6.3 and 6.4 support this fact since the optimal EM damping

and stiffness are equal to zero at the original frequency, which means that the TMD is already tuned.

For higher frequencies, optimum kem increases to match the overall frequency of the TMD with the

excitation frequency. Considering the power constraint shown as Fig. 6.2, the EM damping has

increased too to keep the system in the regenerative region.

Similarly, in frequencies lower than 7.5Hz, the actuator creates negative stiffness so that the

ATMD can track the excitation frequency. However, it seems that the strategy is different when the

excitation frequency is less than 5.6Hz or more than 10.1Hz, which are almost equal to the two

resonance frequencies of the whole structure (Fig. 6.5). In these cases, the actuator tries to move

the resonance frequencies away from the excitation frequency. This is why the EM stiffness starts

increasing at frequencies lower than 5.6Hz and decreasing when ω > 10.1Hz. This might be more

understandable using Fig. 6.5, that shows the response of the system in terms of the host structure

displacement ratio X1/Y .

In Fig. 6.5, performance of the adaptive TMD is compared to other design approaches including

the system without TMD, single-frequency design, and a robust approach. The system without TMD

has the worst response mostly around ω = 7.5Hz. In contrary, the single-frequency design, results

in a very good performance at the host system original resonance frequency, while creating two new

uncontrolled resonances at around 5.6 and 10.1Hz. In the robust design, the damping and stiffness
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Figure 6.4: Optimal electromechanical stiffness kem
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Table 6.1: Parametric values used for simulating the adaptive tuned mass damper

Parameters Value
Host structure stiffness, k1 22207N/m
Host structure mass, m1 10kg

Host structure damping, b1 40N.s/m
TMD stiffness, k2 4441N/m
TMD mass, m2 2kg

TMD damping, b2 8N.s/m
Input excitation amplitude, Y 2mm
Motor internal resistance, rin 0.98Ω
Actuator force constant, cem 8.6N/A

Figure 6.6: Model-based tuning scheme for minimizing X1 in different frequencies

are designed to minimize the area under the curve in the design frequency range, resulting in a

decent behavior of the system both in the original and the new resonance frequencies. However, the

ATMD (adaptive TMD) shows an even better performance because of its ability to tune its damping

and stiffness following the curves of Figs. 6.3 and 6.4.

6.4 Self-Tuning Algorithm

In the previous Section, it was shown that there are optimal values for electromechanical damping

and stiffness bem and kem to minimize the amplitude X1 of the main mass. The optimal values can

be found using the structure model for different frequencies, and the actuator can adopt them using

a look-up table as shown in Fig. 6.6.

The system shown in Fig. 6.6 uses the input frequency and a model-based look-up table to tune

the TMD; however, this feed-forward and model-based approach is not robust to system changes and

model uncertainties. The multi-variable sliding mode extremum-seeking controller [98] is utilized

in this paper as a model-free tuning algorithm to take the system to optimal values. Application of

this method for the ATMD is shown in Fig. 6.7.
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Figure 6.7: Sliding mode extremum-seeking controller for model-free tuning of the ATMD

As shown in Fig. 6.7, the tuning algorithm tries to minimize an objective function OF defined

as

OF (Pavg, X1) =

X1, Pavg > 0,

X1 − a.Pavg, Pavg < 0.
(6.12)

The objective function consists of X1, that should be minimized, but Pavg is also added as a

piecewise cost function to avoid energy injection into the structure, whereas energy regeneration

creates no penalty. The differences between the objective function and two linearly decreasing slid-

ing curves Pi are calculated and used in functions Fi defined as

Fi(σi) = tan−1(sin (πσi/αi), (6.13)

where σis are sliding mode errors, and αis define the chattering frequency. The outputs of the

control functions Fi are multiplied by the gains Ki and then integrated to calculate the optimization

variables. Finally, a saturation block enforcing the constraints (6.6) and (6.7) is used to keep the

system in the regenerative range.

The controller is eventually applied to the TMD under study. In the simulation scenario, it is

assumed that the structure is excited with frequency ω = 8.5Hz, which is 1Hz more than the

TMD original design frequency. The initial values of the tunable variables are assumed to be far

away from the optimal values. After the system converges to optimal values, it is assumed that the

excitation frequency decreases back to the original values of 7.5Hz at time t = 700s. Behavior of
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Figure 6.8: Electromechanical damping for minimizing main mass displacement

the system in reaching the optimum values and adapting to the frequency change is shown in Figs.

6.8 to 6.10.

Simulation results show that the extremum-seeking algorithm is correctly tracking optimal val-

ues. Even after the sudden change in the excitation frequency at t = 700sec, the tuning variables

start converging to new optimal values. There is some chattering around the optimal points, which

is expected because of the perturb-and-observe behavior of the extremum-seeking controller. As

another observation, the curves for EM damping and stiffness are partly clipped mostly when bem is

around zero. This is the effect of the saturate function shown in Fig. 6.7 that prevents bem and kem

from entering the energy consuming region.

6.5 Conclusion

A shunt-controlled electromagnetic actuator with ability to make variable mechanical impedance

was utilized. The actuator was added to a tuned mass damper to create an adaptive vibration ab-

sorber. Optimum electromechanical damping and stiffness for minimizing the host structure dis-

placement were calculated using the dynamic model of the system. To avoid instability, the power

exchange between the actuator and the structure was constrained to flow only from the structure to

the harvester. A multi-variable sliding-mode extremum-seeking controller was used to make the sys-

tem self-tuning without any need to the mechanical model of the structure. Simulation results show

that the controller finds the optimums correctly and tracks them even if the excitation frequency

changes.
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Figure 6.9: Electromechanical stiffness for minimizing main mass displacement
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Figure 6.10: Main mass displacement amplitude converging to optimal values
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Chapter 7

Conclusions and Suggestions for Future
Works

7.1 Summary and Conclusions

In this thesis, effort was devoted to realizing tunable vibration systems. To this end, power electron-

ics design and control techniques were utilized to create electromagnetic actuators with the ability

of bi-directional power transfer. It was shown that with proper control of shunt circuit, the actua-

tor can mimic positive and negative damping and stiffness. The actuator with the variable damping

and stiffness was utilized in a parallel configuration with passive mechanical elements that create a

constant level of damping and stiffness. The addition of the electromagnetic actuator to the passive

mechanical structure made it possible to change the overall electromechanical impedance of the

structure, which can be interpreted as tunable mechanical impedance.

In Chapter 2, the idea of using shunt control for creating variable damping and stiffness was

explored. Power and voltage requirements for creating a certain level of stiffness were studied,

and a power electronics system was designed and experimentally validated. It was shown that the

proposed shunt control results in a tunable vibration system with variable resonance frequency. It

was also shown that using the regenerative force actuation method proposed in this study, efficiency

of the stiffness generation is higher compared to the other methods that are already presented in the

literature.

In Chapter 3, focus was on creating a negative resistive shunt in the actuator. It was shown that

with the negative shunt resistance, the actuator can create damping levels that are larger compared

to the short-circuit damping, which was previously assumed as the maximum achievable damping

in electromagnetic actuators. Power and voltage requirements were studied, and the idea was ex-

perimentally validated. A new mechanical design named cylindrical cam damper was used in the

experiments. It was shown that the new design is better in terms of travel-to-length ratio compared

to other mechanisms in the literature.

Chapters 4 to 6 take advantage of the technology proved in their preceding Chapters. In Chap-

ters 4 and 5, the tunable vibration control concept is used in the application of vibration energy
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harvesting. Sliding mode extremum seeking control is used for autonomous tuning of a vibration

energy harvester without using its model. First, damping-only tuning was used in a vibration energy

harvester with a maximum allowable displacement. In the experiments, the controller successfully

found the maximum power point without violating the maximum displacement constraint. After this

achievement, a multi-variable sliding mode extremum seeking controller was proposed to realize the

self-tuning with two variables: damping and stiffness. It was shown, using both simulations and ex-

periments, that the novel controller finds the maximum power point with tuning both damping and

stiffness in a model-free controller.

Chapter 6, however, uses the tunable vibration control approach in the application of vibration

absorption. A tuned mass damper comprising the variable impedance electromagnetic actuator was

suggested to work under different excitation frequencies. Similarly, sliding mode extremum seek-

ing controller was used for autonomous tuning of the TMD. A constraint was implemented in the

controller to avoid injection of power to the system. It was shown that the proposed TMD tracks the

optimum impedance for minimization of the host structure displacements.

7.2 Future Research

With the knowledge and experience obtained during this project, a list of ideas are provided to im-

prove the outcome of this research or open new opportunities related to this field of study. The thesis

covers different topics in mechanical vibrations, power electronics and control. The suggestions for

future works are classified as below.

7.2.1 Mechanical Vibrations

This thesis focused on creating variable stiffness and damping using a parallel RL shunt configu-

ration. It was shown that this configuration results in creation of forces that are proportional to the

actuator displacement and first derivative of displacement. Creating forces proportional to the sec-

ond derivative of the actuator displacement still needs to be explored. This behavior is interpreted

as mechanical inertance that has applications in vibration control [89].

As another idea, it is suggested to study the new opportunities that a variable-stiffness element

opens up for optimal vibration control. Vibration control methods using variable damping are ex-

tensively reported in the literature [68], while variable-stiffness vibration control is a relatively new

concept. It is suggested to study how changing stiffness in the time domain would affect the vibra-

tion isolation performance.

It is also suggested to investigate the performance of the tunable actuator when the excitation

is more complicated than a single-harmonic sinusoidal wave. Power requirements for the multi-

harmonic or random excitation needs further investigation.
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7.2.2 Power Electronics

In this study, a switched-mode power converter was used for controlling the current in an electro-

magnetic actuator comprised of a brushless DC motor. Sliding mode control was used for controlling

the current, which proved to be an effective method. However, more study should be devoted to the

power electronics part to find the best approach to the current control problem. It is needed to study

the circuit configurations and control methods that can minimize the unwanted harmonic content

of the electrical current. It is also needed to minimize the switching frequency to avoid switching

losses. PWM control is suggested to be examined in this application. Also, buck-boost conversion

scheme and multi-level conversion are suggested to improve the quality and efficiency of the power

electronics part.

7.2.3 Adaptive Control

In Chapters 4 to 6, extremum-seeking controllers were used for finding the optimum damping and

stiffness of the actuator. A novel sliding mode extremum seeking controller was adopted in this

study, and a geometric interpretation of the controller was provided. However, a complete stability

analysis of the controller would be helpful.

Aside from the sliding mode extremum seeking control, other methods need to be examined

and compared. It is also suggested to combine model-based and model-free methods to improve the

convergence time and accuracy of the tuning controllers.
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