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Abstract

Across the web and mobile applications, recommender systems are relied upon to surface
the right items to users at the right time. This implies user preferences are usually dynamic
in real-world recommender systems, and a user’s historical action records are not equally
important when predicting her/his future preferences. Most existing recommendation al-
gorithms, including both shallow and deep approaches, usually treat all user’s historical
actions equally, which may have lost order information between actions.

In this thesis, we study the problem of modeling user action sequences for recommenda-
tion (a.k.a sequential recommendation). Motivated by the distinct challenges when modeling
user sequences, we focus on building sequential recommendation models to capture various
types of dependencies (sequential patterns). In particular, the dependencies can be in dif-
ferent forms. Also, they can either from the local part or the long-tail of user sequences.
Though usually neglected in existing approaches, these dependencies are informative for
accurate prediction of user preference.

In our first work, we discover the dependencies in real user sequences can have two different
forms: point-level and union-level. We propose a unified model to jointly capture both forms
of sequential patterns.

In our next work, we analyze the property of dependency from different temporal ranges
of long user sequences. Based on our observation, we propose a neural mixture model as a
tailored solution to deal with dependencies from all temporal ranges.

Finally, inference efficiency is critical for each model since recommendation is an online
service. It is particularly important for sequential recommendation as user’s sequence fre-
quently changes and inference is needed with the new sequence. We provide a knowledge
transfer framework to satisfy the efficiency requirement for recommendation models. We
show this framework can be used to learn a compact recommendation model with better
inference efficiency but with the similar efficacy of a large model. Our proposed solution
can be also used for other ranking problems.

Keywords: Recommender System; User Modeling; Sequential Prediction; Neural Networks
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Chapter 1

Introduction

This dissertation focuses on exploiting the sequence of actions that each user left in the
system, to provide better personalized experiences using machine learning. The goal is to
pinpoint the opportunities when using user action sequences for recommendation which
have been widely recognized by academia and industry recently. We analyze the unique
challenges for recommendation with user action sequences (a.k.a sequential recommenda-
tion) and introduce techniques based on machine learning to overcome such challenges. The
work presented in this dissertation take several essential steps to transit static user modeling
approach to a new generation of more dynamic personalization methodology.

Why recommendation with user action sequences? To show our motivation for
sequential recommendation, we’d like to discuss the importance of recommendation research
in general and the specific opportunities for the recommendation research with user action
sequences.

First of all, we care about the problem of recommendation in this dissertation since it
enables better content discovery and browsing experience: Users can enjoy accurate and
personalized recommendations without the need of effort to actively retrieve information
from the web. In industry, recommender system has become a core technology and even a
main user interface in large e-commerce, streaming and social media platforms [33, 62, 23].
As a result, it contributed a large proportion of the traffic and revenue to these online
services. One could think that this either is a solved problem or merely need attention from
industry, but this is far from the truth. In fact, the evolution of recommendation largely
depend on research contribution from academia [38, 57, 77, 82]. There are many facets of the
recommendation which have received little or no attention. Thus, there is a large untapped
potential for improving user experience, that this thesis attempts to shed light on.

Conventional recommendation techniques depend on static user-item feedback, which
is usually represented as a user-item interaction matrix as shown in Figure 1.1a. In this
formulation, recommendation can be viewed as a matrix completion problem to match user
long-term preference. Sequential recommendation takes a step forward to consider order

1
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(a) An example user-item interaction matrix.

StarWars 3

The	GodfatherAvatar

Alice

Bob

StarWars 2

StarWars 2The	GodfatherChalice ??

(b) An example user action sequences.

Figure 1.1: Example showing the differences between interaction matrix and user action
sequence. In this example, if we want to make a recommendation for Chalice, only knowing
the interaction matrix cannot differentiate the choice between Avatar and StarWar 3. How-
ever, once knowing the sequential information, we know StarWar 3 is better choice over
Avatar.

sensitivity in user actions. It views recommendation as a sequence modeling problem as
shown in Figure 1.1b. The order of actions is commonly logged by real systems. In real-
world scenarios, drifts of individual interest can happen within a short time period (e.g.,
a user is interested in phone accessories soon after buying an iPhone). On the other hand,
items can hold certain relationship and are usually consumed in the certain order (e.g.,
most users prefer to watch StarWars 3 after finishing StarWars 2 ). That’s the reason why
sequential recommendation could make a huge difference to better understand user need in
the “near future”.

Why Using Machine Learning based Approaches? Recommendation methods start
from neighborhood-based approaches [82]. We calculate item-item similarities and recom-
mend a user with items similar to the items she/he has consumed. However, a good similarity
measurement with heavy feature engineering still cannot properly model complex user-item
relations. Thus, people turned to find more effective approaches – model-based approaches
powered by machine learning.

Since the 2009 Netflix Prize competition, latent factor models [57] shown to have
much better performance than neighborhood-based methods and it ‘automatically’ learns
user/item representations from low-dimensional latent space. Recently, with the great im-
pact of deep learning on computer vision [58, 51], a new type of model using deep neural
networks has shown strong performances. Better harnessing the power of rich data, neural
networks have an incredible ability to automatically capture high-level features and learn
feature interactions. Recent works [38, 97] show the success for deep neural networks for
recommendation with static user feedback.

Back to sequential recommendation, using sequence model allows us to easily incorpo-
rate user dynamics when making recommendations. Moreover, promising results in natural
language processing with neural networks [67, 53] suggest deep learning’s potential benefits
for better modeling dependencies (patterns) within user action sequences.

2



1.1 Research Questions and Contributions

From the above introduction, one could think merely applying deep neural networks on user
sequences can achieve considerable performance. However, this naive assumption largely
overlooked the challenges existing in sequential recommendation. In what follows, we pin-
point these unique challenges under the context of machine learning (especially deep learn-
ing), which can be categorized as challenges for modeling user sequences and challenges for
serving such models. Besides, we present our contributions.

1.1.1 Capturing Different Forms of Sequential Patterns

How can we model multiple forms of dependencies when they co-exist in the recent part of
user action sequence?

Challenge: From data mining point of view, the prediction on the item a user will
likely to buy usually depend on certain patterns from her/his action sequence in the past.
Inspired by sequential association rule mining [2], the sequential pattern can be in point-level
or union-level. The former means previous actions influence the target action individually.
An example pattern may look like: ia → it, here ia is the item previously interacted by a
user and it is the target item. Union-level sequential pattern is an extension of point-level
pattern, where multiple previous actions jointly influence the target action. An example may
be: (ia, ib, ic) → it, here (ia, ib, ic) are the items in an episode of of a user sequence (with
order preserved). If these two forms of sequential dependencies co-exist in the recent part
of user sequence, leveraging them may help further improve the recommendation accuracy.
From the past literature, however, we found seldom works have been done to explicitly
model both of these two forms of sequential patterns.

Our Contributions: In Chapter 3, we confirm the existence of sequential dependencies
with multiple forms and study how they can influence user action in the future, by using
a commonly used public dataset. Inspired from the recent success of convolution filters of
Convolutional Neural Network (CNN) to capture local invariant features [58, 51, 53], we
propose a ConvolutionAl Sequence Embedding Recommendation Model, or Caser for short.
Compared to existing methods, Caser offers several distinct advantages. (1) Caser uses 1-D
convolutional filters with various shapes to capture sequential patterns at point-level, union-
level. (2) Caser is very flexible that it generalizes several existing state-of-the-art methods
in a single unified framework. (3) Caser outperforms state-of-the-art methods for top-N
sequential recommendation on real life datasets.

1.1.2 Utilizing Long-range Dependent User Sequences

How can we model dependencies from everywhere of long user action sequence where differ-
ent parts of the sequence show different properties?

3



Challenge: In the last problem, we only focus on modeling user’s recent actions (short-
range part) in his/her sequence. While user sequence can be very long, modeling user’s ac-
tions from far past (long-range part) also enables us to learn user interests from a longer time
span. For example, if a movie recommender can ‘remember’ a user’s interest (e.g., love watch-
ing Jackie Chan’s movies) from long time ago, it may recommend relevant movies (Jackie
Chan’s new released movies) that fit this user’s taste, based on the fact that users’ tastes
for movie don’t change too much over time. However, capturing sequential patterns from
extremely long user sequence could be very challenging. Firstly, dependencies (patterns)
from different part of the sequence may show different properties. Moreover, dependencies
from long-range part of the user sequence, which is also called the long-range-dependent
patterns, are usually hard to capture by the existing models in the literature, even though
sometimes they are informative and crucial to accurate predictions. Existing sequential
recommenders with factorized Markov chain methods [37] or deep neural networks [39] ar-
guably provide reliable sequential recommendation strategies. Unfortunately, they are all
limited by a short window of significant temporal dependence when leveraging sequential
data to make a recommendation prediction.

Our Contributions: In Chapter 4, we dive into a large-scale YouTube dataset and demon-
strate that in real-world recommendation tasks there are significant long-range temporal
dependencies in user sequence data. Besides, the dependencies have certain interesting prop-
erties. First, the dependency between two events decreases in a hyperbolic manner, as the
time step separating their consumption grows. Second, the dependencies from events re-
cently are very sensitive to order but are order insensitive from the events in the far past.
Based on our observations, we realize the limitation of using a monolithic model and propose
the multi-temporal-range mixture model (M3). From its data-driven design, M3 is a mixture
model consisting of three sub-models (each with a distinct manually designed architecture)
that specialize in capturing dependencies from different temporal ranges. It can also learn
how to dynamically choose to focus on different temporal dynamics and ranges depending
on the application context.

1.1.3 Mitigating Model Serving Cost Overhead

How can we have an efficient model that works as effectively as possible?
Challenge: After a recommendation model is trained, the next step is to serve it, making

it respond to online user requests. Specifically, the routine serving pipeline for machine
learning models consists of two main parts as shown in Figure 1.2. First of all, we have to
train the designed model offline with massive logged data, which are processed through a
pipeline including data cleaning, feature selection, etc. Then the trained model is used as
a prediction service to make responses to various user requests. The later process is also
called the inference phase and is performed in an online manner. Usually speaking, an online

4



Figure 1.2: Serving pipeline of a developed machine learning model [24]. When training
recommendation models, we use logged feedback data to learn a model offline. Then the
learned model is composed as a prediction service and respond to user requests in an online
manner.

service needs to control the response time strictly less than 0.2 seconds (200 ms), that’s why
enhancing the efficiency of model inference is a critical research problem.

The inference time cost for recommendation models is extremely high, since in order
to sort the items, we need to compute the relevance scores for all items given a single
user request. And the time cost for computation is O(|I| × ∆c), where |I| is the number
of items and ∆c is the time cost needed to compute relevance score for single user-item
pair. For sequential recommenders, since users’ representations are changing all the time
when interacting with the platform, we need to do the inference much more frequently, thus
we suffer more from efficiency issue. What’s worse, as neural networks becoming the main
stream for recommendation due to their excellent performances, these models incur even
larger latency1 at online inference phase due to the larger model size.

Our Contributions: As we all know, ∆c is highly depend on model size. Therefore, to
answer the research question, a proper solution is to reduce the model size, and at the same
time, keep its accuracy as much as possible. Put differently, the ideal way is increasing a
model’s performance while having its size fixed. Also, the proposed solution is better to be
model-agnostic, not an ad-hoc approach designed for certain models specifically. In Chap-
ter 5, we present our solution called ranking distillation (RD) to learn a compact ranking
model that remains effective. The idea is an adapted solution for knowledge distillation
(KD) for top-N ranking problems. To be specific, a small student model is trained to learn
to rank from two sources of information, i.e., the training set and the top N recommenda-
tions for each user generated by a large well-trained teacher ranking model. With the large

1As described in Chapter 2, the computation cost for making recommendations with a commonly used
two-tower neural framework is highly depend on the neural model size.
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model size, the teacher model captures more complex user-item interaction patterns from
the training set and provides top-N ranked items as an extra training data for the student
model. The student model benefits from the extra supervisions from the teacher (in addition
to the data from usual training set), thus, improves its recommendation accuracy, but is
more efficient for online inferences thanks to its small model size. It is also worth noting
that, besides sequential recommendation, our proposed method can be also generalized to
other recommendation (and ranking) tasks.

To summarize, this dissertation focuses on improving the performance of the sequential
recommender system, while making the resulting system more efficient to use. Our first two
works focus on how to gain a better ranking performance for sequential recommender by
modeling more complex user-item interactions that potentially exist in the data. However,
it is often the case that these complex models incur a larger latency at online inference
phase due to the much larger model size. In order to make the resulting methods efficient
to use in real-world scenarios, we propose a model independent approach that is able to
reduce the model size and at the same time keep the accuracy as much as possible.

1.2 Thesis Organization

The remainder of the thesis is structured as follows.

• In Chapter 2, we present some background knowledge on conventional recommenda-
tion and sequential recommendation, including the basic concepts, problem definition,
evaluation measurements and commonly used techniques.

• In Chapter 3, we empirically investigate the sequential association rules containing the
multiple forms of patterns (left hand side of the rule) in the real-world dataset and
study how they influence the user’s actions (right hand side of the rule) in the near
future. We propose the Convolutional Sequence Embedding Recommendation Model
(Caser) as a unified approach to capture these patterns. We show how we represent a
sequence of recent items into an “image” in the time step and latent spaces and learn
sequential patterns as local features of the image using 1-D convolutional filters. Our
proposed approach is flexible to generalize other existing methods. Extensive experi-
ments conducted on public datasets demonstrate the effectiveness of our method.

• In Chapter 4, we examine how to build a model that can make use of different temporal
ranges and dynamics depending on the request context. We begin with the analysis of
an anonymized Youtube dataset comprising millions of user sequences. We quantify
the degree of long-range dependence in these sequences and demonstrate that both
short-term and long-term dependent behavioral patterns coexist. We then propose a
neural Multi-temporal-range Mixture Model (M3) as a tailored solution to deal with
both short-term and long-term dependencies. Our approach employs a mixture of
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models, each with a different temporal range. These models are combined by a learned
gating mechanism capable of exerting different model combinations given different
contextual information. In empirical evaluations on a public dataset and our own
anonymized YouTube dataset, M3 consistently outperforms state-of-the-art sequential
recommendation methods.

• In Chapter 5, we present our work Ranking Distillation (RD) as a novel way to
train ranking models that are both effective and efficient. Based on a similar idea of
knowledge distillation (KD), we achieve this goal by improving model performances
while keeping the model size fixed. Specifically, we employ the student-teacher learning
paradigm and train a smaller student model to learn to rank documents/items from
both the training data and the supervision of a larger teacher model. The resulting
student model achieves a similar ranking performance to that of the large teacher
model, but its smaller model size makes the online inference more efficient. From
empirical studies, we show our solution can learn a compact student model with size
less than half of the teacher model while achieving a ranking performance similar to
the teacher model and much better than the model learnt without RD.

• Finally, we conclude the thesis with a summary of our contributions and point out
some potential future directions in Chapter 6.

• A list of our publications about the three proposed works is included in Appendix A.
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Chapter 2

Preliminaries and Background

We begin with an overview of the background concepts used throughout this dissertation.
We then present the problem definition and necessary background knowledge. In discussing
such backgrounds, we cover some related works, but we will go into more depth in the
related chapters of this thesis.

2.1 Basic Concepts

Recommendation task. In a recommender system, there is a set of users U , a set of items
I (e.g., products, video, venues, etc.), and feedback/interaction data (e.g., user purchased a
product, watched a video, checked-in at a venue). The logged data from system represents
the feedback users from U have given on items from I. Usually, a timestamp is also recorded
along with the feedback data. Besides, additional data might be available, such as contextual
feature data, describing more properties of users (e.g., age, sex, device used, etc.) and/ or
items (e.g., category, text description, associated images, etc). We will not consider the
contextual features in most chapters of this thesis. The only exception is in Chapter 4,
when we evaluate our method on YouTube dataset which has rich contextual annotations.
The ultimate goal of recommendation is to build a model on users’ historical data that
can be used to predict top N ranked items that each user will have the greatest chance to
interact with in the future.

Types of feedback. While interacting with an online service provider, the feedback that
users left in the system can have different types. The feedback can be explicit. That is, the
user explicitly shows how she/he likes an item. For example, a user may give five stars or
one star to a certain movie. Feedback can also be implicit such that the user’s behavior
implicitly reflect her/his preferences. For example, a user may click a link, watch a video
or check-in at a venue. Such feedback usually implies user’s positive preference on a given
item and is much more prevalent than the explicit feedback in real systems.

In this thesis, we focus on implicit feedback as it is more common in real-world scenarios.
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Data sparsity and feedback missing-not-at-random assumption. For recommen-
dation problem specifically, although we have a lot of signals from interaction data, we only
observe a few items that have feedback from a given user. This cause the feedback data
extremely sparse. Besides, those unobserved data are not treated equally and are usually
regarded as negative feedback. This is based on a well-known assumption that feedback
is not missing (completely) at random [66, 88]. In particular, it suggests each item is not
equally likely to be clicked or viewed by a user and the unobserved feedback has a higher
propensity to be a negative feedback.

Offline model learning vs. Online model inference. Similar to other machine learn-
ing based methods, there are two phases for building a recommendation model: learning
and inference. In most cases, the efficiency requirements for the two phases are different:
the learning phase can be done in the offline so we don’t have a limitation on its efficiency;
the inference phase for recommendation models has a tight constraint for efficiency if it is
required to perform in real-time.

For learning phase in recommendation, people tend to learn (train) a model M (param-
eterized θ) offline with logged feedback data. In particular, we define a loss function over a
real preference label (e.g., positive or negative) y(u)

i and a model predicted relevance score
ŷ

(u)
i , for a given user-item pair1 (u, i). We learn the recommendation modelM(u, i; θ) = ŷ

(u)
i

via optimizing the loss function using some variants of Stochastic Gradient Descent. Specific
to implicit feedback considered in this thesis, data may only contain positive preference la-
bel. However, according to the missing-not-at-random assumption, we can randomly sample
unobserved user feedback on items then label it as negative.

For inference phase in recommendation, whenever we need to make recommendations for
a certain user, we need to calculate the predicted relevance scores for all possible items. And
then we can make recommendations for this user with the top N items that have highest
relevance scores. Note that the inference phase is not needed to be online for conventional
recommendation task, as the recommended items for every user can be pre-computed offline.
However, for the sequential recommendation, since users’ action sequences are dynamically
changing while interacting with the system, the inference usually has to be done in the
real-time with the new user sequences as model inputs.

2.2 Sequential Recommendation Problem

Now we define the top-N sequential recommendation problem considered in this dissertation.
Similar to conventional recommendation task, we recommends N items that a user likely

1In some cases, preference label not only depend on user and item but also need to consider the context.
For simplicity and to facilitate presentation, we omit the contextual features here.
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interacts with in a near future. This problem assumes a set of users U = {u1, u2, · · · , u|U|}
and a universe of items I = {i1, i2, · · · , i|I|}. Each user u is associated with a sequence
of some items from I, Su = (Su1 , · · · ,Su|Su|), where S

u
i ∈ I. The index t for Sut denotes

the order in which an action occurs in the sequence Su, not the absolute timestamp as in
temporal recommendation like [100, 108, 56]. Given all users’ sequences Su, the goal is to
recommend each user a list of items that maximize her/his future needs. Unlike conventional
top-N recommendation, top-N sequential recommendation models the user behavior as a
sequence of items, instead of a set of items.

2.3 Recommendation Model

As mentioned above, a model is needed to take user sequence into consideration and make
prediction on the user’s feedback to items. In the following, we will cover several popular
choices and analyze their efficiency for making recommendations. We categorize them as
shallow latent factor based models and deep neural network based models. As we will
elaborate in the following chapters, these models have certain limitations when modeling
user sequences and will serve as our baselines.

Shallow latent factor based model. Latent factor or matrix factorization (MF) based
approaches are very popular in recommendation for both implicit [77] and explicit feed-
back [57]. They predict a user’s preference on an item on the basis of low dimensional latent
factors, by optimizing an objective function. Let P ∈ R|U|×d be the latent factor matrix
corresponding to users, where d is the number of latent factors and the u-th row Pu ∈ Rd is
the latent factors for user u. Similarly, we have the Q ∈ R|I|×d to represent item latent fac-
tors and Qi ∈ Rd is the latent factors for item i. The predicted relevance score ŷ(u)

i = Pu ·Qi
is a inner-product of user and item’s latent factors. These latent factors are semantically
similar to the ‘embeddings’ of neural network. This is a dimensionality reduction approach,
projecting both users and items in the same lower dimensional space, where the nearby
items/users are similar, and items that are close to a user are a good fit for this user. The
nature of latent factor based approaches is factorizing the user-item interaction matrix as
showed in Figure 1.1a. Then to incorporate user sequence, one can use the similar idea and
factorize the item-to-item transition matrix, where each entry (i, j) records the probability
of interacting with item j right after a user has interacted with item i. When predicting an
item’s relevance score, we can incorporate the predicted transit probability from the last
item this user interacted with. This approach is named as factorizing personalized Markov
chain (FPMC) [78]. We will discuss more about this approach in the Chapter 3.

The time cost for making recommendations with such shallow models is O(|I| × ∆c).
Here ∆c is the time required to compute relevance score for each user-item pair, it grows
nearly linearly with the number of latent factors d to use.
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Figure 2.1: A common two-tower neural framework for recommendation.

Deep neural network based framework. As for neural network based methods, here
we present a very general two-tower framework that adopted by many existing works. Fig-
ure 2.1 shows this neural architecture. As can be seen, this framework has a two-tower
structure and consists of two important components. Represent network projects users’ and
items’ raw features to a lower dimensional dense representations. Matching network ap-
proximates the matching function, it takes the representations as inputs and output the
relevance score. There are various choices for represent network and matching network and
many existing works can be categorized into this framework. For example, the latent factor
model discussed above can be generalized into this framework by having embedding layer
as represent network to map each user (id) and item (id). Then using the inner-product
function as matching network. Neural collaborative filtering [38] further shows a more effec-
tive model when having several additional fully-connected layers, that inject non-linearities,
in matching network. To incorporate user action sequences, one can use recurrent neural
nets (RNN) as part of the user represent network. However, simply applying RNN to model
user action sequences has several limitations, as we shall discuss in Chapter 3 and Chapter 4.

It is easily to see that the time cost for making recommendation with this two-tower
neural networks is O(|I| × (∆c + ∆i) + ∆u), where ∆u and ∆i are the time cost needed to
compute for user and item representations, respectively. ∆c is the time cost for matching
network. It is worth noting that all of (∆u, ∆i, ∆c) are highly depend on network complexity.
As a result, higher network complexity provides more expressive power but will incur larger
latency for inference. In Chapter 5, we present a way to mitigate this.
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2.4 Evaluation Metrics

Ideally, the best way to evaluate the recommender systems is to carry out online A/B testing
experiments on real systems with a decent amount of user, measuring the business metrics
(i.e., metrics to evaluate user satisfactory with the recommended item) after deploying
different methods then running statistical tests. However, online A/B testing is usually
very expensive and might hurt user experience (and also profit) if the tested models are not
good enough. Thus, offline evaluation is a necessary step to compare candidate methods
before doing large scale online tests. And it may be the best way for researchers to evaluate
a recommendation model without the need of a real environment.

For offline evaluation, two basic metrics to evaluate the effectiveness of a ranking model
are Precision@N , Recall@N . Given a list of top N predicted items for a user, denoted
R̂1:N , and the ground-truth items of this user in test set, denoted as R, Precision@N and
Recall@N are computed by

Prec@N = |R
⋂
R̂1:N |
N

,

Recall@N = |R
⋂
R̂1:N |
|R|

.

(2.1)

The precision and recall look similar in the numerator but have different denominators.
When the number of ground-truth items of each user is limited, the precision@N will become
smaller as N gets higher while the recall@N will become larger. Note that these metrics are
averaged by all users and we usually set N to be small (e.g., N ≤ 10), as recommendations
at top positions of ranked lists are more important.

Precision and Recall treat the prediction in topN positions equally, while some works [102,
38] also use metrics that assign different weights for different positions. The weights are usu-
ally discounted as the position goes higher, so that it emphasizes more on the correctness
of the top predictions. To this extent, mean Average Precision (mAP) and normalized Dis-
counted Cumulative Gain (nDCG) are often used. The Average Precision (AP) is defined
by

AP =
∑|R̂|
i=1 Prec@i× rel(i)

|R̂|
, (2.2)

where rel(i) = 1 if the i-th item in the predicted ranking R̂ is in the ground-truth items
R. The Mean Average Precision (mAP) is the average of AP for all users. The Discounted
Cumulative Gain (DCG) is defined by

DCG =
|R̂|∑
i=1

rel(i)
log2(i+ 1) . (2.3)

The nDCG@n is the ratio of DCG@n to the optimal DCG@n for that user, where the
optimal DCG@n is computed by using the ideal ranking.
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2.5 Notations

In the rest of thesis, we use U = {u1, u2, · · · , u|U|} to denote the set of users, and I =
{i1, i2, · · · , i|I|} to denote the items. | · | stands for the cardinality of a set. We use u to
index a user, and i and j to index items. User u’s action sequence is denoted by S(u).
User and item latent factor matrix (embedding matrix) are denoted by P ∈ R|U|×d and
Q ∈ R|U|×d, respectively. d is used to represent the number of latent factors to use.

Besides, vectors and matrices are denoted by bold symbols, where symbols in lower case
(e.g., x) represent vectors and symbols in upper case (e.g., X) represent matrices. Unless
stated differently, xi represents the i-th element of vector x. We denote the i-th row of
matrix X by Xi and its (i, j)-th entry by Xij .
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Chapter 3

On Capturing Different Forms of
Sequential Dependencies

From sequential association rule mining perspective, sequential dependencies (patterns) may
have various forms. Such dependencies if modeled explicitly and properly, can be informative
to predict user needs in the future. As discussed in Chapter 1.1, the sequential pattern can
be in point-level where previous actions influence the target action individually. Or the
pattern can be in union-level where multiple previous actions jointly influence the target
action. However, existing methods fail to best utilize all forms of dependencies. Can we
build a unified and flexible model for capturing all kinds of sequential patterns informed by
sequential association rules?

3.1 Background and Motivations

The Markov chain based model [78, 37, 19, 98] is an early approach to top-N sequential
recommendation, where an L-order Markov chain makes recommendations based on L pre-
vious actions. The first-order Markov chain is an item-to-item transition matrix learnt using
maximum likelihood estimation. Factorized personalized Markov chains (FPMC) proposed
by Rendle et al. [78] and its variant [19] improved this method by factorizing this transition
matrix into two latent and low-rank sub-matrices. Factorized Sequential Prediction with
Item Similarity ModeLs (Fossil) proposed by He and McAuley [37] generalizes this method
to high-order Markov chains using a weighted sum aggregation over previous items’ latent
representations. However, existing approaches suffered from two major limitations:

Fail to model union-Level sequential patterns. As shown in Figure 3.1a, the Markov
chain models only capture point-level sequential patterns where each of the previous ac-
tions (blue) influences the target action (yellow) individually, instead of collectively. FPMC
and Fossil fall into this taxonomy. Although Fossil [37] considers a high-order Markov chain,
the overall influence is a weighted sum of previous items’ latent representations factorized
from first-order Markov transition matrices. Such aggregation of point-level influences is not
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Figure 3.1: An example of point and union level dynamic pattern influences, the order of
Markov chain L = 3

sufficient to model the union-level influences shown in Figure 3.1b where several previous
actions, in that order, jointly influence the target action. For example, buying both milk
and butter together leads to a higher probability of buying flour than buying milk or butter
individually; buying both RAM and Hard Drive is a better indication of buying Operating
System next than buying only one of the components.

Fail to allow skip behaviors. Existing models don’t consider skip behaviors of se-
quential patterns, where the impact from past behaviors may skip a few steps and still have
strength. For example, a tourist has check-ins sequentially at airport, hotel, restaurant, bar,
and attraction. While the check-ins at the airport and hotel do not immediately precede the
check-in of the attraction, they are strongly associated with the latter. On the other hand,
the check-in at the restaurant or bar has little influence on the check-in of the attraction
(because they do not necessarily occur). A L-order Markov chain does not explicitly model
such skip behaviors because it assumes that the L previous steps have an influence on the
immediate next step.

3.1.1 Observation from Data

To provide evidences of union-level influences and skip behaviors, we mine sequential asso-
ciation rules [2, 34] of the following form from two real life datasets, MovieLens and Gowalla
(see the details of these data sets in Section 3.4)

(Sut−L, · · · ,Sut−2,Sut−1)→ Sut . (3.1)

For a rule X → Y of the above form, the support count sup(XY ) is the number of sequences
in whichX and Y occur in order as in the rule, and the confidence, sup(XY )

sup(X) , is the percentage
of the sequences in which Y follows X among those in which X occurs. This rule represents
the joint influence of all the items inX on Y . By changing the right hand side to Sut+1 or Sut+2,
the rule also captures the influences with one or two step skips. Figure 3.2 summarizes the
number of rules found versus the Markov order L and skip steps with the minimum support
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count = 5 and the minimum confidence = 50% (we also tried the minimum confidence of
10%, 20%, and 30%, these trends are similar). Most rules have the orders L = 2 and L = 3
and the confidence of rules gets higher for larger L. The figure also tells that a sizable
number of rules have skip steps 1 or 2. These findings support the existence of union-level
influences and skip behaviors.
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Figure 3.2: The number of association rules vs L and skip steps. The minimum support
count = 5 and the minimum confidence = 50%.

3.1.2 Contributions

To address these above limitations of existing works, we propose a ConvolutionAl Sequence
Embedding Recommendation Model, or Caser for short, as a solution to top-N sequential
recommendation. This model leverages the recent success of convolution filters of Convolu-
tional Neural Network (CNN) to capture local features for image recognition [58, 51] and
natural language processing [53]. The novelty of Caser is to represent the previous L items
as an L × d matrix E, where d is the number of latent dimensions and the rows preserve
the order of the items. Similar to [53], we regard this embedding matrix as the “image” of
the L items in the latent space and search for sequential patterns as local features of this
“image” using various convolutional filters. Unlike image recognition, however, this “image”
is not given in the input and must be learnt simultaneously with all filters.

Compared to existing methods, Caser offers several distinct advantages:

• Caser uses horizontal and vertical convolutional filters to capture sequential patterns
at point-level, union-level, and of skip behaviors.

• Caser models both users’ general preferences and sequential patterns, and generalizes
several existing state-of-the-art methods in a single unified framework.

• Caser outperforms state-of-the-art methods for top-N sequential recommendation on
real life datasets.
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3.2 Related Work

Besides the pre-existing methods for sequential recommendation that discussed above, we
introduce some further related works as follow.

Conventional recommendation methods, e.g., collaborative filtering [82], matrix factor-
ization [57, 80], and top-N recommendation [43][70], are not suitable for capturing sequential
patterns because they do not model the order of actions. Early works on sequential pattern
mining [2, 34] find explicit sequential association rules based on statistical co-occurrences
[64]. This approach depends on the explicit representation of patterns, thus, could miss pat-
terns in unobserved states. Also, it suffers from a potentially large search space, sensitivity
to threshold settings, and a large number of rules, most being redundant.

Restricted Bolzmann Machine (RBM) [81] is the first successful 2-layers neural net-
work that is applied to recommendation problems. Auto-encoder framework [83, 97] and
its variant denoising auto-encoder [102] also produce a good recommendation performance.
Convolutional neural network (CNN) [112] has been used to extract users’ preferences from
their reviews. None of these works is for sequential recommendation.

Recurrent neural networks (RNN) was used for session-based recommendation [39, 47].
While RNN has shown to have an impressive capability in modeling sequences [67], its
sequentially connected network structure may not work well under sequential recommen-
dation setting. Because in sequential recommendation problem, not all adjacent actions
have dependency relationships (e.g., a user bought i2 after i1 only because she loves i2).
Our experimental results in Section 3.4 verify this point: RNN-based method performs bet-
ter when datasets contains considerable sequential patterns. While our proposed method
doesn’t model sequential pattern as adjacent actions, it adopts convolutional filters from
CNN and model sequential patterns as local features of the embeddings of previous items.
This approach offers the flexibility of modeling sequential patterns at both point level and
union level, and skip behaviors in a single unified framework. In fact, we will show that
Caser generalizes several state-of-the-art methods.

A related but different problem is temporal recommendation [108, 100, 86]. For example,
temporal recommendation recommends coffee in the morning, instead of evening, whereas
our top-N sequential recommendation would recommend phone accessories soon after a user
bought an iPhone, independently of the time. Clearly, the two problems are different and
require different solutions.

3.3 Proposed Methodology

The proposed model, ConvolutionAl Sequence Embedding Recommendation (Caser), incor-
porates the Convolutional Neural Network (CNN) to learn sequential features, and Latent
Factor Model (LFM) to learn user specific features. The goal of Caser’s network design is
multi-fold: capture both user’s general preferences and sequential patterns, at both union-
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Figure 3.3: The network architecture of Caser. The rectangular boxes represent items
Su1 , · · · ,Su|Su| in user sequence, whereas a rectangular box with circles inside stands for
a certain vector e.g., user embedding Pu. The dash rectangular boxes are convolutional
filters with different sizes. The red circles in convolutional layers stand for the max values
in each of the convolution results. Here we are using previous 4 actions (L = 4) to predict
which items this user will interact with in next 2 steps (T = 2).

level and point-level, and capture skip behaviors, all in unobserved spaces. Shown in Fig-
ure 3.3 Caser consists of three components: Embedding Look-up, Convolutional Layers, and
Fully-connected Layers. To train the CNN, for each user u, we extract every L successive
items as input and their next T items as the targets from the user’s sequence Su, shown on
the left side of Figure 3.3. This is done by sliding a window of size L + T over the user’s
sequence, and each window generates a training instance for u, denoted by a triplet (u,
previous L items, next T items).

3.3.1 Model Formulation

Embedding Look-up

Caser captures sequence features in the latent space by feeding the embeddings of previous
L items into the neural network. The embedding Qi ∈ Rd for item i is a similar concept
to its latent factors. Here d is the number of latent dimensions. The embedding look-up
operation retrieves the previous L items’ embeddings and stacks them together, resulting
in a matrix E(u,t) ∈ RL×d for user u at time step t:

E(u,t) =


QSu

t−L

...
QSu

t−2

QSu
t−1

 . (3.2)
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Figure 3.4: Darker colors mean larger values. The first filter captures “(Airport, Hotel) →
Great Wall” by interacting with the embedding of airport and hotel and skipping that of
fast food and restaurant. The second filter captures “(Fast Food, Restaurant) → Bar”.

Along with the item embeddings, we also have an embedding Pu ∈ Rd for a user u, repre-
senting user features in latent space. These embeddings are represented by blue and purple
circles in the box of Embedding Look-up in Figure 3.3.

Convolutional Layers

Our approach leverages the recent success of convolution filters of CNN in capturing local
features for image recognition [58, 51] and natural language processing [53]. Borrows the
idea of using CNN in text classification [53], our approach regards the L×d matrix E as the
“image” of the previous L items in the latent space and regard sequential patterns as local
features of this “image”. This approach enables the use of convolution filters to search for
sequential patterns. Figure 3.4 shows two “horizontal filters” that capture two union-level
sequential patterns. These filters, represented as h× d matrices, have the height h = 2 and
the full width equal to d. They pick up signals for sequential patterns by sliding over the
rows of E. For example, the first filter picks up the sequential pattern “(Airport, Hotel) →
Great Wall” by having larger values in the latent dimensions where Airport and Hotel have
larger values. Similarly, a “vertical filter” is a L×1 matrix and will slide over the columns of
E. More details are explained below. Unlike image recognition, the “image” E is not given
because the embedding Qi for all items i must be learnt simultaneously with all filters.

Horizontal Convolutional Layer. This layer, shown in the upper part of the second
component in Figure 3.3, has n horizontal filters F k ∈ Rh×d, 1 ≤ k ≤ n. h ∈ {1, · · · , L} is
the height of a filter. For example, if L = 4, one may choose to have n = 8 filters, two for
each h in {1, 2, 3, 4}. F k will slide from top to bottom on E and interact with all horizontal
dimensions of E of the items i, 1 ≤ i ≤ L− h+ 1. The result of the interaction is the i-th
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convolution value given by
cki = φc(Ei:i+h−1 � F k). (3.3)

where the symbol � denotes the inner product operator and φc(·) is the activation function
for convolutional layers. This value is the inner product between F k and the sub-matrix
formed by the row i to row i−h+ 1 of E, denoted by Ei:i+h−1. The final convolution result
of F k is the vector

ck =
[
ck1 c

k
2 · · · ckL−h+1

]
. (3.4)

We then apply a max pooling operation to ck to extract the maximum value from all values
produced by this particular filter. The maximum value captures the most significant feature
extracted by the filter. Therefore, for the n filters in this layer, the output value o ∈ Rn is

o = {max(c1),max(c2), · · · ,max(cn)}. (3.5)

Horizontal filters interact with every successive h items through their embeddings E.
Both the embeddings and the filters are learnt to minimize an objective function that
encodes the prediction error of target items (more in Section 3.3.2). By sliding filters of
various heights, a significant signal will be picked up regardless of location. Therefore,
horizontal filters can be trained to capture union-level patterns with multiple union
sizes.

Vertical Convolutional Layer. This layer is shown in the lower part of the second
component in Figure 3.3. We use tilde (∼) for the symbols of this layer. Suppose that there
are ñ vertical filters F̃ k ∈ RL×1 , 1 ≤ k ≤ ñ. Each filter F̃ k interacts with the columns of
E by sliding d times from left to right on E, yielding the vertical convolution result c̃k:

c̃k =
[
c̃k1 c̃

k
2 · · · c̃kd

]
. (3.6)

For the inner product interaction, it is easy to verify that this result is equal to the weighted
sum over the L rows of E with F̃ k as the weights:

c̃k =
L∑
l=1
F̃ k
l ·El, (3.7)

where El is the l-th row of E. Therefore, with vertical filters we can learn to aggregate the
embeddings of the L previous items, similar to Fossil’s [37] weighted sum to aggregate the
L previous items’ latent representations. The difference is that each filter F̃ k is acting like a
different aggregator. Thus, similar to Fossil, these vertical filters are capturing point-level
sequential patterns through weighted sums over previous items’ latent representations.
While Fossil uses a single weighted sum for each user, we can use ñ global vertical filters to
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produce ñ weighted sums õ ∈ Rdñ for all users:

õ =
[
c̃1 c̃2 · · · c̃ñ

]
. (3.8)

Since their usage is aggregation, vertical filters have some differences from horizontal ones:
(1) The size of each vertical filter is fixed to be L× 1. This is because each column of E is
latent for us, it is meaningless to interact with multiple successive columns at one time. (2)
There is no need to apply max pooling operation over the vertical convolution results, as
we want to keep the aggregation for every latent dimension. Thus, the output of this layer
is õ.

Fully-connected Layers

We concatenate the outputs of the two convolutional layers and feed them into a fully-
connected neural network layer to get more high-level and abstract features:

z = φa(W
[
o

õ

]
+ b), (3.9)

where W ∈ Rd×(n+dñ) is the weight matrix that projects the concatenation layer to a
d-dimensional hidden layer, b ∈ Rd is the corresponding bias term and φa(·) is the acti-
vation function for fully-connected layer. z ∈ Rd is what we called convolutional sequence
embedding, which encodes all kinds of sequential features of the L previous items.

To capture user’s general preferences, we also look-up the user embedding Pu and con-
catenate the two d-dimensional vectors, z and Pu, together and project them to an output
layer with |I| nodes, written as

y(u,t) = W ′
[
z

Pu

]
+ b′, (3.10)

where b′ ∈ R|I| and W ′ ∈ R|I|×2d are the bias term and weight matrix for output layer,
respectively. As explained in Section 3.3.2, the value y(u,t)

i in the output layer is associated
with the probability of how likely user u will interact with item i at time step t. z intends
to capture short term sequential patterns, whereas the user embedding Pu captures user’s
long-term general preferences. Here we put the user embedding Pu in the last hidden layer
for several reasons: (1) As we shall see in Section 3.3.3, it can have the ability to generalize
other models. (2) we can pre-train our model’s parameters with other generalized models’
parameters. As stated in [38], such pre-training is critical to model performance
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3.3.2 Model Learning and Inference

Model Parameters Learning

To train the network, we transform the values of the output layer, y(u,t), to probabilities
by:

p(Sut | Sut−1,Sut−2, · · · ,Sut−L) = σ(y(u,t)
Su

t
), (3.11)

where σ(x) = 1/(1 + e−x) is the sigmoid function. Let Cu = {L + 1, L + 2, ..., |Su|} be
the collection of time steps for which we would like to make predictions for user u. The
likelihood of all sequences in the dataset is:

p(S|Θ) =
∏
u

∏
t∈Cu

σ(y(u,t)
Su

t
)
∏
j 6=Su

t

(1− σ(y(u,t)
j )). (3.12)

To further capture skip behaviors, we could consider the next T target items, Dut =
{Sut ,Sut+1, ...,Sut+T }, at once by replacing the immediate next item Sut in the above equation
with Dut . Taking the negative logarithm of likelihood, we get the objective function, also
known as binary cross-entropy loss:

` =
∑
u

∑
t∈Cu

∑
i∈Du

t

−log(σ(y(u,t)
i )) +

∑
j 6=i
−log(1− σ(y(u,t)

j )). (3.13)

Following previous works [78, 37, 102], for each target item i, we randomly sample several
(3 in our experiments) negative instances j in the second term.

The model parameters Θ = {P ,Q,F , F̃ ,W ,W ′, b, b′} are learned by minimizing the
objective function in Eqn equation 3.13 on the training set, whereas the hyperparameters
(e.g., d, n, ñ, L, T ) are tuned on the validation set via grid search. We adopt an variant of
Stochastic Gradient Descent (SGD) called Adaptive Moment Estimation (Adam) [55] for
faster convergence, with a batch size of 100. To control model complexity and avoid over-
fitting, we use two kinds of regularization methods: the l2 Norm (weight decay) is applied
for all model parameters and Dropout [87] technique with 50% drop ratio is used on fully-
connected layers. We implemented Caser with MatConvNet [96]. The whole training time
is proportional to the number of training instances. For example, it took around 1 hour for
MovieLens data and 2 hours for Gowalla data, 2 hours for Foursquare and 1 hour for Tmall
on a 4-cores i7 CPU and 32GB RAM machine. These times are comparable to Fossil’s [37]
running time and can be further reduced by using GPU.

Model Inference for Recommendations

After obtaining the trained neural network, to make recommendations for a user u at time
step t, we take u’s latent embedding Pu and extract his last L items’ embeddings given by
Eqn equation 3.2 as the neural network input. We recommend the N items that have the
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highest values in the output layer y. The complexity for making recommendations to all
users is O(|U||I|d), where the complexity of convolution operations is ignored. Note that
the number of target items T is a hyperparameter used during the model training, whereas
N is the number of items recommended after the model is trained.

3.3.3 Connection to Existing Models

We show that Caser is a generalization of several previous models.

Caser vs. MF. By discarding all convolutional layers and all bias terms, our model
becomes a vanilla LFM with user embeddings as user latent factors and its associated
weights as item latent factors. MF usually contains bias terms1, which is b′ in our model.
After discarding all convolutional layers, the resulting model is the same as MF:

yui = W ′
i

[
0
Pu

]
+ b′i. (3.14)

Caser vs. FPMC. FPMC fuses factorized first-order Markov chain with LFM and is
optimized by Bayesian personalized ranking (BPR). Although Caser uses a different op-
timization criterion, i.e., the cross-entropy, it is able to generalize FPMC by copying the
previous item’s embedding to the hidden layer z and not using any bias terms:

y
(u,t)
i = W ′

i

[
QSu

t−1

Pu

]
. (3.15)

As FPMC uses BPR as the criterion, our model is not exactly the same as FPMC. However,
BPR is limited to have only 1 target and negative sample at each time step. Our cross-
entropy loss does not have these limitations.

Caser vs. Fossil. By omitting the horizontal convolutional layer and using one vertical
filter and copying the vertical convolution result c̃ to the hidden layer z, we get

y
(u,t)
i = W ′

i

[
c̃

Pu

]
+ b′i. (3.16)

As discussed for Eqn equation 3.7, this vertical filter serves as the weighted sum of the em-
beddings of the L previous items, like in Fossil, though Fossil uses Similarity Model instead
of LFM and factorizes it in the same latent space as Markov model. Another difference is

1Top-N recommendation ranks the items for each user individually, which is invariant to user bias and
global bias.

23



Table 3.1: Statistics of the datasets

Datasets Sequential #users #items avg. actions SparsityIntensity per user

MovieLens 0.3265 6.0k 3.4k 165.50 95.16%

Gowalla 0.0748 13.1k 14.0k 40.74 99.71%

Foursquare 0.0378 10.1k 23.4k 30.16 99.87%

Tmall 0.0104 23.8k 12.2k 13.93 99.89%

that Fossil uses one local weighting for each user while we use a number of global weighting
through vertical filters.

3.4 Experimental Studies

We compare Caser with state-of-the-art methods. The source code of Caser and processed
datasets are available online2.

3.4.1 Experimental Setup

Datasets. Sequential recommendation makes sense only when the dataset contains sequen-
tial patterns. To identify such datasets, we applied sequential association rule mining to
several public datasets and computed their sequential intensity defined by:

Sequential Intensity (SI ) = #rules
#users . (3.17)

The numerator is the total number of rules in the form of Eqn equation 3.1 found using
a minimum threshold on support (i.e., 5) and confidence(i.e., 50%) with Markov order L
range from 1 to 5. The denominator is the total number of users. We use SI to estimate
the intensity of sequential signals in a dataset.

The four datasets with their SI are described in Table 3.1. MovieLens3 is the widely
used movie rating data. Gowalla4 constructed by [20] and Foursquare obtained from [107]
contain implicit feedback through user-venue check-ins. Tmall, the largest B2C platform
in China, is a user-purchase data obtained from IJCAI 2015 competition5, which aims to
forecast repeated buyers. Following previous works [37, 77, 102], we converted all numeric

2https://github.com/graytowne/caser

3https://grouplens.org/datasets/movielens/1m/

4https://snap.stanford.edu/data/loc-gowalla.html

5https://ijcai-15.org/index.php/repeat-buyers-prediction-competition
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ratings to implicit feedback of 1. We also removed cold-start users and items of having
less than n feedbacks, as dealing with cold-start recommendation is usually treated as a
separate issue in the literature [102, 38, 37, 78]. n is [5,15,10,10] for MovieLens, Gowalla,
Foursquare, and Tmall. The Amazon data previously used in [37, 36] was not used due
to its SI (0.0026 for ‘Office Products’ category, 0.0019 for ‘Clothing, Shoes, Jewelry’ and
’Video Games’ category), in other words, its sequential signals are much weaker than the
above datasets.

Following [64, 107], we hold the first 70% of actions in each user’s sequence as the
training set and use the next 10% of actions as the validation set to search the optimal
hyperparameter settings for all models. The remaining 20% actions in each user’s sequence
are used as the test set for evaluating a model’s performance.
Evaluation Metrics. As in [70, 78, 97, 102], we evaluate a model by Precision@N ,
Recall@N , and Mean Average Precision (mAP). We report the average of these values
of all users. N ∈ {1, 5, 10}.

3.4.2 Performance Comparison

We compare our method, Caser, proposed in Section 4.2 with the following baselines.

• POP. All items are ranked by their popularity in all users’ sequences, and the popu-
larity is determined by the number of interactions.

• BPR. Combined with Matrix Factorization model, Bayesian personalized ranking [77]
is the state-of-the-art method for non-sequential item recommendation on implicit
feedback data.

• FMC and FPMC. As introduced in [78], FMC factorizes the first-order Markov
transition matrix into two low-dimensional sub-matrices, and FPMC is a fusion of
FMC and LFM. These are the state-of-the-art sequential recommendation methods.
FPMC allows a basket of several items at each step. For our sequential recommenda-
tion problem, each basket has a single item.

• Fossil. Fossil [37] models high-order Markov chains and uses Similarity Model instead
of LFM for modeling general user preferences.

• GRU4Rec. This is the session-based recommendation proposed by [39]. This model
uses RNN to capture sequential dependencies and make predictions.

For each method, the grid search is applied to find the optimal settings of hyperparame-
ters using the validation set. These include latent dimensions d from {5, 10, 20, 30, 50, 100},
regularization hyperparameters, and the learning rate from {1, 10−1, ..., 10−4}. For Fossil,
Caser and GRU4Rec, the Markov order L is from {1, · · · , 9}. For Caser itself, the height
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h of horizontal filters is from {1, · · · , L}, the target number T is from {1, 2, 3}, the ac-
tivation functions φa and φc are from {identity, sigmoid, tanh, relu}. For each height h,
the number of horizontal filters is from {4, 8, 16, 32, 64}. The number of vertical filters is
from {1, 2, 4, 8, 16}. We report the result of each method under its optimal hyperparameter
settings.

The best results of the six baselines and Caser are summarized in Table 3.2. The best
performer on each row is highlighted in bold face. The last column is the improvement of
Caser relative to the best baseline, defined as Caser−baseline

baseline . Except for MovieLens, Caser
improved the best baseline on all N tested by a large margin w.r.t. the three metrics. Among
the baseline methods, the sequential recommenders (e.g., FPMC and Fossil) usually outper-
form non-sequential recommenders (i.e., BPR) on all datasets, suggesting the importance
of considering sequential information. FPMC and Fossil outperform FMC on all datasets,
suggesting the effectiveness of personalization. On MovieLens, GRU4Rec achieved a perfor-
mance close to Caser’s, but got a much worse performance on the other three datasets. In
fact, MovieLens has more sequential signals than the other three data sets, thus, the RNN-
based GRU4Rec could perform well on MovieLens but can easily get biased on training
sets of the other three datasets despite the use of regularization and dropout as described
in [39]. In addition, GRU4Rec’s recommendation is session-based, instead of personalized,
which enlarge the generalization error to some extent.

In the following studies, we examine the impact of the hyperparameters {d, L, T} one
at a time by holding the remaining hyperparameters at their optimal settings. We focus on
MAP as it is an overall performance indicator and consistent with other metrics.

Influence of Latent Dimensionality d. Figure 3.5 shows mAP for various d while
keeping the other optimal hyperparameters unchanged. On the denser MovieLens, a larger
d does not always lead to a better model performance. A model achieves its best performance
when d is chosen properly and gets worse for a larger d because of over-fitting. But for the
other three sparser datasets, each model requires more latent dimensions to achieve their
best results. For all datasets, Caser beats the strongest baseline performance by using a
relatively small number of latent dimensions.

Influence of Markov Order L and Target Number T . We vary L to explore how
much of Fossil, GRU4Rec and Caser can gain from high-order information while keeping
other optimal hyperparameters unchanged. Caser-1, Caser-2, and Caser-3 denote Caser with
the target number T at 1, 2, 3 to study the effect of skip behaviors. The results are shown
in Figure 3.6. On the dense MovieLens, Caser best utilizes the extra information provided
by a larger L and Caser-3 performs the best, suggesting the benefits of skip steps. However,
for the sparser datasets, all models do not consistently benefit from a larger L. This is
reasonable, because for a sparse dataset, a higher order Markov chain tends to introduce
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Figure 3.5: mAP (y-axis) vs. the number of latent dimensions d (x-axis).
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Figure 3.6: mAP (y-axis) vs. the Markov order L (x-axis). Caser-1, Caser-2, and Caser-3
denote Caser with the number of targets T set to 1, 2, 3.
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both extra information and more noises. In most cases, Caser-2 slightly outperforms the
other models on these three datasets.

Table 3.3: mAP vs. Caser Components

MovieLens Gowalla

Caser-p 0.0935 0.0777

Caser-h 0.1304 0.0805

Caser-v 0.1403 0.0841

Caser-vh 0.1448 0.0856

Caser-ph 0.1372 0.0911

Caser-pv 0.1494 0.0921

Caser-pvh 0.1507 0.0928

Analysis of Caser Components. Finally, we evaluate the contribution of each of Caser’s
components, the horizontal convolutional layer (i.e., o), the vertical convolutional layer (i.e.,
õ), and personalization (i.e., Pu), to the overall performance while keeping all hyperparam-
eters at their optimal settings. The result is shown in Table 3.3 for MovieLens and Gowalla;
the results of the other two datasets are similar. For x ∈ {p, h, v, vh, ph, pv, pvh}, Caser-x
denotes Caser with the components x enabled. h denotes horizontal convolutional layer; v
denotes vertical convolutional layer; p denotes personalization, which is similar to BPR and
uses LFM only. Any missing component is represented by setting its corresponding o, õ,
and Pu to zero. For example, vh denotes both vertical convolutional layer and horizontal
convolutional layer by setting Pu to all zeros, and pv denotes vertical convolutional layer
and personalization by setting o to all zeros. Caser-p performs the worst whereas Caser-h,
Caser-v, and Caser-vh improve the performance significantly, suggesting that treating top-
N sequential recommendation as the conventional top-N recommendation will lose useful
information, and that modeling both sequential patterns at the union-level and point-level
is useful for improving the prediction. For both datasets, the best performance is achieved
by jointly using all parts of Caser, i.e., Caser-pvh.

Network Visualization. We have a closer look at some trained networks and prediction.
Figure 3.7 shows the values of four vertical convolutional filters after training Caser on
MovieLens with L = 9. In the micro perspective, the four filters are trained to be diverse,
but in the macro perspective, they follow an ascending trend from past positions to recent
positions. With each vertical filter serving as a way of weighting the embeddings of previous
actions (see the related discussion in Section 3.3), this trend indicates that Caser puts more
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Figure 3.7: Visualization for four vertical convolutional filters of a trained model on Movie-
Lens data when L = 9.

Previous Sequence Predictions
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Figure 3.8: Horizontal convolutional filters’s effectiveness of capturing union-level sequential
patterns on MovieLens data.

emphasis on recent actions, demonstrating a major difference from the conventional top-N
recommendation.

To see the effectiveness of horizontal filters, Figure 3.8(a) shows top N = 3 ranked
movies recommended by Caser, i.e., R̂1 (Mad Max), R̂2 (Star War), R̂3 (Star Trek) in that
order, for a user with L = 5 previous movies, i.e., S1 (13th Warrior), S2 (American Beauty),
S3 (Star Trek), S4 (Star Trek III), and S5 (Star Trek IV). R̂3 is the ground truth (i.e., the
next movie in the user sequence). Note that R̂1 and R̂2 are quite similar to R̂3, i.e., all
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being action and science fiction movies, so are also recommended to the user. Figure 3.8(b)
shows the new rank of R̂3 after masking some of the L previous movies by setting their
item embeddings to zeros in the trained network. Masking S1 and S2 actually increases
the rank of R̂3 to 2 (from 3); in fact, S1 and S2 are history or romance movies and act
like noises for recommending R̂3. Masking each of S3, S4 and S5 decreases the rank of
R̂3 because these movies are in the same category as R̂3. The most decrease occurs after
masking S3, S4 and S5 all together. This study clearly indicates that our model correctly
captures the dependence of R̂3 on the related {S3, S4, S5} as a union-level sequential feature
for recommending R̂3.

3.5 Conclusion

Caser is a novel solution to top-N sequential recommendation by modeling recent actions as
an “image” among time and latent dimensions and learning sequential patterns using convo-
lutional filters. This approach provides a unified and flexible network structure for capturing
many important features of sequential recommendation, i.e., point-level and union-level se-
quential patterns, skip behaviors, and long term user preferences. Our experiments and
case studies on public real life datasets suggested that Caser outperforms the state-of-the-
art methods for top-N sequential recommendation.
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Chapter 4

On Exploiting Long-range
Dependent User Sequences

In this chapter, we observe and study an open challenge for sequential recommender systems.
That is, how can we best utilize extremely-long user action sequences? As described in
Chapter 1.1, using a longer user sequence gives a model more flexibility to learn user interests
from a longer time span. However, modeling long user sequence is challenging. Specifically,
different part of a long user sequence may have different properties and cannot be treated
equally. Also, modeling the dependencies from the long tail of user sequence is difficult. How
can we design a model that works, simultaneously, across all of temporal ranges?

4.1 Background and Motivations

In the previous chapter, we assumed each user has long-term preferences, which don’t change
much with the time. For example, users’ tastes for movie don’t change too much over time,
thus we should recommend Jackie Chan’s new released movies if this user love watching
Jackie Chan’s movies long time ago. In Caser, we learned an embedding for each user to
model her/his long-term preference. However, as we will elaborate later in this section,
learning user embedding explicitly is impractical for large-scale recommender systems in
industry. Fortunately, we can directly learn this long-term preference from the long user
sequences once these sequences are available. By doing this, one can discard the user em-
beddings and can greatly reduce the model size when the number of users is huge. This raises
two natural questions: (1) Do users really have long-term preferences? and (2) What’s the
challenges for modeling these preferences with long user sequences? In the following, We
first present our findings on YouTube dataset which reveal the existence of users’ long-term
preference. We also uncover properties of behavioral patterns in different temporal ranges
of user sequences. Finally, we show some limitations of existing methods which motivate us
to design a better adapted solution.
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Figure 4.1: Trace of covariance (i.e. centered inner product similarity) of item embeddings
between the last item in user sequence and the item located L steps before (100K samples).

4.1.1 Observation from Data

We now describe how we developed a better understanding of long user sequences in
YouTube dataset through quantitative data exploration. To quantify how past events in
a user sequence1 S can influence a user’s current behavior in our dataset, i.e. measure the
range of temporal dependency within a sequence of actions, one can examine the covari-
ance matrix of two events L-step apart [8, 74], where step denotes the relative order of
events within sequence. In particular, we look at the trace of the covariance matrix as a
measurement of dependency:

DepL = tr
(
Cov

(
QSM

, QSM−L

))
where SM is the item in last event in a logged user action sequence S and SM−L is the
item corresponding to the interaction that occurred L time steps before the last event. We
focus on the trace of the covariance matrix as it equals the sum of the eigenvalues of the
covariance matrix and its rate of decay is therefore informative of the rate of decay of these
eigenvalues as a whole.

We utilize the item embeddings Q that have been learned by a pre-existing model—in
our case an RNN-based sequential recommender which we describe later as one of M3’s
sub-models. DepL here measures the similarity between the current event and the event
L steps back from it. To estimate DepL for a particular value of L we employ a classic
empirical averaging across user sequences in our dataset. From Figure 4.1, we can extract
multiple findings:

1For simplicity, we omit the superscripts related to users (i.e., Su will be denoted S) and focus on one
single user sequence to illustrate our observation and our proposed method.
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• The dependency between two events decreases as the time separating their consump-
tion grows. This suggests that recent events bear most of the influence of past user
behavior on a user’s future behavior.

• The dependency slowly approaches zero even as the temporal distance becomes very
large (i.e., L > 100). The clear hyperbolic-decay of the level of temporal dependencies
indicates the presence of long-range-dependent patterns existing in user sequences [74].
In other words, a user’s past interactions, though far from the current time step, still
cumulatively influence their current behavior significantly.

These findings suggest that users do have long-term preferences and better capturing such
long-range-dependent pattern could help predicting their future interests. In further work,
we plan to use off-policy correction methods such as [32, 15] to remove presentation bias
when estimating correlations.

4.1.2 Limitations of Previous Work

Limitations of Existing Sequential Models. The previous section has demonstrated
the informational value of long-range temporal patterns in user sequences. Unfortunately,
it is still generally challenging for existing sequential predictive models to fully utilize in-
formation located far into the past.

Most prior models have difficulties when learning to account for sequential patterns in-
volving long-range dependence. Existing sequential recommenders with factorized Markov
chain methods [37] or CNNs (i.e., Caser in Chapter 3) arguably provide reliable sequential
recommendation strategies. Unfortunately they are all limited by a short window of sig-
nificant temporal dependence when leveraging sequential data to make a recommendation
prediction. And the performance of these model may drop when having a larger window.
RNNs [39, 47, 11] and their variants [75, 26] are widely used in sequential recommendation.
RNN-based models, though effective for short user sequences (e.g., short event sequences
within a session), are challenged by long-range dependent patterns in long user sequences.
Because of the way they iterate over sequential items [67] and their use of saturating non-
linear functions such as tanh to propagate information through time, RNNs tend to have
difficulties leveraging the information contained in states located far into the past due to
gradient propagation issues [73, 9]. Even recent architectures designed to facilitate gradient
propagation such as Gated Recurrent Unit [21] and Long-short Term Memory [41, 89] have
also been shown to suffer from the same problem of not being able to provably account for
long-range dependent patterns in sequences [9].

A second challenge in sequential recommendations is learning user latent factors Pu
explicitly from data, which has been observed to create many difficulties [37, 17, 78]. In the
corresponding works, users’ long-term preferences have been modeled through learning a set
of latent factors Pu for each user. However, learning Pu explicitly is difficult in large-scale
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production systems. As the number of users is usually several magnitudes higher than the
number of items, building such a large user vocabulary and storing the latent factors in a
persistent manner is challenging. Also, the long-tail users (a.k.a cold users) and visitor users
(i.e., users who are not logged in) could have much worse recommendations than engaged
users [10].

Limitations of Single Monolithic Models. Figure 4.1 clearly indicates that although
the influence of past user events on future interactions follows a significant decaying trend,
significant predictive power can still be carried by events located arbitrarily far in the past.
Very recent events (i.e., 1 ≤ L ≤ 10) have large magnitude similarities with the current user
behavior and this similarity depends strongly on the sequential order of related events. As
the distance L grows larger, the informative power of previously consumed items on future
user behavior is affected by more uncertainty (e.g., variance) and is less sensitive to relative
sequential position. That is, the events from 100 steps ago and from 110 steps ago may have
a generally similar influence on future user decisions regardless of their relative temporal
location. Therefore, for the kind of sequential signals we intend to leverage, in which different
scales of temporal dependencies co-exist, it may be better to no longer consider a single
model. While simple monolithic models such as Deep Neural Network (DNN) with pooling
and dropout [101, 23] are provably robust to noise, they are unfortunately not sensitive
to sequential order (without substantial modifications). On the other hand, RNNs [39, 11]
provide cutting-edge sequential modeling capabilities but they are heavily sensitive to noise
in sequential patterns. Therefore, it is natural to choose a mixture of diverse models which
would then complement each other to provide better overall predictive power.

4.1.3 Contributions

We address the issue of providing a single model adapted to the diversity of contexts and
scales of temporal dependencies in sequential recommendations through data analysis and
the design of a Multi-temporal-range Mixture Model, orM3 for short. We make the following
contributions to this problem:

• Data-driven design:We demonstrate that in real world recommendation tasks there
are significant long-range temporal dependencies in user sequence data, and that pre-
vious approaches are limited in their ability to capture those dynamics. M3’s design
is informed by this quantitative analysis.

• Multi-range Model: We offer a single model, M3, which is a mixture model con-
sisting of three sub-models (each with a distinct manually designed architecture) that
specialize in capturing different ranges of temporal dependencies. M3 can learn how
to dynamically choose to focus on different temporal dynamics and ranges depending
on the application context.
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• Empirical Benefits and Interpretability: We show on both public academic and
private data that our approach provides significantly better recommendations. Fur-
ther, using its interpretable design, we analyze how M3 dynamically switches between
patterns present at different temporal ranges for different contexts, thus showing the
value in enabling context-specific multi-range modeling. Our private dataset consists
in anonymized user sequences from YouTube. To the best of our knowledge this paper
is the first to focus on sequential patterns in such a setting.

4.2 Proposed Methodology

Motivated by our earlier analyses in Section 4.1.2, we now introduce a novel method aimed
at addressing the shortcoming of pre-existing approaches for long user/item interaction
sequences: Multi-temporal-range Mixture Model (M3) and its two variants (M3R/M3C).
Put everything in a nutshell, M3 is a tailored solution with the following design to overcome
the limitations we discussed above:

• Instead of using monolithic model, we adopt a Mixture-of-Experts (MOE) deign to
cater the distinct properties from different parts of user sequence.

• To overcome the challenge of modeling long-range dependencies, we use Attention
Model, which is insensitive to long temporal range, as one of the experts in complement
to RNN/CNN.

• The sequence embedding from M3 encodes both user’s short-term and long-term pref-
erences, without the need of explicitly using user embeddings.

4.2.1 Overview

Figure 4.2 gives a general schematic depiction of M3. We will now introduce each part of
the model separately in a bottom-up manner, starting from the inputs and progressively
abstracting their representation which finally determines the model’s output.

Process sequence inputs. When predicting the next item St+1 a user is going to interact
in her/his logged sequence, we employ item embeddings and context features (optional) from
past events as inputs:

xt = [Qt ⊕ cin
t ], (4.1)

where ⊕ denotes the concatenation operator. To map the raw context features and item
embeddings to the same high-dimensional space for future use, a feed-forward layer F in is
used:

Z in
t = {zin

i }i=1···t where zin
t = F in(xt) (4.2)
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Figure 4.2: An overview of the proposed M3 model. From bottom to top, we first process
the sequence inputs with a feed-forward layer F in. Next, we apply three different sequence
encoders on the processed sequence and aggregate their results with a gate network. Here
MT is the tiny-range encoder that make prediction based on user’s last action; MS is
the short-range encoder using RNN/CNN to encode user’s recent actions and ML is the
long-range encoder that can utilize the long-tail of user sequence.

here zin
t ∈ R1×din represents the input processed at step t and Z in

t ∈ Rt×din stands for the
collection of all processed inputs before step t (included). Either the identity function or a
ReLU [68] can be used to instantiate the feed-forward layer F in.

Mixture of multiple sequence models. In the previous section, we assessed the limita-
tions of using a single model on long user sequence. To circumvent the issues we highlighted,
we employ in M3 three different sequence models (encoders) in conjunction, namely MT ,
MS and ML, on top of the processed input Z in

t . We will later explain their individual ar-
chitectures in details. The general insight is that we want each of these sub-models to focus
on different ranges of temporal dependencies in user sequences to provide a better repre-
sentation (i.e., embedding) of the sequence. We want the sub-models to be architecturally
diverse and address each other’s shortcomings. Hence

SETt = MT (Z in
t ), SESt = MS(Z in

t ), SELt = ML(Z in
t ), (4.3)
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which yields three different representations, one produced by each of the three sequence
encoders. The three different sub-model encoders are expected to produce outputs—denoted
by denc—of identical dimension. By construction, each sequential encoder produces its own
abstract representation of a given user’s logged sequence, providing diverse latent semantics
for the same input data.

Aggregate representations with MOE-like design. Our approach builds upon the
success of Mixture-of-Experts (MOE) model [46]. One key difference is that our ‘experts’ are
constructed to work with different ranges of temporal dependencies, instead of letting the
cohort of ‘experts’ specialize by learning from data. As shown in [84], heavy regularization is
needed to learn different experts sharing the same architecture in order to induce specializa-
tion and prevent starvation when learning (only one expert performs well because it is the
only one to learn which creates a self-reinforcing loop when learning with back-propagation).

Informed by the insights underlying the architecture of MOE models, we aggregate
all sequence encoders’ results by weighted-concatenate or weighted-sum, with weights Gt
computed by a small gating network. In fact, we concatenate the outputs with

SEt = (GTt × SETt )⊕ (GSt × SESt )⊕ (GLt × SELt ), (4.4)

where Gt ∈ R3 corresponds to the outputs of our gating network. We can also aggregate
outputs with a weighted-sum:

SEt = (GTt × SETt ) + (GSt × SESt ) + (GLt × SELt ). (4.5)

Note that there is no theoretical guarantee whether concatenation is better than summation
or not. The choice of aggregation, as well as the choice of activation functions, is determined
by observing a given model’s performance from a validation set extracted from different
datasets. Such a procedure is usual in machine learning and will help practitioners determine
which variant of the model we propose is best suited to their particular application.

Because of its MOE-like structure, our model can adapt to different recommendation
scenarios and provide insightful interpretability (as we shall see in Section 4.3). In many
recommendation applications, some features annotate each event and represent the context
in which the recommendation query is produced. Such features are for instance indicative
of the page or device on which a user is being served a recommendation.

Output layer. After obtaining a sequence representation at step t (i.e., SEt), we fuse it
with the annotation’s context features (optional) at prediction-time and project them to
the same latent space with another hidden feed-forward layer F out:

zout
t = F out([SEt ⊕ cout

t ]) (4.6)
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Figure 4.3: The sequence encoders of M3. The solid lines are used to denote the data flow.
The dotted line in (a) means an identity copy whereas in (b) it means the interaction of
attention queries and keys.

where cout is a vector encoding contextual information to use after the sequence has been
encoded. Here the zout

t ∈ R1×dout is what we name user representation, it is computed based
on the user’s history as it has been gathered in logs and encodes both user’s short-term and
long-term preferences. Finally, a user similarity (relevance) score rv is predicted for each
item via an inner-product (which can be changed to another similarity scoring function):

rv = zout
t ·Q′i (4.7)

where Q′i is a set of latent factors (a embedding) representing the item i. For a given user,
item similarity scores are then normalized by a softmax layer which yields a recommendation
distribution over the item vocabulary. After training M3, the recommendations for a user
at step t are served by sorting the similarity scores ri obtained for all i ∈ I and retrieving
the items associated with the highest scores.
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4.2.2 Different Encoders for Dependencies from Different Ranges

Item Co-occurrence as a Tiny-range Encoder

The Tiny-range encoder MT only focuses on the user’s last event et, ignoring all previous
events. In other words, given the processed inputs from past events Z in

t , this encoder will
only consider zin

t . As in factorizing Markov chain (FMC) models [78],MT makes predictions
based on item range-1 co-occurrence within observed sequences. For example, if most of
users buy iPhone cases after purchasing an iPhone, then MT should learn this item-to-item
co-occurrence pattern. As shown in Figure 4.3a, we compute MT ’s output as:

MT (Z in
t ) = φ(zin

t ), where φ(x) =

xW
(T ) + b(T ), if din 6= denc,

x, otherwise.
(4.8)

That is, when the dimensionality of processed input and encoder output are the same, the
tiny-range encoder performs a role of residual for the other encoders in mixture. If din 6= denc

, it is possible to down-sample (if din > denc) or up-sample (if din < denc) from zin
t by learned

parameters W (T ) ∈ Rdin×denc and b(T ) ∈ Rdenc .
In summary, the tiny-range encoderMT can only focus on the last event by construction,

meaning it has a temporal range of 1 by design. If we only use the output of MT to make
predictions, we obtain recommendations results based on item co-occurrence.

RNN/CNN as Short-range Encoder

As discussed in Section 4.1, the recent behavior of a user has substantial predictive power
on current and future interactions. Therefore, to leverage the corresponding signals entailed
in observations, we consider instantiating a short-range sequence encoder that puts more
emphasis on recent past events. Given the processed input from past events Z in

t , this en-
coder, represented as MS , focuses by design on a recent subset of logged events. Based on
our quantitative data exploration, we believe it is suitable for MS to be highly sensitive
to sequence order. For instance, we expect this encoder to capture the purchasing pattern
iPhone→ iPhone case→ iPhone charger if it appears frequently in user sequences. As a re-
sult, we believe the Recurrent Neural Network (RNN [67]) and the Temporal Convolutional
Network ([94, 7, 106]) are fitting potential architectural choices. Such neural architectures
have shown superb performances when modeling high-order causalities. Beyond accuracy,
these two encoders are also order sensitive, unlike early sequence modeling method (i.e.,
Bag-of-Word [50]). As a result we develop two interchangeable variants of M3: M3R and
M3C using an RNN and a CNN respectively.

To further describe each of these options, let us introduce our RNN encoder MS
RNN. As

shown in Figure 4.3d we obtain the output of MS
RNN by first computing the hidden state of
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RNN at step t:
ht = RNN(zin

t , ht−1), (4.9)

where RNN(·) is a recurrent cell that updates the hidden state at each step based on the
previous hidden state ht−1 ∈ R1×din and the current RNN input zin

t . Several choices such as
Gated Recurrent Unit (GRU) [21] or Long Short Term Memory (LSTM) [41] can be used.
The output is then computed as follows:

MS
RNN(Z in

t ) = htW
(R), where W (R) ∈ Rdin×denc (4.10)

whereW (R) maps the hidden state to the encoder output space. We design our CNN encoder
MS

CNN as a Temporal Convolutional Networks which has provided state-of-art sequential
modeling performance [94, 31, 7]. As shown in Figure 4.3c, this encoder consists of several
stacked layers. Each layer computes

h
(1)
t = Conv(Z in

t ), . . . , h(k)
t = Conv(h(k−1)

t ), (4.11)

where k indicates the layer number. The Conv(·) is a 1-D convolutional operator (combined
with non-linear activations, see [7] for more details), which contains denc convolutional
filters and operates on the convolutional inputs. With K layers in our CNN encoder, the
final output will be:

MS
CNN(Z in

t ) = h
(K)
t . (4.12)

As highly valuable signals exist in the short-range part of user sequence, we propose two
types of encoders to capture them. Our model can be instantiated in its first variant, M3R,
if we use RNN encoder or M3C if a CNN is employed. Here M3C and M3R are totally
interchangeable with each other and they show comparable results in our experiments (see
Section 4.3.2). We believe such flexibility will help practitioners adapt their model to the
hardware they intend to use, i.e., typically using GPU for faster CNN training or CPU
for which RNNs are better suited. In terms of temporal range, the CNN only considers a
limited finite window of inputs when producing any output. The RNN, although it does
not have a finite receptive field, is hampered by difficulties when learning to leverage events
located further back into the past (to leverage an event located L observations ago the RNN
needs L− 1 steps). Regardless of the choice of a CNN or an RNN, our short-range encoder
MS has a temporal range greater than 1, although it is challenging for this sub-model to
capture signals too far away from current step. This second encoder is specifically designed
to capture sequence patterns that concern recent events.

Attention Model as Long-range Encoder

The choice of an attention model is also influenced by our preliminary quantitative analysis.
As discussed in Section 4.1, as the temporal distance grows larger, the uncertainties affecting
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the influence of item consumption on future events get larger as well. Moreover, as opposed
to the recent part of a given user’s interaction sequence, relative position does not matter
as much when it comes to capturing the influence of temporally distant events. As we
take these properties into account, we choose to employ Attention Model [6, 95] as our
long-range sequence encoder. Usually, an attention model consists of three parts: attention
queries, attention keys and attention values. One can simply regard an attention model
as weighted-sum over attention values with weights resulting from the interaction between
attention queries and attention keys. In our setting, we use (1) the last event’s processed
input zin

t as attention queries, (2) all past events’ processed inputs Z in
t as keys and values and

(3) scaled dot-product [95] as the similarity metric in the attention softmax. For instance,
if a user last purchased a pair of shoes, the attention mechanism will focus on footwear
related previous purchases.

So that all encoders have the same output dimensionality, we need to transform2 our
processed input first as follows:

Z̃ in
t = Z in

t W
(A), (4.13)

where W (A) ∈ Rdin×denc is a learned matrix of parameters. Then for each position i ∈ [1, t],
we obtain its raw attention weights, with respect to the processed input z̃in

i , as follows:

ωt,i = z̃in
t · z̃in

i√
denc

, (4.14)

where ωt,i is the raw weight at position i. Similarly, we compute the raw attention weights
ωt ∈ R1×t for all positions ωt = {ωi}i=1..t and normalize them with a softmax(·) function.
Finally, we acquire the output of our long-range encoder as follows:

ML(Z in
t ) = softmax(ωt)Z in

t . (4.15)

Our long-range encoder borrows several advantages from the attention model. First,
it is not limited by a certain finite temporal range. That is, it has an unlimited temporal
range and can ‘attend’ to anywhere in user’s sequence with O(1) steps. Second,because it
computes its outputs as a weighted sum of inputs, the attention-based encoder is not as
sensitive to sequential order as an RNN or a CNN as each event from the past has an equal
chance of influencing the prediction. Third, the attention model is robust to noisy inputs
due to its normalized attention weights and weighted-sum aggregation.

Gating Network

Borrowing the idea from from Mixture-of-Experts model [46, 65], we build a gating net-
work to aggregate our encoders’ results. The gate is also helpful to better understand our

2It is unnecessary if din is same as denc.
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model (see Section 4.3). To produce a simpler gating network, we use a feed-forward layer
F g on the gating network’s inputs:

Gt = [GTt , GSt , GLt ] = sigmoid(F g(Gin
t )), (4.16)

where Gin
t is the input we feed into our gating network. We will discuss how the model

performs overall with different choices of gate inputs in Section 4.3.4. The resulting Gt ∈
R3 contains the gate value modulating each encoder. More importantly, an element-wise
sigmoid function is applied to the gate values which allows encoders to ‘corporate’ with
each other [9]. Note that a few previous works [65, 49, 84] also normalize the gate values,
but we found this choice led to the degeneracy of our mixture model as it would learn to
only use MS which in turn hampers model performance.

Summary

M3 is able to address limitations of pre-existing models as shown in Table 4.1: (1) M3 has
a mixture of three encoders with different temporal ranges which can capture sequential
patterns located anywhere in user sequences. (2) Instead of learning a set of latent factor Pu
for each user, M3 represents the long-term user preferences by using a long-range sequence
encoder that provides a representation of the entire history of a user. Furthermore, M3 is
efficient in both model size and computational cost. In particular M3 does not introduce
any extra parameters under certain settings (i.e., din = denc), and the computation of MT

and ML are very efficient when using specialized hardware such as a GPU. With its simple
gate design, M3 also provides good interpretability and adaptability.

• Effectiveness. Given our analysis on user sequences, we assume M3 to be effective. As
compared to past works, M3 is capable to capture signals from the whole sequence, it
also satisfies the properties we found in different parts of sequence. Moreover, our three
encoders constitute a diverse set of sequential encoder and, if well-trained, can model
user sequence in a multi-scale manner, which is a key to success in past literature [94,
105].

• Efficiency. In terms of model size, M3 is efficient. As compared to existing works
which use short-range encoder only, though uses two other encoders, our M3 model
doesn’t introduce any extra parameters (if din = denc). In terms of computational
efficiency, our M3 is good as well, as both MT and ML are nothing other than matrix
multiplication, which is cheap when computed with optimized hardwares like Graphics
Processing Unit (GPU).

• Interpretability. Model’s interpretability is critical for diagnosing purpose. As we
shall see later, with the gate network, we are able to visualize our network transpar-
ently by observing the gate values.
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• Adaptability. One issue in production recommender system is modeling users for
different recommendation scenarios, as people may behave very differently. Two typical
scenarios are HomePage recommendation and product DetailPage recommendation.
However, as we shall introduce in later section, M3 is able to adapt to these scenarios
if we use the scenario information as our gate input.

4.3 Experimental Studies

In this section, we study the two variants of M3 against several baseline state-of-the-art
methods on both a publicly available dataset and our large-scale Youtube dataset.

Datasets. We use MovieLens 20M3, which is a publicly available dataset, along with
a large-scale anonymized dataset from YouTube, which is private, anonymized and at
production-scale (much larger than any publicly available datasets).

4.3.1 Experiments on MovieLens Dataset

Experimental Setup

As in previous works [37], we process the MovieLens data by first converting numeric ratings
to 1 values, turning them into implicit logged item consumption feedback. We remove the
items with less than 20 ratings. Such items, because of how little user feedback is available
for them, represent another research challenge — cold start — which is outside the scope
of the present paper.

To focus on long user sequences, we filtered out users who had a sequence length of
less than δmin = 20 item consumed, while we didn’t filter items specifically. The maximum
sequence length in the dataset being 7450, we follow the method proposed in [37] and employ
a sliding window of length δwin = 300 to generate similarly long sequences of user/item
interactions in which we aim to capture long range dependent patterns. Some statistics can
be found in the first row of Table 4.3.

We do not use contextual annotations for the MovieLens data.

Evaluation protocol. We split the dataset into training and test set by randomly choos-
ing 80% of users for training and the remaining 20% for validation (10%) and testing (10%).
As with the training data, a sliding window is used on the validation and test sets to gener-
ate sequences. We measure the mean average precision (mAP) as an indicator for models’
performances [10]. We only focus on the top positions of our predictions, so we choose to
use mAP@n with n ∈ {5, 10, 20}. There is only one target per instance here and therefore

3https://grouplens.org/datasets/movielens/20m/
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the mAP@n is expected to increase with n which is consistent with [9] but differs from the
performances we presented in Chapter 3.

Model details. We keep architectural parameters consistent across all experiments on
MovieLens. In particular, we use identical representation dimensions: din = denc = dout = 32.
Such a choice decreases the number of free parameters as the sub-models MT and ML will
not have learned parameters. A GRU cell is employed for the RNN while 2 stacked temporal
convolution layers [7] of width 5 are used in the CNN. A ReLU activation function is
employed in the feed-forward layers F in and F out. Item embeddings of dimension 64 are
learned with different weights on the input side (i.e., Q in Eq. 4.1) and output side (i.e., Q′

in Eq. 4.7). Although previous work [37] has constrained such embeddings to be identical
on the input and output side of the model, we found that increasing the number of degrees
of freedom led to better results.

Baselines. We compare our two variants, i.e., M3R and M3C, with the following baselines:

• FMC: The Factorizing model for the first-order Markov chain (FMC) [78] is a sim-
ple but strong baseline in sequential recommendation task [11, 85]. As discussed in
Section 1, we do not want to use explicit user representations. Therefore, we do not
compare the personalized version of this model (FPMC).

• DeepBoW: The Deep Bag-of-word model represent user by averaging item embed-
dings from all past events. The model then makes predictions through a feed-forward
layer. In our experiments, we use a single hidden layer with size of 32 and ReLU as
activation function.

• GRU4Rec: Originally presented in [39], this method uses a GRU RNN over user se-
quences and is a state-of-the-art model for sequential recommendation with anonymized
data.

• Caser: The Convolutional Sequence Embeddings model (proposed in Chapter 3) ap-
plying horizontal and vertical convolutional filters over the embedding matrix and
achieves state-of-the-art sequential recommendation performance. We try {2, 4, 8} ver-
tical filters and {16, 32, 64} horizontal filters of size (3, 5, 7). In order to focus on the
sequential encoding task, we discard the user embedding and only use the sequence
embedding of this model to make predictions.

In the models above, due to the large number of items in input and output dictio-
naries, the learned embeddings comprise most of the free parameters. Therefore, having
set the embedding dimension to 64 in all the baselines as well as in M3R and M3C, we
consider models with similar numbers of learned parameters. The other hyperparameters
mentioned above are tuned by looking at the mAP@20 on validation set. The training time
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of M3R/M3C is comparable with others and can be further improved with techniques like
model compression [91], quantization [44], etc.

Overall Performances

We report each model’s performance in Table 4.2. Each metric is averaged across all user
sequences in test set. The best performer is highlighted in bold face. The results show that
both M3C and M3R outperform other baselines by a large margin. Among the baselines,
GRU4Rec achieves the best performance and DeepBoW worst one, suggesting the sequence
order plays a very important predictive role. FMC performs surprisingly well, suggesting we
could get considerable results with a simple model only taking the last event into account.
The poor results of Caser may be caused by its design which relies on vertical filters of fixed
size. Caser performs better in the next subsection which considers sequences whose lengths
vary less within the training data.

Table 4.2: Performance comparison on MovieLens 20M. M3C and M3R outperform the
baselines significantly.

mAP@5 mAP@10 mAP@20

FMC 0.0256 0.0291 0.0317
DeepBoW 0.0065 0.0079 0.0093
GRU4Rec 0.0256 0.0304 0.0343
Caser 0.0225 0.0269 0.0304

M3C 0.0295 0.0342 0.0379
M3R 0.0315 0.0367 0.0421

Improv. +23.4% +20.7% +22.7%

Investigating the influence of sequence length through variants of MovieLens

The previous results have shown strong performance gains achieved by the models we in-
truced: M3C and M3R. We now investigate the origin of such improvements. The design
of these models was inspired by an attempt to capture sequential patterns with different
characteristic temporal extents. To check whether the models we introduced achieve this
aim we construct multiple variants of MovieLens with different sequence lengths.

We vary the sequence length by having a maximum cutoff threshold δmax which comple-
ments the minimal sequence length threshold δmin. A sequence with more than δmax only
has its latest δmax observations remained. We vary the values of δmin, δmax and the sequence
generation window size. Table 4.3 summarizes the properties of the four variants of the
MovieLens dataset we construct. It is noteworthy that such settings make Caser perform
better as the sequence length is more consistent within each dataset variant.
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Table 4.3: Statistics of the variants of the MovieLens dataset.

Min. Max. Window Avg. Num. Num.
length length size length sequences items

ML20M 20 ∞ 300 144.1 138.4K 13.1K

ML20M-S 20 50 20 42.8 138.4K 13.1K

ML20M-M 50 150 50 113.6 85.2K 13.1K

ML20M-L 150 300 150 250.7 35.8K 12.9K

ML20M-XL 300 ∞ 300 605.5 16.3K 12.5K
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Figure 4.4: Uplifts with respect to the best baselines on four MovieLens variants. The
improvement percentage of each model is computed by its relative mAP@20 gain against
the best baseline. For all variants, M3R significantly outperforms the two baselines we
consider according to a one-tail paired t-test at level 0.01, while M3C outperforms the
other two significantly only on ML20M-M. Note that the standard error of all uplifts gets
higher as we use a MovieLens variant with longer sequences. The standard error reaches
2.3% on ML20M-XL.

GRU4Rec and Caser outperform the other baselines in the present setting and therefore
we only report their performance. Figure 4.4 shows the improvements of M3C and M3R over
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the best baselines on four MovieLens variants. The improvement of each model is computed
by its mAP@20 against the best baseline. In most cases, M3C and M3R can outperform
the highest performing baseline. Specifically, on ML20M-S and ML20M-M, Caser performs
similarly to GRU4Rec while both M3C and M3R have good performance. This is probably
due to the contribution of the tiny-range encoder.

4.3.2 Experiments on Anonymized YouTube Dataset

Experimental Setup

For the YouTube dataset, we filtered out users whose logged sequence length was less than
150 (δmin = 150) and keep each user’s last 300 events (δmax = 300) in their item consumption
sequence. In the following experiments, we exploit contextual annotations such as user
device (e.g., from web browser or mobile App), time-based features (e.g., dwelling time),
etc. User sequences are all anonymized and precautions have been taken to guarantee that
users cannot be re-identified. In particular, only public videos with enough views have been
retained.

Neural recommender systems attempt at foreseeing the interest of users under extreme
constraints of latency and scale. We define the task as predicting the next item the user
will consume given a recorded history of items already consumed. Such a problem setting is
indeed common in collaborative filtering [82, 62] recommendations. We present here results
obtained on a dataset where only about 2 million items are present that correspond to most
popular items. While the user history can span over months, only watches from the last 7
days are used for labels in training and watches in the last 2 days are used for testing. The
train/test split is 90/10%. The test set does not overlap with the train set and corresponds
to the last temporal slice of the dataset. In all, we have more than 200 million training
sequences and more than 1 million test sequences, and with overall average sequence length
approximately being 200.

The neural network predicts, for a sample of negatives, the probability that they are
chosen and classically a negative sampling loss is employed in order to leverage observations
belonging to a very large vocabulary [48]. The loss being minimized is

∑
l∈Labels

wl × CrossEntropy(SampledSoftmax(ξ(t+ 1)))

where the SampledSoftmax [48] uses 20000 randomly sampled negatives and wl is the weight
of each label.

Evaluation protocol. To test the models’ performances, still we measure mAP@n with
n ∈ {5, 10, 20}. The mAP is computed with the entire dictionary of candidate items as
opposed to the training loss which samples negatives.
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Table 4.4: Performance comparison on the anonymized YouTube dataset. M3C and M3R
outperform the baselines significantly.

mAP@5 mAP@10 mAP@20

Context-FMC 0.1103 0.119 0.1240
DeepYouTube 0.1295 0.1399 0.1455
Context-GRU 0.1319 0.1438 0.1503

M3C 0.1469 0.1591 0.1654
M3R 0.1541 01670 0.1743

Improv. +16.8% +16.1% +16.0%

Baselines. In order to make fair comparisons with all previous baselines, we used their
contextual counterparts if they are proposed or compared in literature.

• Context-FMC: The Context-FMC condition the last event’s embedding on last
event’s context features by concatenating them and having a feed-forward layer over
them.

• DeepYouTube: Proposed by [23], the DeepYoutube model is a state-of-the-art neural
model for recommendation. It concatenates: (1) item embedding from users’ last event,
(2) item embeddings averaged by all past events and (3) context features. The model
then makes predictions through a feedforward layer composed of several ReLU layers.

• Context-GRU: We used the contextual version of GRU proposed in [85]. Among
the three conditioning paradigms on context, we used the concatenation as it gives us
better performances.

All models are implemented by TensorFlow [1] and by Adagrad [28] over a parameter
server [61] with many workers.

Model details. In the following experiments, we keep the dimensions of processed input
din and encoder outputs denc identical for all experiments conducted on the same dataset.
Once more, we also want to share some of our architectural parameters so that they are
consistent across the two datasets. Again, by doing this, we make the parametrization of
our models more parsimonious, because the sub-modelsMT andML will be parameter-free.
For the RNN cell, we use a GRU on both datasets for its effectiveness as well as efficiency.
For the CNN version, we stacked 3 layers of temporal convolution [7], with no dilation and
width of 5. For the feed-forward layers F in and F out, we used ReLU as their activation
functions, whereas they contains different number of sub-layers. For item embeddings on
the input side (i.e., Q in Eq. 4.1) and on the output side (i.e., Q′ in Eq. 4.7), we learn them
separately which improves all results.
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Table 4.5: mAP@20 vs. different components of M3R on both datasets, where T,S,L stands
for MT , MS and ML respectively.

MovieLens 20M YouTube Dataset

M3R-T 0.0269 0.1406

M3R-S 0.0363 0.1673

M3R-L 0.0266 0.1359

M3R-TS 0.0412 0.1700

M3R-TL 0.0293 0.1485

M3R-SL 0.0403 0.1702

M3R-TSL 0.0421 0.1743

Overall Performances

We report each model’s performance on the private dataset in Table 4.4. The best performer
is highlighted in bold face. As can be seen from this table, on our anonymized YouTube
dataset, the Context-FMC performs worse followed by DeepYoutube while Context-GRU
performs best among all baselines. The DeepYouTube and Context-GRU perform better
than Context-FMC possibly because they have longer temporal range, which again shows
that the temporal range matters significantly in long user sequences. One can therefore
improve the performance of a sequential recommender if the model is able to leverage
distant (long-range dependent) informantion in user sequences.

On both datasets, we observed our proposed two model variants M3R and M3C sig-
nificantly outperform all other baselines. Within these two variants, the M3R preforms
marginally better than the M3C, and it improves upon the best baselines by a large margin
(more than 20% on MovieLens data and 16.0% on YouTube data).

4.3.3 Ablation Study of Mixture of Models

To demonstrate how each encoder contributes to the overall performance, we now present
an ablation test on our M3R model (results from M3C are similar) on our proprietary
data. We use T, S, L to denote MT , MS and ML respectively. The results are described
in Table 4.5. When we only enable single encoder for M3R, the best performer is M3R-T
on MovieLens data and M3R-S on the YouTube data. This result is consistent with the
results in Section 4.3.2. With more encoders involved in M3R the model performs better.
In particular, when all encoders are incorporated, our M3R-TSL performs best on both
datasets, indicating all three encoders matter for performance.
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Table 4.6: mAP@20 vs. different types of gating network on the two datasets for M3R.
‘Fixed’ indicates we fix gate values to 1.0, ‘Contextual-switch’ means that we use context
features cin and cout as gate input and ‘Bottom-switch’ corresponds to the use of zin

t as gate
input.

MovieLens YouTube

Fixed 0.0413 0.1715

Bottom-switch 0.0421 0.1734

Contextual-switch / 0.1743

4.3.4 Role of Gating Network

We now begin to study our gating network in order to answer the following questions:

1. Is the gating network beneficial to the overall model performance?

2. How do different gating network inputs influence the model performance?

3. How can the gating network make our model more adaptable and interpretable?

Fixed gates versus learned gates. First of all, we examine the impact of our gating
network by comparing it with a set of fixed gate values. More precisely, we fixed the gate
values to be all equal to 1.0 during the model training: Gt = 1, here 1 ∈ R3 is a vector.
The first row of Table 4.6 shows the result of this fixed-gate model. We found that the fixed
models are weaker than the best performing version of M3R (i.e., mAP@20 of 0.1743) and
M3C (i.e., mAP@20 of 0.1654). This reveals that the gating network consistently improves
M3-based models’ performances.

Influence of different gate inputs. In this paragraph we investigate the potential
choices of inputs for the gating network, and how they result in different performance scores.
In the existing Mixture-of-Experts (MOE) literature, the input for the gating network Gin

t

can be categorized into Contextual-switch and Bottom-switch. The Contextual-switch, used
in [9], uses context information as gate input:

Gin
t = [cin

t ⊕ cout
t ], (4.17)

where cin
t and cout

t are context features from input and output side. Intuitively, this suggests
how context may influence the choices of different encoders. If no context information is
available, we can still use the output of a shared layer operating before the MOE layer [65, 84]
as gate input, i.e., Bottom-switch:

Gin
t = zin

t . (4.18)
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Figure 4.5: Average gate values of M3R in different scenarios. The model learns to use
different combination of encoders in different recommendation scenarios.

The shared layer contains high-level semantic knowledge from the last event, which can also
enable gate switching.

On the MovieLens data, we used Bottom-switched gate for all the results above because
of the absence of contextual annotations. On the YouTube dataset, the last two rows from
Table 4.6 provide the comparison results between Contextual-switched gate and Bottom-
switched gate. We observe that context information is more useful to the gates than a shared
layer. In other words, the decision of whether to focus more on recent part (i.e., large gate
values forMT andMS) or on the distant part (i.e., large values forML) from user sequence
is easier to make based on contextual annotations.

Discussion on model interpretability and adaptability. The model architecture we
design is based on quantitative findings and has two primary goals: capturing co-existing
short-range and long-range behavioral patterns as well as serving recommendations given
in different contexts with a single model.

We know for recommender systems in most applications (e.g. e-commerce like Amazon,
streaming services like Netflix) that recommendations commonly occur in at least two dif-
ferent contexts: either a HomePage or a DetailPage. The Homepage is the page shown when
users open the website or open the mobile App, while DetailPage is the page shown when
users click on a certain item. User behaviors are different depending on which of these two
pages they are browsing. Users are more likely to be satisfied by a recommendation related
to recent events, especially the last event, when they are on a DetailPage. A straightforward
solution to deal with these changing dynamics is to train two different models.

We now demonstrate that with the multi-temporal-range encoders architecture and
gating mechanism in M3, we can have a single adaptive end-to-end model that provides
good performance in a multi-faceted recommendation problem. To that end we analyze the
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behavior of our gating network and show the adaptability of the model as we gain a better
understanding of its behavior.

What we observe in Figure 4.5 is that when contextual information is available to infer
the recommendation scenario, the gating network can effectively automatically decide how
to combine the results from different encoders in a dynamic manner to further improve
performance. Figure 4.5 shows how gate values of M3R change w.r.t across different recom-
mendation scenarios. It is clear that M3R puts more emphasis on MS when users are on
the HomePage, while it encourages all three encoders involved when users are on Detail-
Page. This result shows that the gating network uses different combinations of encoders for
different recommendation scenarios.

As a result, we can argue that our architectural design choices do meet the expectations
we set in our preliminary analysis. It is noteworthy that the gating mechanism we added
on top of the three sub-models is helpful to improve predictive performance and ease model
diagnosis. We have indeed been able to analyze recommendation patterns seamlessly.

4.4 Conclusion

M3 is an effective solution to provide better recommendations based on long user sequences.
M3 is a neural model that avoids most of the limitations faced by pre-existing approaches
and is well adapted to cases in which short term and long term temporal dependencies
coexist. Other than effectiveness, this approach also provides several advantages such as the
absence of a need extra parameters and interpretability. Our experiments on large public
dataset as well as a large-scale production dataset suggest that M3 outperforms the state-of-
the-art methods by a large margin for sequential recommendation with long user sequences.
One shortcoming of the architecture we propose is that all sub-models are computed at
serving time. As a next step, we plan to train a sparse context dependent gating network
to address this shortcoming.
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Chapter 5

On Learning Compact Model for
Efficient Recommendation

The previous chapters showed how to design model to capture different types of sequential
patterns in different parts of user sequence. However, our proposed neural network based ap-
proaches may incur a large inference time, resulting an issue when responding user requests
in the real-time. Recall that in Chapter 2, we analyzed the different efficiency requirements
for different phases of recommendation models. For sequential recommendation task, since
users’ action sequences are dynamically changing while interacting with the system, the
inference phase usually has to be done more frequently and in the real-time. Therefore, be-
sides the effectiveness of every model, we also have tight efficiency constraints. It is known
that more model complexity (especially larger model size) will benefit the effectiveness but
will hurt the efficiency for neural network based model. How can we have a model-agnostic
approach to learn a compact model that maintians similar performance?

5.1 Background and Motivations

Balancing effectiveness and efficiency has been a line of recent recommendation research [109,
113, 111, 93, 60]. Discrete hashing techniques [109, 110] and binary coding of model pa-
rameters [113] are suggested to speed up the calculation of the relevance score for a given
user-item pair. Other works focus on database-related methods, such as pruning and index-
ing to speed-up retrieval of related items [93, 60], using fast models for candidate generation
and applying time-consuming models to the candidates for online inferences [23, 63]. These
methods either lose much of effectiveness, due to the introduced model constraints, or can-
not be easily extended to other models in most cases, due to the model-dependency nature.
In the following, we first review the learning to rank problem in general (we will regard
sequential recommendation as an application), then revisit the issues of effectiveness and
efficiency in the problem, which serves to motivate our ranking distillation.
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5.1.1 Ranking from scratch

Without loss of generality, we use the IR terms “query" q and “document" d in our discussion,
but these terms can be replaced with “user profile" and “item" when applied to recommender
systems.

The learning to rank problem can be summarized as follows: Given a set of queries
Q={q1,· · · ,q|Q|} and a set of documents D={d1,· · · ,d|D|}, we want to retrieve documents
that are most relevant to a certain query. The degree of relevance for a query-document pair
(q, d) is determined by a relevance score. Sometimes, for a single (q, d) pair, a relevance score
y

(q)
d is labeled by human (or statistical results) as ground-truth, but the number of labeled

(q, d) pairs is much smaller compared to the pairs with unknown labels. Such labels can
be binary (i.e., relevant/non-relevant) or ordinal (i.e., very relevant/relevant/non-relevant).
In order to rank documents for future queries with unknown relevance scores, we need a
ranking model to predict their relevance scores. A ranking modelM(q, d;θ) = ŷ

(q)
d is defined

by a set of model parameters θ and computes a relevance score ŷ(q)
d given the query q and

document d. The model predicted document ranking is supervised by the human-labeled
ground truth ranking. The optimal model parameter set θ∗ is obtained by minimizing a
ranking-based loss function:

θ∗ = arg min
θ

∑
q∈Q
LR(y(q), ŷ(q)). (5.1)

For simplicity, we focus on a single query q and omit the superscripts related to queries
(i.e., y(q)

d will becomes yd).
The ranking-based loss could be categorized as point-wise, pair-wise, and list-wise. Since

the first two are more widely adopted, we don’t discuss list-wise loss in this work. The point-
wise loss is widely used when relevance labels are binary [38]. One typical point-wise loss is
taking the negative logarithmic of the likelihood function:

LR(y, ŷ) = −(
∑
d∈yd+

log(P (rel = 1|ŷd))

+
∑
d∈yd−

log(1− P (rel = 1|ŷd))),
(5.2)

where yd+ and yd− are the sets of relevant and non-relevant documents, respectively. We
could use the logistic function σ(x) = 1/(1 + e−x) and P (rel = 1|ŷd) = σ(ŷd) to transform
a real-valued relevance score to the probability of a document being relevant (rel = 1). For
ordinal relevance labels, pair-wise loss better models the partial order information:

LR(y, ŷ) = −
∑

di,dj∈C
log(P (di � dj |ŷi, ŷj)), (5.3)
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Figure 5.1: Two ways of boosting mean average precision (MAP) on Gowalla data for rec-
ommendation. (a) shows that a larger model size in number of parameters, indicated by the
bars, leads to a higher MAP. (b) shows that a larger sample size of training instances leads
to a higher MAP.

where C is the set of document pairs {(di, dj) : yi � yj} and the probability P (di � dj) can
be modeled using the logistic function P (di � dj |yi, yj) = σ(yi − yj).

5.1.2 Rethinking Effectiveness and Efficiency

We consider ranking models with latent factors or neural networks (a.k.a neural ranking
models) instead of traditional models (e.g., SVM, tree-based models) for the following rea-
sons. First, these models are well-studied recently for its capability to capture features from
a latent space and are shown to be highly effective; indeed, neural ranking models are pow-
erful for capturing rich semantics for queries and documents, which eliminates the tedious
and ad-hoc feature extraction and engineering normally required in traditional models. Sec-
ond, these models usually require many parameters and suffer from efficiency issue when
making online inferences. Third, traditional models like SVM usually has convex guarantees
and are trained through convex optimization. The objectives of latent factor models and
neural networks are usually non-convex [22, 52], which means that their training processes
are more challenging and need more attentions.

The goal of ranking models is predicting the rank of documents as accurately as pos-
sible near the top positions, through learning from human-labeled ground-truth document
ranking. Typically, there are two ways to make a ranking model perform better at top
positions:

1. By having a large model size, as long as it doesn’t overfit the data, the model could
better capture complex query-document interaction patterns and has more predictive
capability. Figure 5.1a shows that, when a ranking model has more parameters, it
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acquires more flexibility to fit the data and has a higher MAP, where the mean average
precision (MAP) is more sensitive to the precision at top positions.

2. By having more training data, side information, human-defined rules etc., the model
can be trained with more guidance and has less variance in gradients [40]. Figure 5.1b
shows that, when more training instances are sampled from the underlying data dis-
tribution, a ranking model could achieve a better performance.

However, each method has its limitations: method (1) surrenders efficiency for effectiveness
whereas method (2) requires additional informative data, which is not always available or
is expensive to obtain in practice.

5.1.3 Knowledge Distillation

Knowledge distillation (KD), is a model-independent knowledge transfer strategy for im-
proving model performance [40, 5, 3] while having its size fixed. Therefore, it can be used
for generating a compact model for better inference efficiency while retaining the model
effectiveness. The idea of KD is shown in Figure 5.2a for image recognition. During the
offline training phase, a larger teacher model is first trained from the training set, and a
smaller student model is then trained by minimizing two deviations: the deviation from the
training set’s ground-truth label distribution, and the deviation from the label distribu-
tion generated by the teacher model. Then the student model is used for making online
inferences. Intuitively, the larger teacher model helps capture more information of the label
distribution (for example, outputting a high probability for “tiger" images for a “cat" image
query due to correlation), which is used as an additional supervision to the training of the
student model. The student model trained with KD has an effectiveness comparable to that
of the teacher model [40, 54, 3] and can make more efficient online inference due to its small
model size.

Despite of this breakthrough in image recognition, it is not straightforward to apply
KD to ranking models and ranking problems (e.g., recommendation). First, the existing
KD is designed for classification problems, not for ranking problems. In ranking problems,
the focus is on predicting the relative order of documents or items, instead of predicting
a label or class as in classification. Second, KD requires computing the label distribution
of documents for each query using both teacher and student models, which is feasible for
image classification where there are a small number of labels, for example, no more than 1000
for the ImageNet data set; however, for ranking and recommendation problems, the total
number of documents or items could be several orders of magnitudes larger, say millions,
and computing the distribution for all documents or items for each training instance makes
little sense, especially only the highly ranked documents or items near the top of the ranking
will matter. We also want to point out that, for context sensitive recommendation, such
as sequential recommendation, the items to be recommended usually depend on the user

58



Teacher Model

Student Model

Learns to
minimize
KL-
divergence

Label Distribution

Label Distribution

(a) Knowledge Distillation: given an input, student model learns
to minimize the KL Divergence of its label distribution and
teacher model’s.

Teacher Model
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rank
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Top-k Documents

Document Ranking

(b) Ranking Distillation: given an query (or user in the context
of recommendation), student model learns to give higher rank for
it’s teacher model’s top-K ranking of documents (or items in the
context of recommendation).

Figure 5.2: The relationship between (a) Knowledge distillation and (b) Ranking distillation.

behaviors prior to the recommendation point (e.g., what she has viewed or purchased),
and the set of contexts of a user is only known at the recommendation time. This feature
requires recommender system to be strictly responsive and makes online inference efficiency
particularly important.

5.1.4 Contributions

In this work, we study knowledge distillation for the learning to rank problem that is the
core in recommender systems and many other IR systems. Our objective is achieving the
ranking performance of a large model with the online inference efficiency of a small model.
In particular, by fusing the idea of knowledge transfer and learning to rank, we propose a
technique called ranking distillation (RD) to learn a compact ranking model that remains
effective. The idea is shown in Figure 5.2b where a small student model is trained to learn to
rank from two sources of information, i.e., the training set and the top-K documents for each
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query generated by a large well-trained teacher ranking model. With the large model size,
the teacher model captures more ranking patterns from the training set and provides top-K
ranked unlabeled documents as an extra training data for the student model. This makes
RD differ from KD, as teacher model in KD only generate additional labels on existing
data, while RD generate additional training data and labels from unlabeled data set. The
student model benefits from the extra training data generated from the teacher, in addition
to the data from usual training set, thus, inherits the strong ranking performance of the
teacher, but is more efficient for online inferences thanks to its small model size.

We will examine several key issues of RD, i.e., the problem formulation, the represen-
tation of teacher’s supervision, and the balance between the trust on the data from the
training set and the data generated by the teacher model, and present our solutions. Ex-
tensive experiments on recommendation problems and real-world datasets show that the
student model achieves a similar or better ranking performance compared to the teacher
model while using less than half of model parameters. While the design goal of RD is retain-
ing the teacher’s effectiveness (while achieving the student’s online inference efficiency), RD
exceeds this expectation that the student sometime has a even better ranking performance
than the teacher. Similar to KD, RD is orthogonal to the choices of student and teacher
models by treating them as black-boxes. To our knowledge, this is the first attempt to adopt
the idea of knowledge distillation to large-scale ranking problems.

5.2 Related Work

In this section, we compared our works with several related research areas.

Knowledge Distillation. Knowledge distillation has been used in image recognition [40,
5, 79] and neural machine translation [54] as a way to generate compact models. As pointed
out in Introduction, it is not straightforward to apply KD to ranking models and new issues
must be addressed. In the context of ranking problems, the most relevant work is [18], which
uses knowledge distillation for image retrieval. This method applies the sampling technique
to rank a sample of the image from all data each time. In general, training on a sample
works if the sample shares similar patterns with the rest of data through some content
information, such as image contents in the case of [18]. But this technique is not applicable
to training a recommender model when items and users are represented by IDs with no
content information, as in the case of collaborative filtering. In this case, the recommender
model training cannot be easily generalize to all users and items.

Semi-Supervised Learning. Another related research area is semi-supervised learn-
ing [114, 14]. Unlike the teacher-student model learning paradigm in knowledge distillation
and in our work, semi-supervised learning usually trains a single model and utilizes weak-
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labeled or unlabeled data as well as the labeled data to gain a better performance. Several
works in information retrieval followed this direction, using weak-labeled or unlabeled data
to construct test collections [4], to provide extra features [27] and labels [25] for ranking
model training. The basic idea of ranking distillation and semi-supervised learning is similar
as they both utilize unlabeled data while with different purpose.

Transfer Learning for Recommender System. Transfer learning has been widely
used in the field of recommender systems [16, 29]. These methods mainly focus on how
to transfer knowledge (e.g., user rating patterns) from a source domain (e.g., movies) to a
target domain (e.g., musics) for improving the recommendation performance. If we consider
the student as a target model and the teacher as a source model, our teacher-student learning
can be seen as a special transfer learning. However, unlike transfer learning, our teacher-
student learning does not require two domains because the teacher and student models are
learned from the same domain. Having a compact student model to enhance online inference
efficiency is another purpose of our teacher-student learning.

5.3 Proposed Methodology

In this section, we propose ranking distillation (RD) to address the dual goals of effectiveness
and efficiency for ranking problems. To address the efficiency of online inference, we use a
smaller ranking model so that we can rank documents for a given query more efficiently.
To address the effectiveness issue without requiring more training data, we introduce extra
information generated from a well-trained teacher model and make the student model as
effective as the teacher.

5.3.1 Overview

Figure 5.3 shows the overview of ranking distillation. In the offline training phase (prior to
any user query), similar to KD, first we train a large teacher model with a strong ranking
performance on the training set. Then for each query, we use the well-trained teacher model
to make predictions on unlabeled documents (green part in Figure 5.3) and use this extra
information for learning the smaller student model. Since the teacher model is allowed to
have many parameters, it captures more complex features for ranking and is much powerful,
thus, its predictions on unlabeled documents could be used to provide extra information for
the student model’s training. The student model with fewer parameters is more efficient for
online inference, and because of the extra information provided by the teacher model, the
student model inherits the high ranking performance of the teacher model.

Specifically, the offline training for student model with ranking distillation consists of
two steps. First, we train a larger teacher model MT by minimizing a ranking-based loss
with the ground-truth ranking from the training data set, as showed in Eqn (5.1). With
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Figure 5.3: The learning paradigm with ranking distillation. We first train a teacher model
and let it predict a top-K ranked list of unlabeled (unobserved) documents for a given query
q. The student model is then supervised by both ground-truth ranking from the training
data set and teacher model’s top-K ranking on unlabeled documents.

much more parameters in this model, it captures more patterns from data and thus has a
strong performance. We compute the predicted relevance scores of the teacher model MT

for unlabeled documents Ō = {d : yd = ∅} and get a top-K unlabeled document ranking
π1..K = (π1, . . . , πK), where πr ∈ D is the r-th document in this ranking. Then, we train
a smaller ranking model MS to minimize a ranking loss from the ground-truth ranking in
the training data set, as well as a distillation loss with the exemplary top-K ranking on
unlabeled document set π1..k offered by its teacher MT . The overall loss to be minimized is
as follows:

L(θS) = (1− α)LR(y, ŷ) + αLD(π1..K , ŷ). (5.4)

Here ŷ is the student model’s predicted scores1. LR(, ) stands for the ranking-based objective
as in Eqn (5.1). The distillation loss, denoted by LD(, ), uses teacher model’s top-K ranking
on unlabeled documents to guide the student model learning. α is the hyperparameter used
for balancing these two losses.

For a given query, the top documents ranked by the well-trained teacher can be regarded
to have a strong correlation to this query, although they are not labeled in the training set.
For example, if a user watches many action movies, the teacher’s top-ranked documents
may contain some other action movies as well as some adventure movies because they are
correlated. In this sense, the proposed RD lets the teacher model teach its student to find
the correlations and capture their patterns, thus, makes the student more generalizable and

1When using point-wise and pair-wise losses, we only need to compute the student’s predictions for a
subset of documents, instead of all documents, for a given query.
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perform well on unseen data in the future. We use the top-K ranking from the teacher
instead of the whole ranked list because the noisy ranking at lower positions tends to cause
the student model to overfit its teacher and lose generalizability. Besides, only top positions
are considered important for ranking problems. K is a hyperparameter that represents the
trust level on the teacher during teaching, i.e., how much we adopt from teacher.

The choice of the ranking loss LR(, ) follows from different models’ preferences and we
only focus on the second term LD(, ) in Eqn (5.4). A question is how much we should trust
teacher’s top-K ranking, especially for a larger K. In the rest of the section, we consider
this issue.

5.3.2 Incorporating Distillation Loss

We consider the point-wise ranking loss for binary relevance labels for performing distilla-
tion, we also tried the pair-wise loss and will discuss their pros and cons later. Similar to
Eqn (5.2), we formalize distillation loss as:

LD(π1..K , ŷ) =−
K∑
r=1

wr · log(P (rel = 1|ŷπr ))

=−
K∑
r=1

wr · log(σ(ŷπr )),
(5.5)

where σ(·) is the sigmoid function and wr is the weight to be discussed later. There are
several differences compared to Eqn (5.2). First, in Eqn (5.5), we treat the top-K ranked
documents from the teacher model as positive instances and there is no negative instance.
Recall that KD causes the student model to output a higher probability for the label “tiger”
when the ground-truth label is “cat” because their features captured by the teacher model
are correlated. Along this line, we want the student model to rank higher for teacher’s
top-K ranked documents. As we mentioned above, for the given query, besides the ground-
truth positive documents y+, teacher’s top-K ranked unlabeled documents are also strongly
correlated to this query. These correlations are captured by the well-trained powerful teacher
model in the latent space when using latent factor model or neural networks.

However, asK increases, the relevance of the top-K ranked unlabeld documents becomes
weaker. Following the work of learning from noise labels [69], we use a weighted sum over the
loss on documents from π1..K with weight wr on each position r from 1 to K. There are two
straightforward choices for wr: wr = 1/r puts more emphasis on the top positions, whereas
wr = 1/K weights each position equally. Such weightings are heuristic and pre-determined,
may not be flexible enough to deal with general cases. Instead, we introduce two flexible
weighting schemes, which were shown to be superior in our experimental studies.
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Algorithm 1 Estimate Student’s Ranking for πr
Require: Student Model MS(q, d; θS), unlabeled document set Ō for a given query q and
the hyperparameter ε
ŷπr ←MS(q, πr; θS)
Initialize n = 0
for t = 1, 2, ...ε do
Sample a document d from Ō without replacement
ŷd ←MS(q, d; θS)
if ŷd > ŷπr then
n← n+ 1

end if
end for
r̂πr ←

⌊n×(|Ō|−1)
ε

⌋
+ 1

return r̂πr

Weighting by Position Importance

In this weighting scheme, we assume that the teacher predicted unlabeled documents at top
positions are more correlated to the query and are more likely to the positive ground-truth
documents, therefore, this weight wa should be inversely proportional to the rank:

war ∝ r−1 and r ∈ [1,K], (5.6)

where r is the rank range from 1 to K. As pointed out above, this scheme pre-determines
the weight. Rendle et al [76] proposed an empirical weight for sampling a single position
from a top-K ranking, following a geometric distribution:

war = ρ(1− ρ)r and ρ ∈ (0, 1). (5.7)

Following their work, we use a parametrized geometric distribution for weighting the posi-
tion importance:

war ∝ e−r/λ and λ ∈ R+, (5.8)

where λ is the hyperparameter that controls the sharpness of the distribution, and is
searched through the validation set. When λ is small, this scheme puts more emphasis on top
positions, and when λ is large enough, the distribution becomes the uniform distribution.
This parametrization is easy to implement and configurable to each kind of situation.

Weighting by Ranking Discrepancy

The weighting by position importance is static, meaning that the weight at the same po-
sition is fixed during training process. Our second scheme is dynamic that considers the
discrepancy between the student-predicted rank and the teacher-predicted rank for a given
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Figure 5.4: An illustration of hybrid weighting scheme. We use K = 3 in this example.

unlabeled document, and uses it as another weight wb. This weighting scheme allows the
training to gradually concentrate on the documents in teacher’s top-K ranking that are not
well-predicted by the student. The details are as follows.

For the r-th document πr (r ∈ [1,K]) in teacher model’s top-K ranking, the teacher-
predicted ranking (i.e., r) is known for us. But we know only the student predicted relevant
score ŷπr instead of its rank without computing relevance scores for all documents. To get the
student predicted rank for this document, we apply Weston et al [99]’s sequential sampling,
and do it in a parallel manner [42]. As described in Algorithm 1, for the r-th document
πr, if we want to know its rank in a list of N documents without computing the scores for
all documents, we can randomly sample ε ∈ [1, N − 1] documents in this list and estimate
the relative rank by n/ε, where n is the number of documents whose (student) scores are
greater than ŷπr . Then the estimated rank in the whole list is r̂πr =

⌊n×(N−1)
ε

⌋
+ 1. When

ε goes larger, the estimated rank is more close to the actual rank.
After getting the estimated student’s rank r̂πr for the r-th document πr in teacher’s

top-K ranking, the discrepancy between r and r̂ is computed by

wbr = tanh(max(µ · (r̂πr − r), 0)), (5.9)

where tanh(·) is a rescaled logistic function tanh(x) = 2σ(2x) − 1 that rescale the output
range to [0, 1] when x > 0. The hyperparameter µ ∈ R+ is used to control the sharpness of
the tanh function. Eqn (5.9) gives a dynamic weight: when the student predicted-rank of a
document is close to its teacher, we think this document has been well-predicted and impose
little loss on it (i.e., wbr ≈ 0); the rest concentrates on the documents (i.e., wbr ≈ 1) whose
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student predicted-rank is far from the teacher’s rank. Note that the ranking discrepancy
weight wb is computed for each document in π1..K during training. So in practice, we choose
ε � |Ô| for training efficiency. While extra computation used to compute relevance scores
for sampled ε documents, we still boost the whole offline training process. Because the
dynamic weight allows the training to focus on the erroneous parts in the distillation loss.

Hybrid Weighting Scheme

The hybrid weighting combines the weight wa by position importance, and the weight wb by
ranking discrepancy: wr = (war · wbr)/(

∑K
i=1w

a
i · wbi ). Figure 5.4 illustrates the advantages of

hybrid weighting over weighting only by position importance. Our experiments show that
this hybrid weighting gives better results in general. In the actual implementation, since the
estimated student ranking of r̂πr is not accurate during the first few iterations, we use only
wa during the first m iterations to warm up the model, and then use the hybrid weighting
to make training focus on the erroneous parts in distillation loss. m should be determined
via the validation set. In our experiments, m is usually set to more than half of the total
training iterations.

5.3.3 Discussion

Under the paradigm of ranking distillation, for a certain query q, besides the labeled doc-
uments, we use a top-K ranking for unlabeled documents generated by a well-trained
teacher ranking model MT as extra information to guide the training of the student rank-
ing model MS with less parameters. During the student model training, we use a weighted
point-wise ranking loss as the distillation loss and propose two types of flexible weighting
schemes, i.e., wa and wb and propose an effective way to fusion them. For the hyperpa-
rameters (α, λ, µ, ε,K,m), they are dataset-dependent and are determined for each data set
through the validation set. Two key factors for the success of ranking distillation are: (1)
larger models are capable to capture the complex interaction patterns between queries and
documents, thus, their predicted unlabeled documents at top positions are also strongly
correlated with the given query and (2) student models with less parameters can learn from
the extra-provided helpful information (top-K unlabeled documents in teacher’s ranking)
and boost their performances.

We also tried to use a pair-wise distillation loss when learning from teacher’s top-K
ranking. Specifically, we use Eqn (5.3) for the distillation loss by taking the partial order
in teacher’s top-K ranking as objective. However, the results were disappointing. We found
that if we use pair-wise distillation loss to place much focus on the partial order within
teacher’s ranking, it will produce both upward and downward gradients, making the training
unstable and sometimes even fail to converge. However, our weighted point-wise distillation
loss that only contains upward gradients doesn’t suffer from this issue.
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Table 5.1: Statistics of the data sets

Datasets #users #items avg. actions (u,S(u,t)) Sparsityper user pairs

Gowalla 13.1k 14.0k 40.74 367.6k 99.71%

Foursquare 10.1k 23.4k 30.16 198.9k 99.87%

5.4 Experimental Studies

We evaluate the performance of ranking distillation on two real-world data sets. The source
code and processed data sets are publicly available online2.

5.4.1 Experimental Setup

Task description. We use recommendation as our task for evaluating the performance
of ranking distillation. In this problem, we have a set of users U = {u1, u2, · · · , u|U|} and
a universe of items I = {i1, i2, · · · , i|I|}. For recommendation without context information,
we can cache the recommendation list for each user 3. However, for context-aware recom-
mendation, we have to re-compute the recommendation list each time a user comes with
a new context, so the online inference efficiency becomes important. The following sequen-
tial recommendation is one case of context-aware recommendation. Given a users u with
her/his history sequence (i.e., past L interacted items) at time t, S(u,t) = (Sut−1, ..,Sut−L),
where Sui ∈ I, the goal is to retrieve a list of items for this user that meets her/his future
needs. In IR’s terms, the query is the user profile (u,S(u,t)) at time t, and the document
is the item. Note that whenever the user has a new behavior (e.g., watch a video/listen to
a music), we have to re-compute the recommendation list as her/his context changes. We
also wish to point out that, in general, ranking distillation can be applied to other learning
to rank tasks, not just to recommendation.

Datasets. We choose two real-world data sets in this work, as they contain numerous
sequential signals and thus suitable for sequential recommendation. Their statistics are
described in Table 5.1. Gowalla4 was constructed by [20] and Foursquare was obtained from
[107]. These data sets contain sequences of implicit feedbacks through user-venue check-ins.
During the offline training phase, for a user u, we extract every 5 successive items (L = 5)
from her sequence as S(u,t), and the immediately next item as the ground-truth. Following

2https://github.com/graytowne/rank_distill

3We suppose the recommendation model doesn’t change immediately whenever new observed data come,
which is common in real-world cases.

4https://snap.stanford.edu/data/loc-gowalla.html
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[107], we hold the first 70% of actions in each user’s sequence as the training set and use
the next 10% of actions as the validation set to search the optimal hyperparameter settings
for all models. The remaining 20% actions in each user’s sequence are used as the test set
for evaluating a model’s performance.

Evaluation protocol. As in [72, 103, 25, 71], three different evaluation metrics used
are Precision@n (Prec@n), nDCG@n, and Mean Average Precision (MAP). We set n ∈
{3, 5, 10}, as recommendations are top positions of rank lists are more important. To mea-
sure the online inference efficiency, we count the number of parameters in each model and
report the wall time for making a recommendation list to every user based on her/his last 5
actions in the training data set. While training models efficiently is also important, training
is done offline before the recommendation phase starts, and our focus is the online inference
efficiency where the user is waiting for the responses from the system.

Teacher/Student models. We apply the proposed ranking distillation to two sequential
recommendation models that have been shown to have strong performances:

• Fossil. Factorized Sequential Prediction with Item Similarity ModeLs (Fossil) [37]
models sequential patterns and user preferences by fusing a similarity model with
latent factor model. It uses a pair-wise ranking loss.

• Caser. ConvolutionAl Sequence Embedding Recommendation model (Caser in Chap-
ter 3) incorporates the Convolutional Neural Network and latent factor model to learn
sequential patterns as well as user preferences. It uses a point-wise ranking loss.

To apply ranking distillation, we adopt as many parameters as possible for the teacher
model to achieve a good performance on each data set. These well-trained teacher models
are denoted by Fossil-T and Caser-T. We then use these models to teach smaller student
models denoted by Fossil-RD and Caser-RD by minimizing the ranking distillation loss
in Eqn (5.4). The model sizes of the student models are gradually increased until the models
reach a comparable performance to their teachers. Fossil-S andCaser-S denote the student
models trained with only ranking loss, i.e., without the help from the teacher. Note that the
increasing in model sizes is achieved by using larger dimensions for embeddings, without
any changes to the model structure.

5.4.2 Overall Performances

The results of each method are summarized in Table 5.2. We also included three non-
sequential recommendation baselines: the popularity (in all users’ sequences) based item
recommendation (POP), the item based Collaborative Filtering5 (ItemCF) [82], and the

5We use Jaccard similarity measure and set the number of nearest neighbor to 20.
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Table 5.2: Performance comparison. (1) The performance of the models with ranking dis-
tillation, Fossil-RD and Caser-RD, always has statistically significant improvements over
the student-only models, Fossil-S and Caser-S. (2) The performance of the models with
ranking distillation, Fossil-RD and Caser-RD, has no significant degradation from that of
the teacher models, Fossil-T and Caser-T. We use the one-tail t-test with significance level
at 0.05.

Gowalla
Model Prec@3 Prec@5 Prec@10 nDCG@3 nDCG@5 nDCG@10 MAP

Fossil-T 0.1299 0.1062 0.0791 0.1429 0.1270 0.1140 0.0866
Fossil-RD 0.1355 0.1096 0.0808 0.1490 0.1314 0.1172 0.0874
Fossil-S 0.1217 0.0995 0.0739 0.1335 0.1185 0.1060 0.0792

Caser-T 0.1408 0.1149 0.0856 0.1546 0.1376 0.1251 0.0958
Caser-RD 0.1458 0.1183 0.0878 0.1603 0.1423 0.1283 0.0969
Caser-S 0.1333 0.1094 0.0818 0.1456 0.1304 0.1188 0.0919

POP 0.0341 0.0362 0.0281 0.0517 0.0386 0.0344 0.0229
ItemCF 0.0686 0.0610 0.0503 0.0717 0.0675 0.0640 0.0622
BPR 0.1204 0.0983 0.0726 0.1301 0.1155 0.1037 0.0767

Foursquare
Model Prec@3 Prec@5 Prec@10 nDCG@3 nDCG@5 nDCG@10 MAP

Fossil-T 0.0859 0.0630 0.0420 0.1182 0.1085 0.1011 0.0891
Fossil-RD 0.0877 0.0648 0.0430 0.1203 0.1102 0.1023 0.0901
Fossil-S 0.0766 0.0556 0.0355 0.1079 0.0985 0.0911 0.0780

Caser-T 0.0860 0.0650 0.0438 0.1182 0.1105 0.1041 0.0941
Caser-RD 0.0923 0.0671 0.0444 0.1261 0.1155 0.1076 0.0952
Caser-S 0.0830 0.0621 0.0413 0.1134 0.1051 0.0986 0.0874

POP 0.0702 0.0477 0.0304 0.0845 0.0760 0.0706 0.0636
ItemCF 0.0248 0.0221 0.0187 0.0282 0.0270 0.0260 0.0304
BPR 0.0744 0.0543 0.0348 0.0949 0.0871 0.0807 0.0719

Bayesian personalized ranking (BPR) [77]. Clearly, the performance of these non-sequential
baselines is worse than that of the sequential recommenders, i.e., Fossil and Caser.

The teacher models, i.e., Fossil-T and Caser-T, have a better performance than the
student-only models, i.e., Fossil-S and Caser-S, indicating that a larger model size provides
more flexibility to fit the complex data with more predictive power. The effectiveness of
ranking distillation is manifested by the significantly better performance of Fossil-RD and
Caser-RD compared to Fossil-S and Caser-S, and by the similar performance of Fossil-RD
and Caser-RD compared to Fossil-T and Caser-T. In other words, thanks to the knowledge
transfer of ranking distillation, we are able to learn a student model that has fewer pa-
rameters but similar performance as the teacher model. Surprisingly, student models with
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Table 5.3: Model compactness and online inference efficiency. Time (seconds) indicates the
wall time used for generating a recommendation list for every user. Ratio is the student
model’s parameter size relative to the teacher model’s parameter size.

Datasets Model Time Time #Params Ratio(CPU) (GPU)

Gowalla

Fossil-T 9.32s 3.72s 1.48M 100%
Fossil-RD 4.99s 2.11s 0.64M 43.2%
Caser-T 38.58s 4.52s 5.58M 100%
Caser-RD 18.63s 2.99s 2.79M 50.0%

Foursquare

Fossil-T 6.35s 2.47s 1.01M 100%
Fossil-RD 3.86s 2.01s 0.54M 53.5%
Caser-T 23.89s 2.95s 4.06M 100%
Caser-RD 11.65s 1.96s 1.64M 40.4%

ranking distillation often have even better performance than their teachers. This finding is
consistent with [54] and we will explain possible reasons in Section 5.4.3.

The online inference efficiency is measured by the model size ( number of model param-
eters) and is shown in Table 5.3. Note that Fossil-S and Caser-S have the same model size
as Fossil-RD and Caser-RD. All inferences were implemented using PyTorch with CUDA
from GTX1070 GPU and Intel i7-6700K CPU. Fossil-RD and Caser-RD nearly half down
the model size compared to their teacher models, Fossil-T and Caser-T. This reduction in
model size is translated into a similar reduction in online inference time. In many practical
applications, the data set is much larger than the data sets considered here in terms of
the numbers of users and items; for example, Youtube could have 30 million active users
per day and 1.3 billion of items6. For such large data sets, online inference could be more
time-consuming and the reduction in model size has more privileges. Also, for models that
are much more complicated than Fossil and Caser, the reduction in model size could yield
a larger reduction in online inference time than reported here.

In conclusion, the findings in Table 5.2 and 5.3 together confirm that ranking distillation
helps generate compact models with no or little compromise on effectiveness, and these
advantages are independent of the choices of models.

5.4.3 Effects of Model Size and Distillation Loss

In this experiment, we study the impact of model size on the student model’s perfor-
mance (i.e., MAP). We consider only Caser because the results for Fossil are similar. Fig-
ure 5.5a shows the results. Caser-S and Caser-RD perform better when the model size goes

6https://fortunelords.com/youtube-statistics
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Figure 5.5: Mean average precision vs. (a) model size and (b) the choice of distillation loss.

up, but there is always a gap. Caser-RD reaches a similar performance to its teacher with
the medium model size, which is about 50% of the teacher model size.

Figure 5.5b shows the impact of ranking distillation on the student model’s MAP iter-
ation by iteration. We compare four models: Case-S, Caser-T, Caser-RD, and Caser-S-RD.
The last model minimizes ranking loss during the first 30 iterations and adds distillation
loss after that. Caser-RD outperforms Caser-S all the time. Caser-S reaches its limit after
50 iterations on Gowalla and 70 iterations on Foursquare. Caser-S-RD performs similarly
to Caser-S during the first 30 iterations, but catches up with the Caser-RD at the end, indi-
cating the impressive effectiveness of ranking distillation. Caser-T performs well at first but
tends to get overfitted after about 60 iterations due to its large model size and the sparse rec-
ommendation data sets. In contrast, Caser-RD and Caser-S-RD, which have smaller model
sizes, are more robust to overfitting issue, though their training is partially supervised by
the teacher. This finding reveals another advantage of ranking distillation.
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Figure 5.6 shows the MAP for various balancing parameter α to explore models’ per-
formance when balancing ranking loss and distillation loss. For Gowalla data, the best
performance is achieved when α is around 0.5. But for Foursquare data, the best perfor-
mance is achieved when α is around 0.3, indicating too much concentrate on distillation loss
leads to a bad performance. On both data sets, either discarding ranking loss or discarding
distillation loss gives poor results.

0 0.2 0.4 0.6 0.8 1

0.08

0.085

0.09

0.095

0.1

M
e

a
n

 A
v

e
ra

g
e

 P
re

c
is

io
n

(a) Gowalla

0 0.2 0.4 0.6 0.8 1

0.08

0.085

0.09

0.095

0.1

M
e

a
n

 A
v

e
ra

g
e

 P
re

c
is

io
n

(b) Foursquare

Figure 5.6: MAP vs. balancing parameter α

5.4.4 Effects of Weighting Schemes

Table 5.4 shows the effects of the proposed weighting schemes in our ranking distillation.
For the weight wr for r-th document in the teacher’s top-K ranking, we used the equal
weight (wr = 1/K) as the baseline and considered the weighting by position importance
(wr = war ), the weighting by ranking discrepancy (wr = wbr), and the hybrid weighting
(wr ∝ war ·wbr). The equal weight performs the worst. The position importance weighting is
much better, suggesting that within the teacher’s top-K ranking, documents at top positions
are more related to the positive ground truth. The ranking discrepancy weighting only
doesn’t give impressive results, but when used with the position importance weighting, the
hybrid weighting yields the best results on both data sets.

5.5 Conclusion

The proposed ranking distillation enables generating compact ranking models for better
online inference efficiency without scarifying the ranking performance. The idea is training a
teacher model with more parameters to teach a student model with fewer parameters to rank
unlabeled documents. While the student model is compact, its training benefits from the
extra supervision of the teacher, in addition to the usual ground truth from the training data,
making the student model comparable with the teacher model in the ranking performance.
This paper focused on several key issues of ranking distillation, i.e., the problem formulation,
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Table 5.4: Performance of Caser-RD with different choices of weighting scheme on two data
sets.

Datasets Weighting P@10 nDCG@10 MAP

Gowalla

wr = 1/K 0.0843 0.1198 0.0925
wr = war 0.0850 0.1230 0.0945
wr = wbr 0.0851 0.1227 0.0937
hybrid 0.0878 0.1283 0.0969

Foursquare

wr = 1/K 0.0424 0.1046 0.0914
wr = war 0.0423 0.1052 0.0929
wr = wbr 0.0429 0.1035 0.0912
hybrid 0.0444 0.1076 0.0952

the representation of teacher’s supervision, and the balance between the trust on the training
data and the trust on the teacher, and presented our solutions. The evaluation on real data
sets supported our claims.
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Chapter 6

Conclusion

6.1 Summary

Leveraging user action sequences helps us better understand users’ need in the near future.
Therefore, sequential recommendation takes a big step towards building a more precise
recommender system. Deep neural networks could be promising tools for solving sequen-
tial recommendation problem. Our research in this thesis targets several unique challenges
when modeling user action sequences with neural networks and proposes our solutions. In
particular, we make the following contributions to better utilize dependencies (patterns) in
user action sequences and make the resulting recommender efficient to use:

• In Chapter 3, we confirmed the existence of multi-form sequential patterns and investi-
gated how they can influence user’s future actions. We proposed Caser, a unified model
that uses convolutional filters with different shapes to capture sequential patterns in
different forms. Caser is flexible as it can generalize several existing methods and it
is one of the earliest attempts for using deep neural network to deal with sequential
recommendation problem.

• In Chapter 4, we examined the properties of sequential dependencies in YouTube
dataset where we have long user action sequences (length greater than 100). Based
on our findings, we proposed a multi-temporal-range mixture model, called M3, as
a tailored solution. M3 uses a combination of several sequence models to cater the
distinct needs from different parts of user sequence. Besides accuracy, it offers good
interpretability and can adapt to various recommendation scenarios.

• In Chapter 5, we pointed out the online efficiency issue caused by cumbersome neural
network models. The issue is extremely critical for sequential recommendation which
needs to quickly respond user requests in real-time. To mitigate this, we proposed
a ranking distillation (RD) method. RD is able to learn a recommendation model
with fewer parameters and good online inference efficiency but with its performance
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similar to a recommendation model with much more parameters. Though designed for
recommendation, the idea of RD can also be generalized to other ranking problems.

6.2 Future Directions

The work described in this thesis focuses on making sequential recommender systems more
precise and more affordable. For the same problem we studied, there are many other promis-
ing future ways to further improve recommendation precision and efficiency. To this end, I
summarize some of the intuitions in below.

Further improve recommendation precision by modeling seasonal patterns. Al-
though the sequential order is used in this dissertation for providing better recommendation,
there are more opportunities of exploiting the time information. Among this, modeling sea-
sonal patterns in user action sequences can be very useful but is overlooked by literature.
Most existing works do not explicitly discuss or model the following important seasonal pat-
terns. First of all, we have item-specific seasonal patterns. Such seasonality can be life-cycle
of a certain item or some overall trends for a particular item. For instance, TV’s life-cycle is
much longer than coffee. That’s why it is meaningless to recommend another TV after the
user has purchased a TV. On the other hand, if we know coffee is usually purchased in the
morning and usually consumed by people every day, we can use this information to provide
better user experiences for repetitive consumption [12]. Besides, we may also have person-
alized seasonal patterns in dataset. For example, one may prefer to watch study videos
during day time and entertainment videos at night. That’s why the user may not prefer the
recommended entertainment videos at day time. This doesn’t mean our recommendation
is bad but not satisfactory to user’s need at that time. The personalized seasonal pattern
reflects the difference of certain person’s interest at different times.

Further reduce parameters in recommendation models. From model compression
perspective, it is known that above 90% of parameters of any recommendation models are
from user and item latent factors (embeddings). Therefore, to reduce model parameters
effectively, we should focus on compressing user and item embeddings. There are some
possible solutions along this line. Firstly, we could group similar users’ (or items’) embed-
dings by learning some representative embeddings. Vector quantization [35, 45] can be used
to achieve this purpose. Also, there’s a major limitation when using the same embedding
dimensionality for each user embedding. Instead, using smaller dimensionality to embed
cold-start users (users with few feedback) should be more reasonable, as these users didn’t
show many diverse interests. After these users left more feedback and more engaged into the
system, we can gradually increase their embeddings’ dimensionality. By using an adaptive
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embedding size, we could not only save a lot of model parameters but also regularize the
model in a proper way.

Beyond the problems discussed in this dissertation, there are also some meaningful directions
that are critical to the whole recommender system. Below I state them into details.

Investigating negative impacts of recommendation. During the past decade, most
works focused on developing more precise recommendation methods. However, recommender
system can also cause potential negative impacts to the system provider and to the users,
while they are certainly under-explored. To the system provider, due to the open nature of
recommender systems and their reliance on user contributed judgments [13], recommender
systems can be misused, attacked with malicious purposes [59]. Once this happens, the cred-
ibility of a recommender system will be largely affected, which could lead to a significant
economic loss. To this end, some research directions deserve more explorations, including
but not limited to: (1) Recommedation models’ vulnerability, (2) models’ reactions to differ-
ent types of attacks and (3) proper defensive strategies . To the users, people’s interactions
with recommendation systems cannot precisely reflex their original intentions [104]. What
even worse is the recommendations may change users’ consumption from what they aspire
to choose, since it has become the main user interface of some platforms (e.g., YouTube).
This could cause the filtering bubble problem [30], where user interests are narrowed by the
recommender system. Moreover, privacy of each user might be disclosed via recommender
system. More studies should be done to protect the system’s users. In all, we believe un-
derstanding the negative impacts of recommendation is crucial and is a promising direction
that needs more research.

Optimizing long-term user engagement metrics. In recommendation research, our
goal is to make recommendations that the user may have largest probabilities to interact
with. However, user interaction is not equal to user satisfaction, which is always revealed
by the long-term user engagement metrics (e.g., user’s time spent on the recommended
videos or the number of “likes” on the recommended videos). But this discrepancy also
brings opportunities to recommendation research. On the one hand, user satisfaction is
always measured by a combination of multiple user behaviors. Therefore, it requires more
attention to investigate how to effectively performing multi-objective optimization. On the
other hand, some of the engagement metrics are non-differentiable thus cannot be directly
optimized via Gradient Descent methods. To solve this, reinforcement learning [15] might
be a potential solution. Alternatively, we can devise some other surrogate metrics to align
with the non-differentiable user engagement metrics [32].
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Recommendation for multi-stakeholders One of the most essential aspects of any
recommender system is personalization. That is, we develop methods to suit the user’s
interests. However, in many real-world applications, there are other stakeholders whose
needs and interests should be taken into account. In multi-sided online platforms, such
as YouTube, aside from content consumers (users) there are also content providers whose
needs should be considered. Maximization of a combination of different objectives that
simultaneously satisfy multi-stakeholders is a critical but challenging problem. Especially
when there are conflicting goals from different parties, the recommender system will need to
balance the interests of different parties. In this way, maybe game theory is a good solution.
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