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Abstract 

The ability to classify skin color based on images from bare skin is highly sought after in various 

industries and professions, including dermatology, cosmetics, skincare products, laser-based 

therapies, etc. The focus of the present research work is on designing an algorithm capable of 

classifying images of various skin colors utilizing the Fitzpatrick and cosmetic brand skin color 

scales. The images are taken from a skin area by any camera, including a smartphone camera.  

In this study, two different methods are employed to classify a query image into a set of reference 

images. Both methods introduced here are among the most commonly used approaches for 

comparing two image histograms and defining a Difference Index (DI). The application of the 

proposed algorithms is not limited to the classification of skin colors. These algorithms can be 

applied in painting industry for building interiors, developing apps for assisting people who are 

color-blind, etc. 

 

Keywords: Skin color, Image classification, Histogram matching. 
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Chapter 1. Introduction  

The Skin, comprising almost 16% of the body mass, is considered as the largest organ 

[1]. Human skin exists in a wide range of various colors, ranging from white to brown to black. 

This is due to the presence of a chemically inert pigment called melanin, which is produced deep 

inside the skin but is shown as a mosaic at the surface of the body. Melanin is therefore 

responsible for the most striking polymorphic traits of humans and for the most obvious and 

thoroughly discussed aspect of human geographical variability: skin color. Besides its role in 

defining ethnicity, melanin plays an essential role in defending the body against harmful Ultra 

Violet (UV) rays and other environmental challenges. From a clinical perspective, insufficient 

protection from sunlight has a major impact on human health. It is quite impossible to completely 

avoid the UV radiations as the sun is an inevitable part of our life. It is shown that more melanin 

means higher skin protection [2]. 

Dermatology is one of the branches of medical science which deals with diagnosis and 

treatment of skin disorders. Most dermatological diseases are due to environmental factors such 

as temperature, sunlight, humidity, etc. Skin color is one of the most important features which is 

used by health care professionals in dermatology for diagnosing different diseases or injuries, 

where the overall skin health is linked to oxygenation, tissue perfusion, nutritional status, and 

injury [3]. Clinicians make decisions based on changes in skin color. They evaluate pressure 

points for early signs of skin breakdown and assess existing wounds for color changes that might 

indicate healing, worsening, or infection [1], [4].    

1.1. Background and Overview 

Considering the significance of skin color, understanding its concept, and the available 

scales for classifying, it plays a key role in preventing many skin disorders [5], [6]. 

1.1.1. Color 

Light is made up of different wavelengths; each is representing a particular color. The 

colors we see in visible light are reflected by (or transmitted through) objects and have a particular 

wavelength, ranging from 400 nm (violet) to 700 nm (red), which is captured by the eyes and is 

interpreted by the brain as a specified color. Different objects have different colors because of 
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their capacity to absorb or reflect certain wavelengths. The retina is the key sensory system in 

the eye, allowing our brain to distinguish different colors. Colors have three properties: hue, 

brightness, and saturation, as defined below [7]:  

Hue- The hue of a color refers to what is frequently known as “color”. For instance, all 

red colors have a similar hue value, whether they are light, dark, or intense.  

Saturation- The saturation of a color refers to the purity or intensity of the color. When 

a color is fully saturated, it is deep and brilliant. Accordingly, by decreasing the saturation, the 

color gets paled until it finally turns to neutral. The “grayness” will increase by lowering the 

saturation and also the color will be more washed out. 

Brightness- The level of darkness or lightness of a color is identified by its brightness. 

Zero brightness in any color means black, regardless of its hue or saturation. Brightness ranges 

from 0-100%.  

1.1.2. Impact of Radiations on Skin 

There are many types of electromagnetic radiations that are used in various therapies and 

treatments. Solar radiation that reaches the earth’s surface is primarily non-ionizing (UV, visible 

light, and infrared radiations). Radio waves have large wavelengths but low frequencies and 

energy, whereas gamma rays have small wavelengths but high energy level. The radiofrequency 

energy is applied in different therapeutic and cosmetic approaches. Infrared radiation is used as 

a skin treatment purpose in dermatology. Despite the therapeutic application of these radiations, 

several skin damages have been reported [8].  

Skin complexion is one of the most significant determinants of radiation sensitivity and 

skin cancer risk. It has been proven that categorization of skin color into pre-defined scales helps 

dermatologists to prevent skin-related disorders [9]. Human skin is categorized into six classes 

by Fitzpatrick’s Scale. This Scale has been widely used for estimating skin sensitivity to UV, 

psoralen, and ultraviolet A (PUVA), and laser treatment doses [10], [11], [12]. Skin color 

classification would be helpful in these treatment processes.  
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1.1.3. Skin Color Measures 

The appearance of human skin is a major parameter in both clinical studies and cosmetic 

industry. Skin color can be used to explore the susceptibility to the development of skin cancer 

[13], [14]. Changes in skin color have been used as a measure to characterize erythema [15], 

[16]. Monitoring the skin color variations is a significant clinical basis for the diagnosis of 

cutaneous malignant melanoma and benign nevi [21].  

Skin color scales have been widely used in assessing the color of skin. There are three 

well-known skin color scales used in the industry and academia: Felix von Luschan, Fitzpatrick, 

and New Immigrant Survey (NIS). These scales are described in detail in the following 

subsections.  

The best facial structure can look unbalanced by a flawed skin type. Foundations have 

been a popular solution to address this problem so far. Every cosmetic brand owns a specific skin 

shade palette for their foundation products. Finding a perfect foundation match is one of the 

greatest challenges in the beauty world. Since this study aims to provide a solution to find the 

best match for any skin type based on the image of the skin, a cosmetic brand skin palette has 

been chosen to apply in this study. The palette is presented in the following subsections. 

 

1.1.3.1. Felix. Von Luschan Scale 

In the late 1880s, German anthropologist Felix von Luschan proposed a new skin color 

scale that would allow for classification of skin color data. This scale became known as Felix von 

Luschan’s Chromatic scale, which is composed of a set of 36 colored glass tiles. This scale 

became the standard technological system for skin color data for the field study of anthropology 

until the 1950s [18]. The colors in this scale are reproduced in Figure 1.1. 
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Figure 1.1: Felix von Lunchan skin color scale [18]. 

 

1.1.3.2. Fitzpatrick Scale 

In 1975, Thomas B. Fitzpatrick was the first researcher to develop skin scale to assess 

human skin color and sun exposure reactions in terms of burning and tanning. It has been proven 

that the Fitzpatrick skin scale has remarkable diagnostic and salutary significance [19].  

Previously, the Fitzpatrick scale classified skin into three types, based on his research on 

the effect of sunscreen on the tanning or burning of the skin [20]. He distributed skin responses 

of fair-skinned Australians who participated in his study of midday sun exposure into three main 

sun reactive categories [6].  

• Skin phototype I: those who burn easily and do not tan at all 

• Skin phototype II: those who burn easily and tan with difficulty (freckled and often 

red-haired individuals)  

• Skin phototype III: those who burn moderately, had immediate pigment darkening 

reactions, and tan moderately after about 60 minutes of midday sun exposure.  

Fitzpatrick’s original skin scale I, II, and III became well accepted and were adopted in 

dermatology for phototherapy of skin diseases. In 1972, the US FDA adopted this classification 

for the evaluation of sun protection factor (SPF) values of sunscreens [6].  
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Through the numerical classifications of human skin types, an individual’s UV tolerance 

level [21] may be assessed. The Fitzpatrick skin Scale help physicians to recognize a person’s 

risk of getting sunburn and, by extension, the risk of contracting skin cancer [19].  

The current Fitzpatrick skin type classification [20] specifies six different skin colors. The 

range of Fitzpatrick scale starts from very fair (skin type I) to very dark (skin type VI) depending 

on if the patient burns or tans at the first average sun exposure. Figure 1.2 shows the range of 

colors for human skin as described by Fitzpatrick scale. Table 1.1 shows detailed skin 

classification by Fitzpatrick scale. 

 

 

Figure 1.2 Range of colors by the Fitzpatrick scale 
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Table 1.1: Detailed Fitzpatrick skin scale 

Skin 

phototype 
Typical Features Tanning ability 

I 
Pale white skin, blue/hazel eyes, 

blond/red hair 
Always burns does not tan 

II Fair skin, blue eyes Burns easily, tans poorly 

III Darker white skin Tans after the initial burn 

IV Light brown skin Burns minimally, tans easily 

V Brown skin Rarely burns, tans darkly easily 

VI Dark brown or black skin Never burns, tan darkly 

 
 

 

 

1.1.3.3. NIS Scale 

The New Immigrant Survey (NIS) measures skin color, based on an idea originally 

developed by Massey, Charles, Lundy, and Fischer [22]. This scale is an eleven-point scale, 

ranging from zero to 10. Zero shows the total absence of color, and ten shows the darkest skin. 

The range of skin color corresponding to the ranges 1 to 10 on the Massey and Martin Skin Color 

Scale are represented in a chart, with each point demonstrated by a hand of identical form but 

differing in color. The Scale was constructed with assistance from a graphic designer [23]. Figure 

1.3shows the NIS skin chart. 

 

Figure 1.3: Range of skin color by NIS chart 
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1.1.3.4. Dior Foundation skin Palette 

Skin color palettes provide customers the available skin shade foundations to select the 

best match for their skin type. Among the cosmetic brands, the Christian Dior brand [24] is 

selected to be implemented in this study. This brand provides a high number of skin shades for 

its foundation products which meet the requirements of our study. The twelve shades set for skin 

foundation by Dior brand is demonstrated in Figure 1.4. 

 

    

    

    

Figure 1.4: Twelve shades of Dior skin palette 

 

1.2. Current Technologies for Skin Color Classification 

Skin reflectance spectrophotometer was developed for detection of color variations in 

dermatological disorders [25].  Diffuse reflectance spectroscopy (DRS), as a non-invasive 

method, is considered to be the standard for objective quantitative measurement of skin color. It 
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has been tested in the cosmetics industry as well as by scientists investigating ultraviolet ray 

exposure to the skin. 

The investigator uses the instrument to illuminate the area of interest by a direct light with 

specific wavelengths. Then, the wavelength(s) and intensity of light reflected from the skin back 

to the instrument’s sensors are measured to identify the color. DRS records reflectance values 

from colored surfaces and provides instrument operators with color measurements [1], [26]. 

1.2.1. Challenges in Reflectance Spectrophotometer 

Alternations of tissue thickness, composition, surface structure, texture, and vascularity, 

as well as the concentration and distribution of chromophores in the interested surface, may all 

contribute to the optical properties of the substance. At this moment, these factors can directly 

affect the outcome of reflectance spectrometer. 

 Besides, the final cost of this device in the market is too expensive. Spectrophotometers 

vary in cost from approximately $5,000 to $15,000 US per unit, depending on model capabilities, 

with further costs depending on the software, accessory hardware, or warranty/service plan [1], 

[26]. On the contrary, classification of human skin color based on the image of the areas of interest 

is totally free of charge.  

1.3. Motivations for the research 

Radiation exposure may cause severe skin changes that significantly interfere with a 

person’s quality of life [27]. Detection of skin color will help dermatologists and medical 

practitioners to assess skin type and diagnose possible skin damages caused by radiotherapy or 

other laser treatments. 

Color assessment methods may be categorized as either subjective or objective. 

Subjective assessment is based on an individual’s interpretation of stimuli, while objective 

measurements are based strictly on the phenomenon of interest and not subject to judgment or 

bias. In the past, most skin color assessment has been performed subjectively through the use of 

visual inspection, comparative color tiles or laminated color cards, written skin-typing guidelines 

for comparative classification, or by way of qualitative visual estimation by individuals who have 

received varying levels of training [28], [29]. The accuracy of these subjective measures for the 
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assessment of skin color could be considered uncertain at best, and the repeatability is dependent 

on a combination of factors, including ease of scale use, degree of rater training, and physical 

influences. Using an objective method which can detect the color of skin (or any other area) will 

provide the real color of the area regardless of any interpretation for the color detection. 

Our study focuses on designing a technique to classify various skin colors into pre-defined 

categories. Handheld devices made particularly for this purpose will require efficient and robust 

algorithms in order to classify skin color in real-time.  

The machine learning algorithms could be a good way to apply on this thesis to classify 

the skin images, however there were not available labeled image data set for any of the 

implemented skin scales of this study. Hence, we aimed to meet the goal of this research based 

on algorithms which are accurate enough and don’t need any data set. 

 

1.4. Research Objectives 

The primary goal of this study is to categorize human skin color in a desired set of colors. 

The Fitzpatrick scale [9] and a color palette from Dior [23], a cosmetic brand, were selected as 

the pre-defined reference categories in this study. The main challenge, considering an 

unsupervised system application, was the lack of available dataset for this study in this study.  

Images of skin colors are unique in the sense that most of the pixels pertain to one color, 

and there are not spatial variations that can assist in defining a feature. As such, many of the 

available image recognition algorithms that rely on spatial-dependent features cannot be directly 

applied to this problem. In this study, two different methods are employed to classify a query 

image into a set of reference scales. The first method is the modified color histogram matching 

(MCHM). This method is independent of the spatial distribution of pixels in an image and is 

perfectly suitable for analysis on skin color images. The modifications proposed in this research 

to the conventional histogram matching method are based on the premise that the reference 

images are monotone-color. Using the MCHM method, the calculated difference indices (DIs) are 

more meaningful and show the similarities/differences. DI is the factor for assessing the difference 

between two images. The second method is based on the Euclidean distance (ED) between a 

query image and the reference images. ED is a simple and straight-forward method to measure 
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the distance between two vectors. This method is robust and depends on the spatial distribution 

of pixels. Both methods introduced here are among the most commonly used approaches for 

comparing two images and defining a DI. 

In order to validate the introduced methods, a set of query images is created by 

systematically perturbing the reference images. The level of perturbation is controlled in a way 

that the resulting image is sufficiently similar to the original reference image. This way, the correct 

classification result would be known, and the success rate of the introduced methods can be 

readily examined. Also, the introduced algorithms are applied to real skin images obtained from 

an online resource [30]. One challenge for the algorithms is to differentiate between closely similar 

skin colors which human eye may not be capable of detecting. This was observed in the real data 

set, and both algorithms successfully handled the challenge.  

 

1.5. Accomplishments 

The proposed algorithms have been successfully tested on both a well-formed validation 

set and real skin images. The tests are done based on selected reference images. Fitzpatrick 

scale and a set of twelve images from Dior cosmetic palette are selected as the reference images 

in this study.  

The required validation set for this study is created by perturbing the selected reference 

images. The success rate of each algorithm can be determined by comparing the two sets of 

images (perturbed reference images and original reference images). Both MCHM and ED 

methods provided accurate results for the classification.  

The algorithms are also examined on real skin images in the second part of the study. 

These images are cropped from portrait images of different human races published in an online 

resource [30]. All images are classified based on pre-defined reference images. The results of 

the applied methods are highly matched in either Fitzpatrick scale or Dior cosmetic palette.  
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Chapter 2. General Study of Image Classification Methodologies 

2.1. Introduction 

This chapter focuses on the main features that contribute to the comparison of images. 

Color space selection, color histogram matching methods, image distance calculation are all 

among the features which play major role to compare a set of images.  

There are several color spaces available in color studies. Some of the most leading color 

spaces which are known in image processing and color analysis have been introduced in this 

chapter.  

Next, various approaches are introduced for comparing color histogram. Conventional 

Histogram Intersection (HI), Merged Palette Histogram Matching (MPHM) and Modified 

Histogram Matching method are all demonstrated in this section.  

Histogram-based image matching algorithms are spatially independent image retrieval 

techniques for measuring the similarity in image contents via their histograms between a query 

image and any images in the data-set. An image retrieval system is a computer system for 

browsing, searching, and retrieving images from a database of images. It has been shown that 

introduced image histogram matching algorithms have a restriction for monotone color images 

comparison. In this chapter, this constraint is presented, and its solution is provided by applying 

a similarity weight using Gaussian distribution on our monotone color image histograms.  

Calculation of the distance between two images is another approach to retrieve a color 

image from a set of reference images. This approach is spatial dependent where all the spatial 

features of the image content (shape, texture, etc.) directly affect the image retrieval result. The 

available methods are all covered in next section of this chapter. Due to the simplicity and high 

accuracy of Euclidean distance method, it is applied in this study to calculate the distance between 

the query image and a pre-defined reference image.  

The chosen algorithms for retrieving a query image from a set of reference images should 

be tested to validate their accuracy. Therefore, a validation set is required to confirm whether the 

algorithms act accurately. The required validation set is established by perturbing the reference 

images. This topic is illustrated in detail in the last section of this chapter.   
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2.2. Introduction to Color Spaces 

The most widely accepted model for color quantification was established by the 

Commission Internationale d’Eclairage in 1976 and is described as a color space or a three-

dimensional geometric model that represents color numerically. A color space is a specific 

arrangement of colors, which, in combination with physical device profiling, allows for the 

reproducible representation of colors in both digital and analog formats. While color is reproduced 

in another device, the color space validates the details for shadow, highlight or color saturation 

are fully preserved [31]. RGB, L*a*b* and HSV are three key color spaces which have a direct 

impact on color comparison studies. 

Considering the different conditions of the environment which the images are taken, we 

should think of applying such a color space that is capable of ignoring the noises as much as 

possible. To be more precise, the chosen color spaces must be able to carry the lowest amount 

of noise. Among the available color spaces, L*A*B* and HSV are the two most used color spaces 

which carry the minimum amount of noise.  

A comprehensive study was conducted in [32] between two L*A*B* and HSV color spaces. 

These two color spaces are the most commonly implemented in studies of the color image. Both 

color spaces are good enough at removing noises compared to the other available color spaces. 

However, the experimental results in this study demonstrate that neither HSV nor L*A*B* color 

spaces provide valid results for monotone color images [32]. 

2.2.1. RGB Color Space 

The visible light range is composed of electromagnetic wavelengths ranging from 400 to 

700 nm. Most display systems use three channels to render the color image, Red, Green, and 

Blue in RGB color spaces [33]. The RGB color cube has been demonstrated in Figure 2.1. 

Every pixel of an image assumes a certain color. There are many color spaces to represent 

the numerical values of the colors. RGB color space shows the color of each pixel based on three 

different colors, Red, Green and Blue. The intensity of these colors is shown with integer numbers 

starting from 0 to 255. Figure 2.2 shows these colors and their intensity. 
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Figure 2.1: RGB Color cube. 

 

 

 

 
 

Figure 2.2: RGB color and their corresponding intensity 

 

 

R

0-255

G

0-255

B

0-255



 14 

As images can be represented in matrices, every image is comprised of three different 

matrices for Red, Green and Blue colors. For an image in RGB color space: 

 

Rm*n=[
r1 ⋯ rn 

⋮ ⋱ ⋮
rm ⋯ rm*n 

]          Gm*n=[
G1 ⋯ Gn 

⋮ ⋱ ⋮
Gm ⋯ Gm*n

]            𝐵m*n = [
B1 ⋯ Bn 

⋮ ⋱ ⋮
Bm ⋯ Bm*n

] 

 

 

2.2.2. La* b* Color Space 

In the La* b* color space, Value L* represents lightness/darkness and extends from 0 

(black) to 100 (white). Value a* represents the redness/greenness axis; positive a* is red and 

negative a* is green. Value b* represents the yellowness/blueness axis; positive Everett et al. 499 

b* is yellow and negative b* is blue. There are no specific numerical limits for a* and b* [34], [35], 

[33]. The sphere model for La* b* space is shown in Figure 2.3. A sample image in La* b* and RGB 

color spaces are shown in Figure 2.4. 

 

 Figure 2.3: La* b* color model [36]. 
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(a) 

 

(b) 

Figure 2.4: A sample image in (a) RGB color space, (b) La* b* color space. 

  

2.2.3. HSV Color Space 

The HSV color space attempts to characterize colors according to their hue, saturation, 

and value (brightness) shown in Figure 2.5.  

This color space is based on a so-called hex-cone model which can be visualized as a 

prism with a hexagon on one end that tapers down to a single point at the other. The hexagonal 

face of the prism is derived by looking at the RGB cube centered on its white corner. A sample 

image in La* b* and RGB color spaces are shown in Figure 2.6. 
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Figure 2.5: HSV color model 

 

Figure 2.6: A sample image in (a) RGB color space, (b) HSV color space 

 

In general, image, retrieval can be done depending on several features, mainly, color, 

texture, and shape of the target image contents. Those techniques which are dependent on the 

texture and shape of the image contents are among spatial information-dependent methods. On 

the other hand, a color histogram does not depend on spatial information of image content. 

 

(a) 

 

(b) 



 17 

2.3. Image histogram matching techniques 

A color histogram is a vector representing the distribution of colors in an image. In digital 

imaging, histograms are graphs representing the number of pixels in an image, usually in the 

RGB color space. Images are set to have the same number of pixels before taking the histogram. 

Due to the simple computation and also exhibit attractive properties, color histograms are the 

most frequently used in image retrieval [37], [38], [39]. Color histograms do not carry information 

about the spatial features of given color pixels. Moreover, color histograms are resistant to 

modification in camera viewpoint. Since the only information which is stored in a color histogram 

is color, images with identical histograms can appear distinct [40], [41].  

Conventional Histogram Intersection (HI), Merged Palette Histogram Matching (MPHM) 

and Gaussian Weighted Histogram Intersection (GWHI) Methods are three popular histogram-

based image matching techniques which all are briefly discussed next. 

2.3.1. Conventional Histogram Intersection (HI) Method 

Histogram-based image matching algorithms try to measure the resemblance of image 

contents by their color histograms between a query image and images from the data set 

(reference images), to categorize or retrieve images. Histogram intersection (HI), proposed by 

Swain and Ballard [42], [43], is a direct and simple technique to compute the matching level 

between two color histograms.  

Suppose, the color histograms of a query image and the color histogram of a reference 

image are HM and HR respectively, which each of them has n bins. Intersection HI of two 

histograms is defined in [43] as:  

𝐻𝐼 =  ∑ min  (ℎ𝑀(𝑖), (ℎ𝑅(𝑖))

𝑛

𝑖=1

 Eq.4 

The subscripts “M” and “R” shows the “model” and “Reference” respectively. The values for both 

HM and HR are normalized as: 

∑ ℎ𝑀(𝑖) = 1𝑛
𝑖=1 ,     ∑ ℎ𝑅(𝑖) = 1𝑛

𝑖=1               Eq.5 
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The consequent fractional matching value between 0 and 1 is the proportion of pixels from 

the query image that have corresponding pixels of the same color in the reference image. A higher 

histogram matching level illustrates a greater resemblance between the query image and the 

reference image.  

 

2.3.1.1. Limitations of Conventional HI Algorithms 

The conventional HI algorithm has an important limitation to compare different histograms. 

This method considers identical color matching, so corresponding pixels of identical colors can 

be compared and matched. Though, practically the colors in real images can be distorted both in 

the scene itself and in the image capturing process. Therefore, using HI algorithm will decay the 

similarity level significantly for images where their visual information is the same, but still, there is 

slight color variation. 

In  

Figure 2.7, three “pink” images are taken as an example to illustrate this problem. Three 

images are similar to eachother, however the “Query image 1” is more similar to “Reference 

image” that “Query image 2”. The reference image is a monotone color image where all pixels are 

(R,G,B) = (210,90,124).  The difference between two histograms are taken by absolute difference 

between the reference image the query image. It is seen that the “Reference image” is more 

similar to “Query image 1” rather than “Query Image 2”. However, the conventional histogram 

matching method gave the same amount of difference for the comparison between reference 

image and the two query images.  

2.3.2. Merged Palette Histogram Matching (MPHM) Method 

The conventional HI algorithm provides a straightforward and robust method to measure 

the similarity between two images. By such a way, the image matching problem is converted to a 

simple problem that, to what extent the histogram of the query image is similar to that of the 

reference image. However, as it stated section 2.3.1.1, this algorithm has a limitation which only 

works on corresponding pixels of identical colors.  
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To solve this problem, Wong and Cheung [44] introduced a merged palette histogram 

matching (MPHM) technique. The scope of their method is to expand the intersection from pixels 

of identical colors to pixels of similar colors. The intersection between the pixels of the two colors 

can be achieved, in case the distance between two colors is less than a given threshold.  

2.3.3. Modified Color Histogram Method 

Similar to (MPHM), Modified color histogram matching technique provides a solution for 

the limitation stated in section 2.3.1.1 for monotone color images’ classification. This method 

helps in extending the similarity and give specific weight to those histograms which are more 

similar to the reference image.  

To have a valid comparison, a Gaussian distribution should be assigned for the monotone 

color histogram, as shown in Figure 2.10. The Gaussian distribution is defined with a mean of 

values for R, G, and B of the monotone color histogram. So, it can be easily concluded that “Query 

Image 2” is the most similar sample to our reference image. The same example shown in Figure 

2.7 is again repeated by replacing the single bar histogram with a Gaussian distribution. The result 

for this example is demonstrated in Figure 2.8. Using the Modified Histogram matching method 

helped to identify the difference between two images. The result for absolute difference between 

the “Reference image” and “Query image 1” is equal to 1.8, whereas the result for absolute 

difference between the “Reference image” and “Query image 2” is equal to 1.95. Lower amount 

of difference shows a higher rate of similarity. Therefore, it is concluded that “Query image 1” is 

more similar to “Query image 2”. 
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Figure 2.7: An example for the problem with the conventional HI algorithm 
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Figure 2.8: The solution for the problem with the conventional HI algorithm, using 

Modified Histogram matching method 
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Figure 2.9: Two Query images histogram compared to a sample reference image 

 

  

Figure 2.10. Modified single bar histogram using Gaussian distribution 
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2.4. Distance measurements technique  

A central problem in image recognition and computer vision is determining the distance 

between images. Many efforts have been made to define image distances which provide 

intuitively reasonable results. In image analysis, a distance transform measures the distance of 

each object point from the nearest boundary [45]. In this section, commonly used distance 

measurement methods have been introduced briefly. 

The Euclidean distance is the straight-line distance between two pixels and is evaluated 

using the Euclidean norm. The city block distance metric measures the path between the pixels 

based on a four connected neighborhood and pixels whose edges touch are one unit apart and 

pixels diagonally touching are two units apart. The chessboard distance metric measures the path 

between the pixels based on an eight connected neighborhood. The quasi-Euclidean metric 

measures the total Euclidean distance along with a set of horizontal, vertical, and diagonal line 

segments. 

2.4.1. Euclidean distance  

The Euclidean distance is the distance between two points in Euclidean space. Euclidean 

distance algorithm computes the minimum distance between a column vector x and a collection 

of column vectors in the codebook (CB) matrix. A codebook is a type of document used for 

gathering and storing codes. Originally codebooks were often literally books, but today codebook 

is a byword for the complete record of a series of codes, regardless of physical format. 

In one dimension, the distance between two points, x1 and x2, on a line is simply the 

absolute value of the difference between the two points as Eq.6. 

√(𝑋2 − 𝑋1)2 =  |𝑋2 − 𝑋1| Eq.6 

 

In Euclidean space, the distance between two points, p, and q is defined as the square 

root of the sum of the squares of the differences between the corresponding coordinates of the 

points (Eq.7). Among all the image metrics, Euclidean distance is the most commonly used due 

to its simplicity. 
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𝑑(𝑎, 𝑏) = √(𝑝1 − 𝑞1)2 + (𝑝2 − 𝑞2)2 Eq.7 

Due to the simplicity and being straight-forward, Euclidean distance is selected as a spatial 

dependent method to calculate the distance between a query image and a set of reference 

images.  

 

2.4.2. City Block Distance 

Another popular measure is the Manhattan (or city block) distance, named so because it 

measures the distance in blocks between two points in an image. The value for the city block 

distance is always greater than or equal to zero. The measurement would be zero for identical 

points and high for points that show little similarity. The city- block distance measuring horizontal 

and vertical directions. 

The city block distance transform is a basic operation in computer vision, pattern 

recognition, and robotics. For instance, if the black pixels represent the target points, then dij tells 

us how far the point (i, j) is from these target points.  

𝑑𝑖𝑗 = ∑|𝑥𝑖𝑘 − 𝑥𝑖𝑗|

𝑛

𝑘=1

;   Eq.8  

2.4.3. Chess Board Distance 

The chessboard distance is a metric defined on a vector space where the distance 

between two vectors is the greatest of their differences along any coordinate dimension. In two 

dimensions, if the points P and Q have Cartesian coordinates (x1, y1) and (x2, y2) their chessboard 

distance is defined as:  

𝐷𝐶ℎ𝑒𝑠𝑠 = max (|𝑋2 − 𝑋1|, |𝑌2 − 𝑌1|) Eq.9 
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Danielsson (1980) asserted that both Manhattan and chessboard distance are rarely used [46].  

 

2.5. Validation Set 

Applying the proposed algorithms on a validation set helps to assess the success rate of 

the chosen methods. This validation set is created by applying a perturbance on pre-defined 

reference images. Precisely, Generalized Extreme Value Distribution (GEVD) method is utilized 

to make a skewness shape on histogram of the monotone color reference images. A simple 

comparison between the known perturbed validation set and the original reference images will 

provide the success rate for each of the applied algorithms.  

 

2.5.1. Generalized extreme value distribution 

Generalized Extreme Value Distribution (GEVD) provides a limiting distributions for 

maxima or minima (extreme values) of an identically independent random variable. Using the 

standardized variable which is the location parameter and is the scale parameter, the Probability 

Distribution Function (PDF) of the extreme value distribution is described as below [47]: 

 

1

𝜎
 𝑡(𝑥)𝜉+1𝑒−𝑡(𝑥) Eq.10 

Where: 

𝑡(𝑥) =  {
(1 + 𝜉 (

𝑥 − 𝜇

𝜎
))−1/𝜉               𝑖𝑓 𝜉 ≠ 0

𝑒−(𝑥−𝜇)/𝜎                                 𝑖𝑓 𝜉 ≠ 0
 

Eq.11 

𝜉 and 𝜇 are constant numbers. 

Probability Distribution Function of GEVD is shown in Figure 2.11. 
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Figure 2.11: PDF of the extreme value distribution 

Figure 2.11 shows a skewness for GEVD on whether left or right side. The reason for 

using this distribution is to create a perturbance to evaluate our algorithm’s limitations. The 

skewness in GEVD will cause an overlap between the reference image histogram and also the 

query image histogram. This will show the most similar reference image as the result for image 

retrieval. Applying this, also, will help us to examine how accurate our algorithm can act by 

increasing the amount of skewness in distribution of the reference image set. This parameter 

should be set in a way that it covers only one reference image histogram, otherwise there might 

be more than one result for the image retrieval. Consequently, we can achieve a success rate for 

each of our proposed algorithms. The results of the validation set application in chosen algorithms 

are demonstrated in chapter 3. 
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Chapter 3. Experimental Results for Skin Color Classification 

3.1. Introduction 

In this chapter, the methods studied in chapter 2 are applied on two sets of pre-defined 

reference sets to retrieve a query image from a set of reference images. The first method is the 

Euclidean distance studied in section 2.4.1. This spatial dependent algorithm compares the input 

image with a pre-defined set of reference images in RGB color space.  

 The second method uses the color histograms of query images and the pre-defined 

reference images. The histograms are then compared to measure the similarity between two sets 

of images the query image.   

The proposed algorithms have been implemented on two types of reference skin images. 

Each group of reference images shows different skin tone categories, which includes skin tones 

starting from light colors to darker tones.  

The first category of skin color reference images is created based on the Fitzpatrick Skin 

scale color codes. Fitzpatrick color codes have been provided in Table 3.1 [48]. The reason for 

selection of this scale among other introduced scales is the availability of the color codes. These 

color codes gave us the possibility of creating an exact color of the Fitzpatrick scale. Though, the 

other color scales which have been stated in chapter 1 do not have any reference color codes. 

The Second category was driven from a well-known cosmetic brand, Dior [24], which uses a skin 

tone palette with more colors of skin shades. This category comprises twelve colors of skin.  

In order to confirm the accuracy of our algorithms, two different sets of query images have 

been tested on proposed algorithms. The first set of query images have been reproduced from 

the original reference sets. This new set of query images have been created by applying a 

perturbation on the reference images using “Extreme Value Distribution” method. The second set 

of query images are from an online website which aims to collect different types of human skin 

races [30]. Different parts of the images such as face, neck, and shoulder are cropped from the 

portrait images to provide the required query images. 

 



 28 

All studies for image retrieval were conducted using RGB color space. HSV color space 

and La* b* color space have also been tested on our algorithms, however, due to the low accuracy 

of these color spaces for monotone color images, RGB color space has been chosen as a proper 

color space to apply on our algorithms.  

 

Table 3.1: Fitzpatrick Color Codes 

Color Type Color Code 

Class 1 Pale White U+1F3FA 

Class 2 White U+1F3FB 

Class 3 Cream White U+1F3FC 

Class 4 Moderate Brown U+1F3FD 

Class 5 Dark Brown U+1F3FE 

Class 6 Black U+1F3FF 

 

3.2. Validation Set Generation Using Extreme Value Distribution 

The Generalized Extreme Value Distribution was introduced in chapter 2, section 2.3. This 

method is used to create a set of perturbed query images from original reference images. These 

set of query images are used as the validation set for the proposed algorithms. The validation 

sets for both pre-defined data sets (Fitzpatrick scale and Dior skin color palette) are presented in 

this chapter. Both validation sets are tested in proposed algorithms, and the success rate is 

established separately for each algorithm. 

To be more accurate, the RGB values of the data set images are read by using the latest 

release of Photoshop software [49]. Next, the images are created based on their RGB values for 

further studies. 

 Common methods for image generation from a set of RGB histogram have the main 

drawback, which can highly impact the accuracy of the output images. The color histogram 

provides the information about the available color distribution of the given image, regardless of 

the information about location of each color pixel. The image creation based on RGB information 

gives a series of random images which includes skin-nonrelated color spectra in pixel size. This 
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feature has highly affected the quality of our implemented algorithms since the reference image 

sets are all made by their RGB information. In section 3.2.1, this obstacle is comprehensively 

introduced, including our proposed solution. 

3.2.1. Organized Image Creation Using RGB Color Histograms 

Images are created by using RGB color histograms information. A monotone color image 

can be generated by applying a combination of RGB values, which are randomly picked from 

color histograms. The order of selecting RGB values from color histograms is of utmost 

importance, because a random selection of RGB color values may provide some results which 

are not useful for a specific application. Below is an example which clearly illustrates the problem 

for the random selection of RGB values.  

Let us consider nine different points on RGB histograms separately. There are three points 

in Red color histogram as: (R1, R2, R3). Similarly, there are three points in Green and Blue color 

histograms as well: (G1, G2, G3) and (B1, B2, B3). Considering these values, there will be 84 

possible colors which can be produced by these nine values in the RGB histogram. Most of these 

colors contain pixels with various colors which are not in skin shades. A well-formed solution has 

been introduced to address this problem.  

A normal distribution with a mean value of zero and variance of 10 is defined                      

(𝜇 = 0, 𝜎 = 10). The random values for this distribution can be assumed as {x1, x2, x3, …, xn}. 

 In order to create color images with similar shades of skin colors, the mean value of 

reference color histograms will be sum up by the random values of generated normal distribution. 

Consequently, the new RGB histograms for point one will be as:  

RNew = (R1, R1 + x1, R1+ x2, R1+ x3, …, R1- xn) 

GNew =(G1, G1 + x1, G1+ x2, G1+ x3, …, G1- xn) 

BNew =(B1, B1 + x1, B1+ x2, B1+ x3, …, B1- xn) 

The new set of values for RGB colors are ready to create monotone color images which all are in 

shade of the skin color.  
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3.2.2. Application of GEVD on Fitzpatrick scale  

The GEVD has been applied to our first set of reference images which contains Fitzpatrick 

skin monotone color images. Results have been demonstrated in Figure 3.1 and Figure 3.3. The 

color histograms for the Fitzpatrick scale images are demonstrated in Figure 3.2.  

Based on what previously stated in part 2.3, GEVD technique has minimum and maximum 

extreme values, which limits the sample sizes. A minimum value of 𝜎 − 10 and a maximum value 

of 𝜎 + 30 has been applied on our distribution. Applying extreme values on image histograms 

should not impact the number of the pixels of the histogram. Therefore, the number of the pixels 

which are cut before 𝜎 − 10 and also after 𝜎 + 30, will be added to a number of pixels on the mean 

value.  

3.2.3. Application of GEVD on Dior Skin Color Palette   

In this section, GEVD has been applied to a skin color palette from Dior cosmetic 

products. The color histograms for the Dior skin palette are presented in Figure 3.5. The perturbed 

results for this set of reference images are shown in Figure 3.4 and Figure 3.6. Similar to 

Fitzpatrick reference validation set, GEVD has been created separately around each of the (R, 

G, B) color histograms with a skewness to the left side. The minimum value of 𝜎 − 10 and a 

maximum value of 𝜎 + 30 has also been applied on Dior skin color palette distribution. Also, 

number of removed pixels by extreme minimum and maximum limitations are already added to 

the number of pixels on mean value. 
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Figure 3.1: Perturbed Fitzpatrick scale 
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Figure 3.2: Color histograms for the Fitzpatrick scale reference  
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Figure 3.3: Perturbed reference image histograms for the Fitzpatrick scale. 
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Figure 3.4: Perturbed Dior skin palette 
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 Figure 3.5: Color histograms for Dior cosmetic palette reference images 
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Figure 3.6: Perturbed reference image histograms for Dior skin palette 
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3.3. Euclidean Distance Application for Image Retrieval 

As discussed in part 2.4.1, Euclidean distance between two points (p and q) is defined as 

the square root of the sum of the squares of the distance differences between the corresponding 

coordinates of the points (p, q). This method is considered as a spatial dependent technique to 

measure the difference between to images. In this research, “Euclidean distance” method can 

give us a straightforward solution for the color comparison because the images this study deals 

with are all monotone color.  

Perturbed data sets which had been generated by applying GEVD on both the Fitzpatrick 

scale and also Dior cosmetic palette are used in this part of the study. The validation sets are 

compared with the original image reference sets by using “Euclidean Distance” method to retrieve 

images from the original data set.  

The results are shown in  

Figure 3.7 and  

Figure 3.8. The horizontal axis shows each class of the Fitzpatrick scale and Dior skin 

palette, respectively, while, the vertical axis shows the rate of DI for both scales, respectively.  
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Figure 3.7. Fitzpatrick scale image retrieval, using “Euclidean distance” 
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Figure 3.8. Dior cosmetic palette image retrieval using “Euclidean distance” 

 

From the images above, it can be seen that all of the images perturbed by GEVD are 

perfectly retrieved in the Fitzpatrick scale and also Dior cosmetic scale. For example, image 

number one (shown in the blue color bar) which is the perturbed first-class reference image, is 

retrieved accurately in class one. The other five images are already classified correctly in their 

classes. At this moment, the success rate for this method will be %100. 
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3.4. Application of Color Histogram Matching for Image Retrieval 

As stated in section 2.3, a color histogram is a vector that each input keeps the number of 

pixels of a specific color in the image. Histogram-based image matching algorithms try to extract 

the maximum similarity of image contents by their color histograms. In this section, the data set 

which has been extracted in sections 3.2.2 and 3.2.3 are implemented in “Modified Histogram 

Matching” technique.  

 

3.4.1. The Fitzpatrick Image Retrieval Using Modified Color Histogram 
Matching 

The color histogram for Fitzpatrick skin reference images in RGB color space is shown in 

Figure 3.2. The color histogram for all images is only a single bar due to the monotone color 

images. The size of images (number of pixels) has been normalized to deal with the small 

numbers (real image sizes are 200 by 200 pixel). 

Figure 3.10, represents the Gaussian distribution histograms for Fitzpatrick scale 

reference images. As discussed in section 2.3.3, the distribution is made as a weight feature to 

measure the similarity around the reference images.  

The amount of variance (𝜎) in Gaussian distribution gives the most similarity for the image 

retrieval. However, assigning a high variance might lead to an overlap between more than two 

images. As a result, the query images might be categorized in more than one classes which will 

provide invalid results and will decay experiments’ success rate. Best on our trial and error 

experiments, the best value for (𝜎) has been set to 10 which provides the most accurate results. 

The experiments are done by using the perturbed query images established in section 3.2.2. 

Histogram matching method is done under two different cases:  

• Reference images with single bar histogram. 

• Reference images with Gaussian distribution histograms (Modified histogram 

matching method).  

Results for both cases are demonstrated in  
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Figure 3.10 and Figure 3.11. A simple comparison of the results shows that the Gaussian 

distribution causes a higher ID which ends with a higher difference between images. However, 

single bar histogram matching method gave results with a lower ID. As the optimized result is to 

have a high ID, histogram matching with Gaussian distribution is a decent technique to apply on 

image classifications.  

 

 

Figure 3.9. Gaussian distribution histograms for the Fitzpatrick scale reference images 
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Figure 3.10. The Fitzpatrick scale image retrieval using “single bar Image Histogram” 
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Figure 3.11. The Fitzpatrick scale image retrieval using “Modified histogram matching” 
method 
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3.4.2. Dior Palette Image Retrieval Using Modified Color Histogram 
Matching 

In this section, image retrieval for Dior skin palette images is done by applying the Modified 

Histogram Matching method. The required perturbed query images (validation set) are 

established as discussed in section 3.2.3 and the results are shown in Figure 3.4.  

Similar to the previous section, the experiments are done under two different cases:  

• Reference images with single bar histogram. 

• Reference images with Gaussian distribution histograms (Modified histogram 

matching method).  

Based on the results which are presented in  

Figure 3.13 and Figure 3.14, the same approach as the previous section can be concluded 

here as well. Modified Histogram Matching technique provided a higher ID for comparing the 

images. With a high ID images can be distinguished clearly and easily. 

In this section, also, there is a limitation for the value of the variance in the Gaussian 

distribution. Similar to the previous section, this value is assigned to 10 based on trial and error 

experiments. Applying for this number provides the most similar and most accurate classification 

results.  

 

 

 

 



 45 

 

Figure 3.12. Gaussian distribution histograms for Dior cosmetic palette reference image 
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Figure 3.13. Dior cosmetic palette image retrieval using “single bar Image Histogram” 
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Figure 3.14. Dior cosmetic palette image retrieval using “Modified Histogram Matching.” 

3.5. Application of Euclidean Distance and Modified Histogram 

matching methods on Real Skin Image-Set 

In this section of our study, real skin images are tested by the proposed algorithms. The 

real skin images are provided by an online resource which aims to collect the skin tones of the 

entire human race based on the Pantone Color Matching System [30]. Almost 300 different parts 

of the skin in these images are cropped and applied on both “Pixel-by-pixel” and “Modified 

histogram matching” methods. Results are presented in Table 3.2.  

Due to the high number of available query images, ten images have been selected 

randomly from the image set to demonstrate in this study. In this section, the Fitzpatrick scale 
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using “Modified histogram matching” and “Pixel-by-Pixel” algorithms. Moreover, a comparison has 

been made for the results to investigate if there would be any different output for the algorithms.  

Histogram Comparison

1 2 3 4 5 6 7 8 9 10 11 12
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4
Q1

Q2

Q3

Q4

Q5

Q6

Q7

Q8

Q9

Q10

Q11

Q12

D
if

fe
re

n
ce

 

Image Number 



 48 

Table 3.2: The Fitzpatrick real skin image classification Using “Pixel-by-pixel” algorithm 

      Ref 

Query 

Class 1

 

Class 2

 

Class 3

 

Class 4

 

Class 5

 

Class 6
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Table 3.3: Fitzpatrick real skin image classification using “Modified histogram matching.” 

      Ref 

Query 

Class 1

 

Class 2

 

Class 3

 

Class 4

 

Class 5

 

Class 6
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Table 3.4: Dior palette real skin image classification Using “Pixel-by-pixel” method 

Ref 

 

Query 

Clas
s1

 

Clas
s2

 

Clas
s3

 

Clas
s4

 

Clas
s5

 

Clas
s6

 

Clas
s7

 

Clas
s8

 

Clas
s9

 

Clas
s10

 

Clas
s11

 

Clas
s12
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Table 3.5: Real skin Dior palette classification using “Modified histogram matching”  

Ref 

 
Query 

Clas
s1

 

Clas
s2

 

Clas
s3

 

Clas
s4

 

Clas
s5

 

Clas
s6

 

Clas
s7

 

Clas
s8

 

Clas
s9

 

Clas
s10

 

Clas
s11

 

Clas
s12
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The results for experimental studies on real skin images shows a high-level matching for 

both “Modified Histogram matching” and “Pixel-by-pixel” algorithms. To investigate more about 

the success rate of these two methods, another study is done by using skin phantoms. Next part 

of the study tries to verify which algorithm acts better under conditions. 

 

3.6. Experimental Results on Skin Phantoms for Dior Skin Palette 

In this section, three different shades of Dior skin foundations from classes six, eight, and 

four are selected. The selected foundations are applied on a white paper to provide real skin color. 

Next, the images of these colors are taken by a phone camera, iPhone 7+, and applied in both 

“Modified Histogram matching” and “Pixel-by-pixel” algorithms. As shown in Figure 3.15, the 

“Pixel-by-pixel” algorithms have classified all three colors correctly however, the “Modified 

Histogram matching” algorithm has classified the third image as class two, while this image 

belongs to the class four.  

Next, a black spot which demonstrates any skin mole is applied on the color papers, as 

shown in Figure 3.16. Images are taken again by iPhone 7+ and tested by the algorithms. The 

“Pixel-by-pixel” algorithms provided accurate results for all three classes. The “Modified 

Histogram matching” algorithm classified images two and three in classes ten and five, however 

these images have been taken from classes eight and four, respectively. 
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Figure 3.15: Dior skin foundation shades classification based on the Dior palette 
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Figure 3.16: Modified Dior skin foundation shades classification based on the Dior 

palette 
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3.7. Conclusions 

In this chapter, the two main algorithms for color classification, “Pixel-by-Pixel” and 

“Modified Histogram Matching”, has been tested and verified. As demonstrated, this two 

algorithms are applied on two types of skin color reference images: The Fitzpatrick skin scale [9] 

and Dior skin Palette [23]. The validation set is created by perturbing reference image sets. 

Implementing two methods by two validation image sets, proves the accuracy of these methods. 

In the next sections, both algorithms are applied on real skin images which are cropped from the 

real portrait images [29]. Results for both Fitzpatrick skin scale and Dior skin palette are shown in 

section 3.5. A high matching results is achieved between two applied algorithms.  

To investigate more about the accuracy of these methods, three different color foundations 

from Dior skin Palette are purchased to simulate real skin colors based on the introduced 

reference set, Dior skin color palette. The experiments on simulated skin colors are done in two 

different parts, the first part is based on the simulated monotone skin color images and the second 

part is based on simulated skin images with a dark spot or a mole. From the results of 

classification in these two parts, we conclude that the “Modified Histogram matching” has a 

significant weakness in image retrieval applications for skin images specially skins with any dark 

spot or mole. Based on the simulated skin image classification results which are from a known 

color in Dior palette, different results obtained by using “Modified Histogram Matching” method.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 56 

Chapter 4. Conclusion & Future Works  

The purpose of this study is to develop an algorithm which can classify all types of colors 

into desired reference colors unaccompanied by a human. The algorithms applied in this study 

are not limited to skin shade images, as all types of color images with different reference images 

can be implemented using these algorithms. Several methods have been applied in this study to 

meet the objectives of this study. Due to the similarity of human skin shades, it has been hard to 

diagnose the color of skin and categorize it into specified reference colors. Thus, our study 

focused on human skin color detection and classification.  

Human skin color detection has always been needed to be classified using the naked eye, 

which makes it complicated in some applications. Color perception is an astonishingly 

complicated procedure which can be different between people due to some differences in any 

one of the areas in human eye biology. These differences are small compared to the number of 

various colors that human can see, but large enough to cause measurement error [50]. These 

differences are highly evident in human skin color, which is difficult to distinguish.  

Our study applied two different methods to classify human skin color images: “Pixel by 

Pixel” algorithm as a spatial dependent and “Modified Histogram Matching” algorithm as a spatial 

independent.  

“Pixel by Pixel” algorithm works based on the distance between two images. Several 

methods for measuring distance between images are introduced in chapter 2. Among the 

introduced techniques, “Euclidean distance” is chosen as the most straight-forward method for 

the classification approach of this study.  

“Modified Histogram Matching” algorithm is the second method which is proposed in this 

study. As stated in chapter 2, conventional histogram matching techniques have a chief drawback 

for images with monotone color. Comparing monotone color image histograms which are only 

single bars will give invalid results, as single bar histograms can hardly overlap to be classified in 

a same class. Therefore, “Modified Histogram Matching” provides a method to assign a Gaussian 

distribution to single bar histograms. Applying this will help to retrieve the most similar image 

among the adjacent histograms. 
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In chapter 3, both methods are tested on two different reference images: Fitzpatrick skin 

scale [9] and Dior skin palette [23]. To validate the proposed algorithms, a validation set is created 

based on perturbed reference images. Applying the validation set with known results on 

introduced algorithms, confirms the accuracy of their application. Following this, real skin images 

which are extracted from portrait images are tested in introduced algorithms. The results for these 

experiments are shown in section 3.4. 

 Further experiments are done on Dior skin palette, using three different color foundations 

of this brand. Three different color foundations are used to simulate skin color using a white 

monotone surface (a pure white paper). Images of the simulated skin are taken with a phone 

camera and tested by the algorithms. The experiments demonstrated that the “Pixel by Pixel” 

algorithm gives more reasonable results.  

Another experiment is done by using the simulated skin images with a similar skin mole. 

This experiment proves the accuracy of the “Pixel-by-Pixel” algorithm. Modified Histogram 

matching algorithm failed in this experiment. This method, classifies the simulated skin colors in 

the classes other than classes of the selected foundations. 

As developing proper hardware is one of the future goals of this study, the speed of running 

algorithms is highly important in real-time applications. Running speed is another weakness for 

“Modified Histogram matching” algorithm, as it runs slower compared to pixel by pixel algorithm. 

From the studies we have done in this thesis, “Pixel by Pixel” is chosen as the best algorithm for 

the future application. 

Development of a user-friendly software or phone application has been given more priority 

as a future study. The phone application should be capable of working with the phone camera 

and would be compatible with all operating systems. At this moment, it would be possible for 

everyone to download and install the app to their phone and use it for different application.  

Designing a camera which minimizes the effect of ambient light is highly notable for future 

applications. The hardware should be able to cancel any ambient light, so the algorithm works 

under a specified light. This will provide far more accurate results. 
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