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Abstract

In recent times, there has been a substantial interest in capitalizing on the abundance and
the ubiquity of mobile and personal technologies for their educational use. Even though use
of emerging technologies in education is associated with emerging educational practices,
their role in educational setting is still largely under-researched. This doctoral research
aims to bridge this gap in knowledge by understanding the learning habits and behaviours
of students using different devices (such as desktops, tablets, mobile) for learning.

Our first goal is to explore how mobile devices are used when regulating learning via learning
management systems (LMS) in the context of blended learning. To do so, we examine the
extent to which various technological modalities (including mobile devices, tablets, desk-
tops) are either used sequentially and/or simultaneously to influence the overall academic
performance and study habits at various learning activities. Next, with the intent of un-
derstanding associations between temporal patterns and modality preferences, our second
goal is to assess how learning takes place during different times of the day and on week-
days/weekends. Further, given the substantial differences between utility of each modality
for a learning activity, the fourth goal is to demonstrate how considering the modality for
learning actions can lead to improvement in predictive power of learning models generated
from student engagement data. Our fifth and final goal is to investigate whether preferences
for a modality evolve over time and, if so, analyze the role it plays in consistency of work
habits and student persistence in learning.

Each of these goals has been previously published or submitted for review to a peer-reviewed
journal/conference. The full texts of these studies are included in this cumulative format
dissertation. In each of these studies, the log data for analyzing the aforementioned research
questions was collected from undergraduate students at our university from courses that
followed a blended delivery format, utilizing the university’s learning management system
(LMS), Canvas, to support learning activities and students’ overall schoolwork. The overall
aim of this thesis is to extend current theoretical understanding of the way students move
between technological modalities, physical and temporal contexts and learning activities.
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Chapter 1

Thesis Summary

Research is what I’m doing when I don’t know what I’m doing.
- Wernher von Braun

The introduction of rapid technological advancements has changed the face of current
educational landscape and has created more educational opportunities for both instructors
and learners. Unlike traditional teaching methods in physical classrooms, tablets, smart
phones and other technological modalities1 are paving way for virtual or online learning
such that the interactions among learners and between learner and information have pro-
foundly changed [53]. These modalities offer a range of benefits such as supporting interac-
tive lessons, remote access to learning experiences, and promoting personalized individual
learning. Research also has evidence suggesting lectures made interactive by requiring stu-
dents to use their laptops or mobiles to vote on, ask, and discuss questions, led to increment
in most students’ engagement, attendance and preparation [101, 282].

An October 2011 article in The Economist posited that, with the number of PCs already
surpassing 1 billion in 2008, the number of mobile devices too would reach 10 billion in
2020 [68]. Notably, state-of-the-art progress has been made in the mobile learning field,
owing to the portability, interactivity and low costs compared with other electronic devices.
Mobile phones have carved a niche for themselves in the learning environment and paved
way for out-of-classroom learning, as a result of which we have witnessed a surge in the
number of extant mobile learning systems (MLS) such as LearnTracker [242], iTree [178],
and MeLOD [81]. From a theoretical perspective, review of trends in mobile learning studies

1In the remainder of this thesis, we refer to devices such as mobiles, desktops, tablets as technological
modalities to specify that their use is strictly for educational purposes (such as accessing educational soft-
wares, learning tutorial videos or an educational mobile app, and online tutoring) and distinguish it from
instances when they are used for other functions (such as social networking, text messaging or random
browsing).
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were found to be focused on discussions surrounding their acceptance by students based on
demographics, intention and ease of use measures [255, 153], assessing common student
activities performed by the learner using a mobile device [106, 272, 242, 237, 260], and
developing frameworks for designing and deploying mobile learning experiences in different
learning contexts [278, 157, 82, 140]. Though admittedly important studies, this digital
era stipulates the need for conducting similar research with respect to multi-device use in
learning environments to support and regulate learning.

Most educators do not take into account students’ use of multiple devices in the design,
facilitation or support of learning experiences [145]. This can be partly attributed to the
scarcity of research concerning the use of multiple devices for learning and the dominant
focus mainly on use of mobile technologies. Given that patterns and context of use differ
substantially when comparing stationary desktop technologies with personal handheld tech-
nologies [248, 146], it is imperative to gain basic understanding of characteristics of each
specific modality and conceptualize all aspects of the multi-device learning (in authentic
learning environments) to be as effective as possible in delivering the objectives.

This research is timely because although smartphones and internet access are near-
ubiquitous in universities, homes and commute, there is relatively little research which
reports in detail on the ways in which students actually use combination of these modalities
in their everyday learning and lives, and impact, if any, on their academic achievements.
Moreover, a generic trend across studies on multi-device use [145, 54] points to the use of
self-reported questionnaires as the most common data collection strategy, which although
cheap and convenient to administer, lacks reliability due to flawed introspective abilities
of participants. One way to address this issue is to make use of the vast amounts of data
available within online learning environments which are used for delivering learning material
and participating in learning activities, and that is the central idea of this thesis.

In this PhD thesis, we use trace data to investigate how learners adapt their use of mul-
tiple modalities, such as desktops, laptops, mobiles and tablets, to the learning context. We
assess learner’s log data derived from multiple modalities, while they engage in authentic
learning tasks such as online discussions and assignments, so as to provide insights into
the personal dimension of student learning. Through this thesis, we aim to provide a com-
prehensive view of learning habits and behaviours of student engagement using different
devices for learning and explore the pedagogical and technological implications that ensue,
to provide more effective support mechanisms for such students.

In this thesis, we first present the sequential analysis of learners usage of several modali-
ties for regulating learning via learning management systems (LMS). We detected four major
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modality-use patterns: diverse, mobile-oriented, short-desktop and desktop. Based on the
combination of usage of each of these patterns, students were categorized into three mean-
ingful clusters: strategic, minimalist and intensive, representing the adopted technological
modality strategy. By definition, strategic users employed only desktop-related modality-
use patterns to engage in learning whereas diverse users tended to leverage both mobile
and short-desktop profiles, and minimalist predominantly (but sparsely) made use of short-
desktop sessions only. Looking specifically at the impact of these modality strategies on the
performance in online discussion task and overall academic achievement, we found students’
adopted technological modality strategies explained a large amount of variance (η2 = 0.68)
in their engagement and quality of contributions in discussions.

Next, we investigate the temporal aspects of the usage of different modalities. To put it
another way, we assess if certain patterns of modality-usage are prominent at specific times
during the day and specific days during the week. We analyze the associations between
patterns of modality-usage and time of the day as opposed to the counts of modality-usage
and time of the day. This led us to analyzing the problem at the granularity level of sessions
(instead of an individual action) which resonates better with how learners engage in a task
- learning at stretch for a continuous time period (without breaks or interruptions) and
for a prolonged period of time. The results suggested that learning patterns from various
modalities were significantly associated with the time of the day. Not only that, depending
on whether the learning session took place on a weekend or weekday, specific modality
patterns were more prominent than others. These results held true for students with varying
modality strategies (as identified in Chapter 4) i.e. those who made extensive use of different
modalities to complete their learning activities (strategic and intensive learners) and those
who sparingly used them (minimalist learners). Overall, we found that mobile and short-
desktop sessions were more prominent during afternoon and night time, respectively and
weekdays witnessed significantly greater afternoon and evening learning sessions, whereas
weekends saw a significant surge in morning and night learning sessions.

Following this, we highlight the potential for improvement of predictive power of the
learning outcomes from student engagement data after considering the modality for each
learning action. While traditional learner models are generated from logs that do not take
into account the modality utilized by the learner, we present arguments in favour of a
modality-inclusive learner model which has potential to improve prediction accuracy of
academic success compared to its traditional modality-agnostic counterpart. We train our
model using (count or time spent) measures from trace data which has been coded with the
modality-source of each action and compare it against the null model wherein predictors are
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generated from cumulative measure. As was hypothesized, models that considered modality
for learning actions were better at predicting learning outcomes than the null model for vari-
ous LMS activities such as engaging with assignments, feedback on manuscript submissions,
and viewing syllabus. We were also able to determine modalities conducive or unfavorable
for particular LMS activities although the magnitude of variance explained by the modality
differed based on the activity.

Finally, we investigate the consistency with which a modality is used for different phases
of a particular activity during the semester. We also assess if the aspect of consistency in
multi-device usage has the potential for a significant impact on academic achievements.
We investigated consistency in two different learning contexts – assignment-reviewing and
discussion-reading behaviour. To do so, we first generate the time-series patterns of modality
usage for each (assignment or discussion) activity phase and compare similarity of modality-
usage patterns between any two subsequent phases using data time warping (DTW) dis-
tance. We resort to the use of DTW measure instead of the euclidean distance since the
former allows non-linear alignments between the two time series so as to accommodate se-
quences that are similar but out of phase. Our findings revealed that the use of desktop
modality varied during subsequent assignment/discussion activities whereas mobile phone
usage was constant throughout the course. Evidence of significant associations between
these patterns and learner’s academic performance were also found.
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Chapter 2

Introduction

The important thing in science is not so much to obtain new facts as to discover
new ways of thinking about them.

- William Lawrence Bragg

2.1 Format of the Dissertation

The overall dissertation is structured into chapters with each one focusing on one or more re-
search questions, except Chapter 3 which provides an introduction to necessary background
knowledge to orient the readers for comprehending this thesis. Chapter 4 reflects on the
sequential use of multiple devices for learning activities using trace analyses and establish
associations between patterns of usage and academic performance. Chapter 5 extends upon
the research problem identified and addressed in Chapter 4 to include the associations of the
identified patterns with time of the day and day of the week preferences for learners. While
both Chapter 4 and Chapter 5 focus on the conceptualization stage of learning analytics
development, Chapter 6 focuses on the implementation stage and introduces a framework
for a technological-modality inclusive learner model with improved accuracy for predicting
academic outcomes. Chapter 7 sheds light on how consistent are engagement patterns with
a modality during different phases of a learning activity and examine impact of the consis-
tency profile on learner’s academic performance. We culminate the thesis with a cumulative
discussions of results in Chapter 8 and overall conclusions and directions for future work in
Chapter 9.

2.2 Research Questions

This doctoral research aims at addressing the lack of awareness regarding the learning
processes of students, with respect to the various technological modalities (such as desktops,
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mobiles, tablets) used for engagement with learning. Our research aims to bridge the extant
gaps in technology-enhanced learning and explore the use of various technological modalities
in an educational context from a learner’s perspective. In doing so, we intend to improve
the design of learning experiences and the level of support provided to students so that they
can take advantage of seamless learning experiences in and out of classroom.

The research aims to provide an empirical, comprehensive, and systematic understand-
ing of learning in presence of multiple devices and its impact on learning - right from the
identification of learning strategies employed by modality-specific learners, to the learning
activities benefiting the most from a particular modality, to assessing the temporal and
contextual settings dictating use of specific modalities, and finally to the construction of
technological modality-specific learner models for learning outcome prediction. We focus
on using advanced data mining techniques and learning analytics methods to analyze dig-
ital trace data for understanding the learning habits and behaviours. To accomplish the
proposed goals, the primary research questions in the presented doctoral research are:

2.2.1 Research Question I

The first goal of this research is to explore how multiple devices are used when regulating
learning via learning management systems (LMS) in the context of blended courses. To do
so, we examine the extent to which various technological modalities (including desktops,
tablets, mobile devices) are either used sequentially and/or simultaneously to influence the
overall academic performance and study habits at various learning activities. In order to
achieve that, we study the following two research questions:

RQ1.1: Can we detect patterns in students’ use of multiple modalities that are indicative
of their adopted technological modality strategy when using an LMS tool? If so, what kind
of strategies emerge?

RQ1.2: Is there an association of the identified strategies with students’ performance
in online discussions and overall academic performance?

2.2.2 Research Question II

The introduction of mobile technology as a pedagogical tool has witnessed many enthusi-
astic supporters who successfully incorporate mobility in their everyday learning routine.
However, it is still unclear what contextual factors dictates the students’ decision to adopt
or resist a technological modality in the first place. The following research questions ascer-
tain whether learners’ patterns of modality usage are driven by their inherent preferences
for particular time of the day or day of the week they must engage in learning.
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RQ2.1: Are there any associations between time of day and the patterns of modality
usage for different learners in a blended learning environment?

RQ2.2: Are these associations different on a weekend compared to weekdays?

2.2.3 Research Question III

We formulate the following question to empirically demonstrate the importance for un-
derstanding the modality-source of the traced event in log data as an essential step when
developing and interpreting predictive models of academic success and attrition. We aim to
bring to light the deficiencies of platform-independent prediction models within the broader
learning analytics communities and to investigate the potential for improvement of pre-
diction power of learner models after considering the modality of access for each learning
event.

RQ3: To what extent is the predictive strength of LMS features influenced by distin-
guishing the modality of learner access when predicting course grade?

2.2.4 Research Question IV

Existing literature is brim with solid evidence of the power of regulating study habits and
student persistence in learning. Despite the proven relevance for undertaking such research,
it has not been applied to study the consistency of learners’ preferences for particular
technological modalities in learning. That is, it is yet to be ascertained how engagement
with various modalities fluctuate as the learner participated in different phases of a learning
activity and any underlying impact it may have on their academic achievements.

RQ4.1: How consistent are students’ work patterns across subsequent activities of the
same type, when engaging with them from multiple modalities? That is, can we identify con-
ceptually and practically meaningful clusters of students with distinct consistency patterns?

RQ4.2: Is there an association of the identified patterns with students’ academic per-
formance?

2.3 Publications and Contributions

In this section, we present the publications that were created during this research endeavor
and point out the main contributions from each.
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2.3.1 Publications

Publications: Chapter 4

Paper Overview

The focus of this paper is on exploring the multi-device usage of several technological
modalities at authentic learning tasks in the learning management systems, and detect if
there is some impact of the choice of modalities on the learning outcomes.

Research Contribution:

• We explore the multi-device use of modalities for engaging in learning in blended
learning environments.

• Sequence of actions performed by learners across different modalities were analyzed
to determine recurring patterns of usage .

• We found four prominent technological modality profiles: diverse, mobile-oriented,
short-desktop and desktop. Based on the proportion of usage of each of these four
profiles, students were clustered to detect unique technological modality strategies
employed.

• Our results were able to confirm a significant impact of these modality strategies on
the learner’s academic achievement and performance at online discussions.

Research Output:

1. Sher, V., Hatala, M., and Gašević, D. (2019). On multi-device use: Using techno-
logical modality profiles to explain differences in students’learning. In Proceedings
of the 9th International Conference on Learning Analytics & Knowledge (LAK19),
March 4–8, 2019, Tempe, AZ, USA. ACM, New York, NY, USA, Article 4, 10 pages.
https://doi.org/10.1145/3303772.3303790 (best paper nomination)

Publications: Chapter 5

Paper Overview

The focus of this paper is to emphasize upon the temporal aspects related to multi-device
usage. That is, we illustrate how learner preferences for modality-usage are associated with
specific time-slots during the day and also on whether learner engagement takes place on a
weekday or weekend.
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Research Contribution:

• We provide an overview of learners’ time-of-the-day (TOD) preferences for engaging in
learning activities from different modalities such as desktops and mobiles in a blended
learning environment.

• Our results suggest that learning sessions from various modalities are significantly
associated with the time of the day (TOD) and day of the week (weekday or week-
end), and it holds true for students who make extensive use of different modalities to
complete their learning activities and those who sparingly use them.

• Overall, we found that mobile and short-desktop sessions were more prominent during
afternoon and night time, respectively.

• The modality-TOD associations were similar on weekdays and weekends for strategic
and minimalist learners, two groups which are strikingly different in terms of their
academic performances.

Research Output:

1. Sher, V., Hatala, M., and Gašević, D. (2019). When do learners study?: An analysis
of the Time-of-Day and Weekday-Weekend usage patterns of LMS from mobile and
desktops in blended learning. Invited manuscript submitted to the Journal of Learning
Analytics, currently under review.

Publications: Chapter 6

Paper Overview

The focus of this paper is to demonstrate the usefulness of considering modality for learning
actions on improvements in predictive power of the learner models.

Research Contribution:

• We examined the effects of including the modality-source (mobiles vs. desktops vs.
tablets) of a learning activity on the predictive capabilities of learner models.

• We found that tracing the modality source of log data is helpful in improving the
accuracy of learner models, compared to the traditional models that are composed of
one intermixed stream of data.
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• Our results revealed that the magnitude and direction of the variance in the learning
outcome, explained by the modality, differs based on the learning activity such as
assignment viewing or engaging with feedback.

Research Output:

1. Sher, V., Hatala, M., and Gašević, D. (2019). Investigating effects of considering mo-
bile and desktop learning data on predictive power of learning management system
(LMS) features on student success. In Proceedings of the 12th International Conference
on Educational Data Mining, 2019, pp. 651 - 654

2. Sher, V., Hatala, M., and Gašević, D. (2019). Investigating effects of considering
mobile and desktop learning data on predictive power of models of student suc-
cess. Manuscript submitted to the Journal of Learning Analytics, currently under
second round of review. The article, an extension to the Sher, Hatala and Gašević
(2019) study, provides more comprehensive interpretations of findings from modality-
inclusive learner models in blended learning environments.

Publications: Chapter 7

Paper Overview

The focus of this paper is to reflect upon the changes in modality usage over the course of
their studies. That is, we assess how engagement with various modalities fluctuate as the
learner participated in different phases of a learning activity.

Research Contribution:

• We provide an overview of how consistent the patterns of modality-usage are during
various phases of a learning activity.

• Using the time-series data of student LMS engagement prior to the task deadline, we
identified three distinct profiles for consistency in learning strategies: highly consistent,
incrementally consistent, and inconsistent users.

• We also found evidence of significant associations between these patterns and learner’s
academic performance at two learning contexts - assignments and online discussions.

Research Output:

1. Sher, V., Hatala, M., and Gašević, D. (2019). Analyzing the consistency in within-
activity learning patterns in blended learning. Manuscript submitted to the Tenth
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International Learning Analytics and Knowledge (LAK) Conference, currently under
review.

2.3.2 Author’s Role

For all the publications mentioned in the previous section, I was the main author. That is, I
developed the coding for mapping the user-agents (from each learning action) to respective
modalities, designed methodological approaches for analyzing respective research questions,
performed the statistical analyses of results, generated interpretations from the findings,
and wrote the text in the research publications. Furthermore, the co-authors contributed in
shaping the ideas and revising the written text.

2.4 Target audience for the research

This research will be of interest to LMS designers in field of educational technology who
aim to design dashboards or personalized learning system for various platforms such as
desktops, tablets and mobile phones. When developing tools for mobile learning, designers
need to know their intended audience, the tools they are currently using and the physical
and contextual settings in which they will be using the tools. This work will also help in-
structors in blended and seamless learning environments who deliver their lectures, learning
activities, and/or course materials on various platforms such as mobile apps or web-content
and want to gain better understanding of students’ learning patterns when augmented with
digital technology. With the focus on the development of targeted interventions, educational
practitioners and researchers also represent an important target group which would benefit
from this research since the learning processes of students can now be analyzed with an
added dimension of technological modality. Finally, given the focus of the doctoral research
on the use of mobile learning analytics for improving accuracy of learner models in the
field of educational technology, the education policymakers will be also interested in the
outcomes of the proposed research, primarily in its implications for research and practice
aspects.
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Chapter 3

Background

There is nothing more practical than a good theory.
- Ludwig E. Boltzmann

3.1 Learning Analytics

Learning Analytics (LA) is considered an emerging research field that aims to make sense of
the large volume of students’ interaction data with educational resources in order to under-
stand and improve learning [221]. According to the definition formulated eight years ago at
the very first Learning Analytics and Knowledge Conference back in 2011, learning analytics
is the “the measurement, collection, analysis and reporting of data about learners and their
contexts, for purposes of understanding and optimizing learning and the environments in
which it occurs” [1]. Even though a relatively young research field, it has now transpired into
a multidisciplinary research area that draws on data mining and machine learning methods
and techniques [75] from diverse range of research fields including educational psychology,
learning sciences, technology and information visualization [57]. A systematic overview of
learning analytics and its related concepts are depicted in the (self-explanatory) reference
model in Figure 3.1.

The impact of learning analytics on educational practice has been widely recognized
within the learning analytics community. In practice, learning analytics has proven quite
successful in informing educators about students’ engagement and academic performance
and helping students achieve objectives more closely aligned with the learning process, such
as reflection, adaptation, personalization, and recommendation. The potential of learning
analytics has been extensively used for developing prediction models to predict (and im-
prove) students’ final course outcomes and to identify “at-risk” students (and attrition rate)
[58, 12, 118]. Learning analytics in the form of visualizations and dashboards have helped
address the well-recognized problems of delay in students receiving relevant, timely and
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Figure 3.1: Learning Analytics Reference Model [40]

personalized feedback on their learning [20, 34, 212, 92]. A number of studies have also
applied learning analytics techniques to assess and evaluate students’ progress and infer
their learning strategies during online discussions [269], MOOCs participation [132], use of
online resources [163] and video technologies [187], and face-to-face learning [120].

In this thesis, we consider learning analytics as a technology-enhanced learning (TEL)
research area wherein the main focus is on developing methods that analyze and detect
patterns within the vast abundance of data collected from educational contexts and utilize
those methods to support and enhance learning experience. We discuss features and aspects
associated with TEL in more details in next section.

3.2 Technology-enhanced learning

The teaching and learning landscape is constantly evolving across all tiers of global edu-
cation system. Of lately, the education sector has witnessed modernization of aspects of
student learning experience with improvements in technology and communications. The in-
flux of prevalent, popular and affordable technologies with internet connectivity have yielded
promising affordances to support formal learning in educational context [31, 32, 129, 108].
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Their increasing popularity as an instructional tool for learning has brought a new perspec-
tive into how teaching is delivered and supported. Technology-enhanced learning (TEL),
thus, is used to describe the process of inculcating use of technologies (such as educational
softwares, personal digital assistants, mobile phones, tablets, Web 2.0 tools and ICTs) in
a way that the learning environment is enhanced for both instructors and students, such
that it enables them to engage in ways that would not have been feasible in face-to-face or
distance approaches [215].

Technology-enhanced learning is significant for many reasons, other than being the need-
of-the-hour in this digital era. TEL allows ways of enhancing existing modes of course deliv-
ery and new modes, ranging from content-based to open and community-orientated models
of learning [276]. The proliferation of TEL interventions in the higher education sector has
enabled flexibility with regard to when and/or where students undertook their learning ac-
tivities [52] and promoted redesign of activities or parts of modules to provide active learning
opportunities for students [51]. Overall, these have been successful in effectively promoting
qualitatively richer learning among students [245, 232]. Furthermore, considering the differ-
ent forms of teaching, learning and assessments these technologies can support, the field of
blended learning1 has also leveraged them for gamification of learning [236, 236], adopting
e-submissions [69], computer-aided assessments [115, 230, 222], and utilizing collaborations
via Web 2.0 technologies such as blogs, wikis and social media [220, 158].

The goal of this thesis is to investigate one specific sub-category of TEL technologies,
namely technological modalities (such as desktops, tablets, and mobile phones) in blended
learning given that they are considered important for successfully accomplishing academic
tasks. For instance, Figure 3.2 shows the importance of each of these modalities towards
academic success from 2012 to 2018, as reported by the ECAR 2018 survey2 [84]. Unsurpris-
ingly, laptops continue to be a superior modality over the past years with 98% of students
reporting using them in at least one course last year and 94% rating them very or extremely
important [84]. Furthermore, smartphone usage is witnessing an upward trend for the third
year in a row, and both desktops and tablets have surprisingly regained popularity after
two consecutive years of decline in importance and use. In the next section, we explore in
more detail how these modalities have been used for study purposes in the literature.

1Blended learning, or hybrid learning, focuses on transforming the nature of traditional lecture course
through inclusion of Information and Communication Technologies (ICT) such that students are able to
more actively engage with course content both inside and outside of the classroom [85]

2The findings were developed using a representative sample of 64,536 students from 130 institutions in 9
countries and 36 US states.

14



Figure 3.2: Device Use and Importance for Academic Success (Source: [84])

3.3 Use of Various Modalities for Learning

With the device ownership steadily increasing with each passing year, learners have a com-
bination of them available at their disposal at any given time (see Figure 3.3 for statistics on
device ownership). The aim of this section is to reflect upon the uses of different modalities
in the educational context. We begin with individual discussions targeting usage of specific
modalities for learning activities and finally we present a discussion regarding comparisons
of different modalities for learning.

3.3.1 Use of Mobile Phones for Study

While most theories of learning have been predicated on the assumption that learning occurs
in a school classroom, under the supervision of an instructor, mobile learning’s underlying
assumption is that learners are always ‘on-the-move’, meaning that learning transcends
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Figure 3.3: Student smartphone, tablet, desktop, and laptop ownership (Source: [30])

classroom and lecture hall barriers. Mobile technology has brought about equal learning
opportunities for all, even those located in remote locations without access to a formal
classroom, thus making the ‘industrial-era model of education’ 3 – one teacher lecturing
to an entire class at a specific location and time – obsolete. It has eradicated some of
the challenges associated with access to education - high cost of hardware and access to
computer and internet - such that evidently, learners are utilizing them for a variety of
purposes that go beyond personal use like making calls, entertainment and socialization.
Accordingly, the popular, prevalent and affordable mobile-phone technology has been used
for creating, distributing, and tracking content as learners engage and participate in learning
activities.

In order to support mobile learning, specialized systems called mobile learning systems
have been developed which not only manage the educational content but also provide its
adaptation and adequate visualization on the small screen of mobile devices. Table 3.1
focuses upon some state-of-the-art progress made in the field of mobile learning systems
technology since the advent of the pervasive wireless devices. The review of literature on

3The Invented History of ’The Factory Model of Education’. [264]
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mobile learning systems in this section was done with the intent of showcasing how majority
of research on mobile in the LA field is directed towards their use as a designated app,
fulfilling specific functionality4.

Mobile Learning System Learning Setting Data Usage Learning Impact
LearnTracker [242] Online Learning Logged time Promote Self Regulation

Schoology [272] Flipped Learning Assignment views,
Discussions posts Evaluate learner progress

MeLOD [81] Informal Setting
(educational school visit)

Buildings visited,
comments, voting,
requests for educational content

Detection of non-participants

HeadsUp [106] Collaborative Learning Group allotments,
Distribution of discussion prompts

Evidence of active engagement
and critical thinking

mLearning [260] Blended Learning Access to video and lecture notes,
SMS interactions, instant polls

Evidence of voluntary engagement,
identification of active learners

iTree [178] Collaborative Learning

number of posts,
number of times posts read,
number of replies to the post and
ratio of total forum posts to the replies

Encourage regular and effective
participation in discussion

Unnamed [218] Blended Learning broadcasting real-time classroom teaching,
SMS interactions, instant polls

Increased classroom interactivity,
quick instructor feedback

Table 3.1: Summary of Mobile Learning Systems

As part of these systems, mobile devices have been used for self-monitoring and reflec-
tion by logging time devoted to an activity [242]. These devices have also been used for
engaging in interactive discussions and other collaborative tasks [272, 106, 178], in addition
to everyday tasks like viewing assignments, accessing study material, and viewing lecture
videos [272, 273]. In some cases, live-broadcast of real-time classroom teaching (i.e. sharing
audio, video , lecture notes) have been possible especially for students who own mobile
phones [260, 218].

The portable, interactive and low cost features of a mobile phone have also been lever-
aged for short text messaging to enhance student-instructor interaction and for conducting
instant polls to create a more active and responsive audience of learners [218, 260, 262, 81].
Mobile phones have also been used to support informal learning experiences outside of the
classroom, for instance on a visit of a city and its historical buildings, mainly to augment
information retrieval in absence of instructor support and enhance intrinsically motivated
learning [211, 81, 96].

4In such circumstances, use of mobile does not represent a choice per se (as there is no alternative but to
access the app-related content via mobile) and thus, is unable to tell us much about their general purpose
use in a naturalistic setting, say for accessing material or engaging in learning activities on LMS, where
either one of the other modalities could have very well been used for the same purpose.
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Some conflicting feelings and attitudes towards the use of mobile phones have been
identified in literature mainly due to their perceptions as distractors in classroom and
the privacy concerns in mobile phones [272, 247], while others perceive a positive impact
of mobile learning on their learning motivation, learning engagement, learning style and
attitude towards learning [243, 181].

Contextual Profiling in Mobile Learning Systems

To allow for a more authentic learning experience in mobile setting, aimed at providing
adaptivity and personalization, ‘contextual profiling’ is usually conducted. It is useful for
providing valuable insights into what type of learning activities can facilitate mobile learning
and thus, fully capitalize on the capabilities of the mobile device used by learners and
learner’s characteristics. When learners are presented with a learning activity, contextual
information in terms of what device functionalities/features are available and frequently
used by learners can be useful for providing a personalized learning experience to mobile
learners in mobile ubiquitous environments. For instance: Lima et al. [157] introduced a
client-server framework where device sensors could detect low usage of messaging feature
on the server end, and thus avoid suggesting activities such as assignment writing on the
client end. Taking contextual profiling a step further, Tortorella and Graf [246] considered
learner’s context in combination with learner’s characteristics, in particular, their learning
styles, to provide learning material in a suitable format in the mobile setting.

3.3.2 Use of Laptops for Study

Laptops are no longer a nascent technology affordable only by a few individuals, but rather a
quintessential tool augmenting classroom learning for academic use such as note-taking, web
based research, communication, organising, and using software and web-based interactive
tools [126]. Owing to their portability, larger screens, and presence of physical keyboard
for typing, they are critical for school work as evidenced by their increasing ownership
(matching that of smartphones) [84].

Past research assessing benefits of laptops have suggested that students who were al-
lowed to use them spent more time involved in collaborative work, participated in more
project-based instruction, produced writing of higher quality and greater length, gained
increased access to information, improved research analysis skills, and spend more time
doing homework on computers (for a detailed review see Gulek and Demirtas [100]). Even
though the benefits have been witnessed across several disciplines [100], several factors
are indicative of the effectiveness and use of laptops in classroom including, course format
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(structured vs. unstructured laptop use) [127], personal characteristics (such as student
motivation, self-regulation deficit, behavioral intentions) [88, 125], classroom management
and faculty perceptions [4, 33] and learning activities (necessitating specific programming
software, web-based learning tool or video podcasts) [128, 8, 16].

Despite the clear benefits associated with laptop-use, some teachers are still wary of
students bringing laptops to lectures as non-academic Internet use has been commonly
observed among students who brought laptops to class and was inversely related to class
performance [195, 126, 67]. Since most of our research was situated in a contextual setting
wherein the courses were programming-oriented (STEM course requiring use of dedicated
softwares and higher processing capabilities), the use of laptops was inevitable.

3.3.3 Use of Desktops for Study

Desktops comprise one of the early technology suites to be integrated into the academic
arena to support learning activities [177]. With their big screens, high resolution, and capa-
bility to use multiple monitors simultaneously, they are still exceedingly useful for activities
such as video conferencing (in distance learning), supporting augmented reality (AR) ap-
plications, accessing the university learning management system, exchanging emails and
accessing course material [177, 261, 150, 46]. These are generally used in combination with
some other mobile technology [2] to create a seamless learning environment [35, 145], al-
though it is hypothesized that when learners have sufficient time, they resort to desktop
PC as they are ‘more convenient to use’ for an educational interaction [35].

Having said that, in recent times we are witnessing a shift in people’s preferences regard-
ing desktop PCs. Due to lack of portability which hinders the notion of ubiquitous ‘anytime
anywhere’ learning, and reliance on constant power supply, a growing trend of people are
trading in their desktops for the more ‘trendier’ mobile tablets.

3.3.4 Use of Tablets for Study

Even though tablets were projected to overtake desktops by 2015 (as cited in Rossing et al.
[206]), they are one of the primary modalities that failed to live up to the expectation.
Nonetheless, tablets are still widely popular owing to their large-size touch screen for con-
venient operation, multimedia functions for sound and video playbacks, Wi-Fi/3G enabled
network for easy connectivity, as well as small size for easy portability [180].

A review of the literature revealed that common learning activities undertaken using
tablets include collaborative learning [206, 205], reading required text [63], accessing learning
resources via LMS [95], language learning [43], and accessing multimedia learning materi-
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als [184]. The studies evaluating perceptions of tablets for learning revealed that students
generally found tablets easy to use [65, 63], especially since they act as replacements for
school books [229]. However, there were some challenges known to be associated with tablets
such as difficulty in writing on tablets [226], short battery life [74], and physical discomfort
associated with tablet use resulting in headaches and eyestrain [74, 229].

3.3.5 Comparison of modalities for learning

The pervasiveness of smartphones and other modalities is moving learners towards learning
from multiple devices rather than just relying on one [6]. For instance, laptops for writing
assignments and shared collaborations [263], tablets for reading e-books [196] and smart-
phones for recording lectures using phone camera [10]. Today, depending upon the learner’s
physical context (location), intentional context (purpose) and features of the modality itself
[145], different modalities are used to support student objectives.

With the choice of so many modalities available, it is essential to ask the question -
Are some modalities better suited than others for learning activities?. Although an impor-
tant question, only a handful of researchers have attempted to target it so far. Reid and
Pechenkina [197] found students preferred tablets or smartphones for surfing the Internet
for information or answering a quick online quiz, although students reported these modal-
ities were not conducive for typing and submitting their assignments. In a surprising case
study, Barden and Bygroves [18] revealed high-quality, sophisticated academic texts could
very well be created using mobile devices as well and in fact disclosed the possibility of
some learner’s aversion to ‘slow and cumbersome’ laptop modality.

Nakahara et al. [178] favored the desktop for browsing and posting activities, considering
the mobile phone’s limited bandwidth, small screen and ‘awkward’ text input functions. On
the contrary, a case study survey conducted by ECAR (Educause Center for Analysis and
Research) [2] found that students prefer accessing academic progress information and course
material via their mobile devices. Cross et al. [53] reported that reading module material,
accessing module material and preparing for an assignment were found to be the three most
common study activities performed via mobile technology, based on a systematic literature
review. Wong [272] found mobile phones were preferred over desktop computers for viewing
course videos, based on the former’s higher activity counts. Tabuenca et al. [242] found
push notifications work better on phones than on a desktop web-version of the app. These
results were again based upon an aggregation of the count data.

We only found two full-fledged studies by Stockwell [233, 234] where the main aim
was the comparison of modalities - mobile phones and desktop computers - with respect
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to the time required to complete interactive vocabulary activities and the academic score
achieved. The data collected via server logs kept a record of the modality the learners used
to complete an activity, the type and difficulty level of activity, activity start and end time,
and the score attained for the activity. Even though both the studies lacked solid inferential
analyses, they were successful in making higher level observations based on preliminary
descriptive analysis of the data.

The results from Stockwell [233] revealed that a significant number of learners did not
use the mobile phone at all and a majority used a combination of both the modalities for
all the vocabulary activities. With respect to the scores achieved, the two modalities did
not differ much, irrespective of the degree of difficulty of the activity. However, the amount
of time required to complete each activity was longer for mobile phone users by at least
1.4 minutes. Additionally, a great deal of variation was observed in how learners used the
combination of the two modalities for completing the activities. For instance, the usage of
the two modalities was interleaved throughout the semester, swapped mostly at the end of
an activity. This was looked at in detail in his follow-up study.

In his follow-up study, Stockwell [234] focused on investigating how the activities were
completed on both the modalities. The data collected via server logs included the amount
of time spent using each modality, when and where learners engaged in the activities, and
the effect of a “push mechanism” email which they could opt to have study notifications
sent on a daily basis. The results from the study revealed quite large differences in the ways
learners undertake learning using the two modalities. In terms of when and where learners
participated in the learning activity, learners typically selected different times depending
on whether they use a PC or a mobile phone, with mobile phone usage taking place mostly
across the morning or very late at night, most typically at home, and essentially no usage
at all in the afternoon or in the evening. In contrast, when using PCs, learners tend to focus
their usage in blocks in the afternoon or after midnight, working primarily at home at night
and at the university during the afternoon. Overall, while the usage of mobile phones was
regular over the week, the PC usage was concentrated around the time a quiz was due in
class.

The study also brings to light the stark differences between student perceptions of their
learning and their actual learning. The perceptions of preference for mobile phone use on
transit and push notifications did not match measurements from trace data. Overall, the
study established a gap between what teachers have in mind regarding the way that mobile
technologies should be used and the ways in which learners actually use, which could have
potential pedagogical implications.
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With this in mind, we refrain from relying solely on user perceptions while analyzing
the learner’s patterns of modality usage in our research. We proceed with a more promising
approach, namely, application of learning analytics derived using trace data, to determine a
true evaluation of the learning experience from various modalities. We discuss trace analysis
in detail in the next section.

3.4 Trace Analysis

It is quite evident in the literature that there exist calibration issues between student per-
ceptions of learning and their actual usage of learning systems, mainly due to the flawed
introspective abilities of participants [280]. These can have serious implications on their
learning assessments. Thus, emanates the need for analyzing the time-stamped trace data
that is capable of fully representing the actual use patterns and provide nuanced insights
into the learner’s real-time cognitive and metacognitive learning processes [214].

Trace analysis involves the collection of data through physical traces of the learners,
i.e. time-stamped record of every keystroke and mouse click, in the learning environment
whilst they engage in a learning task [86]. This data is later parsed for the purpose of
analyzing user’s log traces of activities such as viewing an academic resource, posting at
forums. The process of synthesizing patterns and performing sequential analysis and process
mining on the trace data helps in revealing sustained and replicable insights and drawing
useful conclusions. Thus, collecting the data as-and-when any interaction happens allows far
more superior explanation of how learning occurs behind the scenes, than would have been
possible through the use of self-reports. This is because the self-reports represent learners’
perceptions of their own beliefs and abilities, statically and outside of the actual learning
environment.

The digital traces (or log data) have been extensively ‘mined’ and analysed to iden-
tify patterns of learning behaviour that can provide insights into education practice. That
is, the analysis of interaction trace data from LMS (learning management system) (along
with personal data and academic information collected from SIS (student information sys-
tems)) using data mining techniques have assisted educators in uncovering the black-box
of student’s learning process such as deep thinking, behavioral intention and motivation in
learning [171, 202]. For instance, Fincham et al. [77] identified patterns indicative of learning
strategies (such as highly-active and disengaged) within trace log data in a flipped class-
room, based on the compositions of their study tactics (such as video actions, summative
and formative assessment actions and course-content access actions). Siadaty et al. [223]
studied the effects of technological scaffolding intervention on self regulated learning (SRL)
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in workplace environment by mapping trace data onto events (such as requesting collabora-
tions, choosing a learning path) that represent enactment of specific SRL activity (such as
goal setting, planning, evaluation and reflection). Similarly, literature has evidence where
learner’s log trace files were utilized for creating theoretically grounded constructs (i.e.
proxy observable behaviour) for measuring the complex roles of goal orientations [280, 130],
cognitive engagement [223, 103], and instructional conditions [87] in learning and problem
solving. In addition, analyzing log file’s trace data has also been used to build performance
prediction models [87, 141], which has tremendous potential for pedagogical support.

Despite a prevalent understanding of the importance of experiential/trace data (obtained
via digital footprints) in learning analytics [186, 265], only limited number of studies have
utilized interaction trace data to draw inferences and insights on students engagement in
multi-device learning. Through this research, we aim to bridge that gap and provide more
conclusive results for multi-device research.

3.5 Theoretical framework

3.5.1 Framework for the Rational Analysis of Mobile Education model

The pioneer work to explore how students make use of several handheld devices for learning
was undertaken by Koole [140]. Their Framework for the Rational Analysis of Mobile Ed-
ucation (FRAME) model, designed within a distance education context, described mobile
learning as a “process resulting from the convergence of mobile technologies, human learn-
ing capacities, and social interaction”. The model was designed to guide mobile learning
practitioners to be able to design more effective mobile learning experiences by “assessing
the degree to which all the areas of the FRAME model are utilized within a mobile learning
situation” [140].

According to the FRAME model, learners consume and create information, both in-
dividually and as a group, and any interaction with information is mediated through the
technology rendering it more meaningful and useful. Thus, the FRAME model takes into
consideration the technical characteristics of mobile devices as well as social and personal
aspects of learning [139] and is well represented by the Venn diagram in Figure 3.4, in which
three main aspects intersect - Device, Learner and Social Aspect.

The Device aspect (D) refers to the physical, technical, and functional characteristics of
a mobile device. The Learner aspect (L) refers to individual’s cognitive abilities, memory,
prior knowledge, emotions, and possible motivations. The Social aspect (S) refers to the
process of social interaction to exchange information, and acquire knowledge. The intersec-
tion of the Device and Learner aspect occurs at Device Usability (DL) which focuses on the
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Figure 3.4: FRAME model by Koole [140]

hardware and software characteristics of mobile devices such that cognitive load is reduced
and task completion rates increase. The intersection of the Device and Social aspect at So-
cial Technology (DS) describes how mobile devices enable communication and collaboration
amongst multiple individuals and systems. The intersection of the Learner and Social aspect
at Interaction Learning (LS) describes how individuals who are situated within unique cul-
tures and environments, interact with other people in formal or informal learning settings.
Finally, the model claims that effective mobile learning occurs at the intersection of these
three aspects (DLS).

3.5.2 Framework for Student Use of Multi-Devices for Learning

Recently, the applications of the FRAME model were extended by Krull [145] to account
for how multiple devices are used for different learning activities. That is, they broaden
the device aspect to include fixed technologies (such as desktop PCs), in addition to hand-
held devices and also focus on how devices are used separately or together. The proposed
Framework for Student Use of Multi-Devices for Learning is depicted in Figure 3.5. The
framework, designed within a open and distance learning (ODL) context, was designed to
assist educators to design more effective learning experiences or offer better learning support
for ODL students using multiple devices.

24



Figure 3.5: Framework for Student Use of Multi-Devices for Learning by Krull [145]

The framework, in particular, identifies the main influencing factors (inner blue circle
in Figure 3.5) regarding how frequently a particular device will be used for learning. These
include, location or environment of the student, learning activity or goal to achieve, and the
devices students access and use for learning. According to the framework, portable devices
are more likely to be used in multiple locations than fixed devices. In addition, larger devices
are used for a wider range of activities, while handheld devices are used for more specific
activities, although students can either make use of their devices separately or together.

In addition to these factors, several other factors were highlighted (outer gray circle in
Figure 3.5) which influence the learner’s modality preference but to a much lesser extent.
These include, time availability with respect to task complexity, perceived importance of
the device to academic success, digital expertise of the student and device affordances.
According to the framework, depending on time availability, students may want to quickly
take advantage of a few minutes of spare time or set time aside for more complex learning
activities. The perceived usefulness of the modality for academic success, the more frequently
the modality will be used. Additionally, the higher the level of digital expertise, the more
frequently the student will use the device (which in turn improve levels of digital expertise as
students become more comfortable with a modality). Finally, physical features of a modality
such as screen size, cost and quality and type of internet access also plays in role in deciding
whether it would be utilized for learning or not.
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Both the frameworks discussed in this section will be used as a basis to explore the
concepts in the literature and in the empirical work in the upcoming chapters.

3.6 Positioning of Thesis Work

3.6.1 Categorization of modalities

As evidenced in Section 3.1, we live in a world where technological modalities of all sizes and
intents present a ubiquitous environment of potential learning tools. The physical differences
in size, weight and features between mobile phones, tablets and personal digital assistants
on the one hand, and desktop and laptop computers on the other, allow range of devices
being utilized for specific learning contexts. The affordances of these devices could also
be explained with respect to factors such as size, portability, ease of use, immediacy, and
popularity. For instance, using a device that is small enough allows bite-sized information
to be downloaded and consumed on the go [161].

From these various perspectives, the distinction between modalities could be based on
either one of these factors and thus, has “more to do with the way a device is used than
features of the device itself” [189]. In this thesis, we analyze the students who engage with
LMS in a blended environment and thus, resource access (accessing online/downloading
resources), resource submission (uploading learning related resources such as assignments)
and resource sharing (facilitate collaborative work by sharing files) transpire as important
affordances [228]. Notably, all these affordances depend considerably upon the screen size of
the modality in question, among other factors like mobility. Thus, one of the design decisions
implemented while investigating the research questions in this thesis was categorization of
modalities on the criterion of size mainly.

For this reason, we group all small-size handheld smartphones as “Mobiles”, followed by
mid-size range “Tablets” and finally group large-screen laptops and PCs together into one
category called “Desktop”. The decision to lump the large-sized laptops and desktop PCs
together into one frame was based on the design of the learning activities we investigated.
The assignments were mostly sit-down programming tasks, to be completed and uploaded
using a software only available on desktop PCs or laptops. Similarly, the discussion activity
being generative in nature (asked to come up with own solution), as opposed to negotiative
(two contrasting alternative solutions to debate) [268], meant students were not required to
constantly monitor the discussion forum to see who agrees/disagrees with their ideas, for
which a mobile modality would have been ideal. The generative task required them to pro-
duce a high quality artifact that requires a significant amount of research and web browsing,
greatly facilitated using the large screen PCs or laptops. In addition, upon assessing the
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impressions of the LMS on laptops and PCs, both had virtually the same interface, further
solidifying our decision to group them together.

3.6.2 Modality-use under investigation

A majority of the literature, as illustrated in Section 3.3.1, points towards use of mobile
phones mainly for hosting apps, which are designed to cater to some specific functionality
in the learning context. These mobile apps have proven beneficial for directing learning in
terms of facilitating systematic learning, individually focused learning, and improvement of
instructor-student interaction, among other things. However, in this thesis we want to take
a different stance in regards to the utility of mobile phones in TEL environment i.e. we are
interested in looking at how mobile is used in context of LMS, not as a designated app, but
purely as a vehicle to access material alongside other modalities like desktop and tablet. In
other words, when all modalities have similar affordances in terms of the learning material
and activities contained in them, would varied patterns of usage for a particular modality
be observed?

Interestingly, we found that only a limited number of studies have attempted to do so in
past, and even fewer who did so using digital log traces of learners. For instance, Stockwell
(2010) compared the learner’s usage of desktop and mobiles for engaging in vocabulary
activities. He found that while the scores obtained via both the modalities were similar, the
average completion time for students who chose to complete activities on the mobile phones
was longer compared to those who chose to complete them via desktops. Thus, by targeting
this kind of (mobile-)use, we aim to understand if and how a (mobile) modality may be
adopted, especially if there is no requirement to do so specifically. At a more holistic level,
the overarching aim of this thesis was to gain a better understanding to what extent and for
which activities students choose to access LMS using certain modalities, especially if there
is no requirement to choose any one in particular. Additionally, we study to what extent
consideration of the modality of access may benefit learning analytics models in explaining
learning outcomes. We define the research goals in next section.

3.6.3 Research Goals

The research problem to be addressed by this study is the lack of understanding regard-
ing how students make use of multiple modalities in the learning environment in order to
augment their face-to-face learning. Hence, the work presented in this thesis was conducted
with four primary research goals (RG) in mind, analyzed using learning analytics methods
and data mining techniques.
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RG I: Which handheld and stationary modalities do student use in blended learning
environments? Can we detect an overlap in terms of usage of different modalities through
analysis of trace data of user’s interactions with learning platform?

RG II: What type of activities do students engage in using these modalities? Is there
a distinction in terms of what devices facilitate particular activities based on their device
affordances?

RG III: How do learners spend their time on these modalities as part of the blended
learning environment?

RG IV: What role does choice of modality play on a learner’s academic performance?
How can we leverage analytics surrounding modality used by learners in a way that can
better inform their learning achievements?

To address the four aforementioned research problems in a methodologically rigorous
and sound manner, we focused our efforts on several related problem domains, organized as
four individual thesis chapters (Chapter 4-7). Each chapter focuses on one or more research
problems. Results from Chapter 4 shed light on the patterns of usage that emerge when
students make use of multiple modalities in blended learning environment (RG I). Synthesis
of the results from Chapter 4 and 7 collectively help in explaining how device affordances can
influence the way modalities are used for a learning activity (RG II). Chapter 5 is dedicated
to assessing how learners manage their time in presence of multiple modalities and also
if their time-distribution is different depending on the day of the week (RG III). Finally,
Chapter 4 and Chapter 6 confirm associations between modalities and academic outcomes
and how quantitatively extracted measures from student accesses to course material from
multiple modalities can have potential to improve prediction power of the learner models,
developed for each course (RG IV).
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Chapter 4

Sequential Analysis of Multi-device
Use

We become what we behold. We shape our tools and then our tools shape us.
- John Culkin, 1967

4.1 Overview

This chapter addresses the following research questions:

1. RQ1: Can we detect patterns in students’ use of multiple modalities that are indicative
of their adopted technological modality strategy when using an LMS tool? If so, what
kind of strategies emerge?

2. RQ2: Is there an association of the identified strategies with students’ performance
in AODs and overall academic performance?

With increasing abundance and ubiquity of mobile phones, desktop PCs, and tablets in
the last decade, we are seeing students intermixing these modalities to learn and regulate
their learning. However, the role of these modalities in educational settings is still largely
under-researched. Similarly, little attention has been paid to the research on the extension of
learning analytics to analyze the learning processes of students adopting various modalities
during a learning activity. Traditionally, research on how modalities affect the way in which
activities are completed has mainly relied upon self-reported data or mere counts of access
from each modality. We explore the use of technological modalities in regulating learning
via learning management systems (LMS) in the context of blended courses. We used data
mining techniques to analyze patterns in sequences of actions performed by learners (n
= 120) across different modalities in order to identify technological modality profiles of
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sequences. These profiles were used to detect the technological modality strategies adopted
by students.

The modality-use profiles reported in this paper showed several interesting implications
for both educational practice and research on the digital-device use in academia. In our re-
sults, we found a moderate effect size (ε2 = 0.12) of students’ adopted strategies on the final
course grade. Furthermore, when looking specifically at online discussion engagement and
performance, students’ adopted technological modality strategies explained a large amount
of variance (η2 = 0.68) in their engagement and quality of contributions. These results
stress on the need to acknowledge not only the extent to which consistency of tool-use [142]
and ‘richness’ (in terms of feature affordances) of the tool itself [164], but also the diver-
sity in intermix of modality-use for using the tool, which is highly capable of effecting the
performance significantly too as evidenced.

4.2 Publication

The following sections include the verbatim copy of the following publication:

Sher, V., Hatala, M., and Gašević, D. (2019). On multi-device use: Using techno-
logical modality profiles to explain differences in students’learning. In Proceedings
of the 9th International Conference on Learning Analytics & Knowledge (LAK19),
March 4–8, 2019, Tempe, AZ, USA. ACM, New York, NY, USA, Article 4, 10 pages.
https://doi.org/10.1145/3303772.3303790

4.3 Introduction

The education sector has witnessed modernization of aspects of learning with advancements
in technological modalities brought about by the digital era. With the influx of prevalent,
popular and affordable modalities (such as mobile phones and tablets), the multi-device
use to access course materials is becoming more prominent and has yielded promising af-
fordances to support formal learning. According to the 2017 ECAR study1 [192], student
device ownership has steadily increased compared to previous years (97% of students owned
smartphones, 95% owned laptops and 53% owned tablets) with over three-quarter (78%) of
the students connected to two or more devices simultaneously. However, the mere access to
and use of these modalities are insufficient for guaranteeing effective learning. That is to say,

1The findings were developed using a representative sample of students from 124 U.S. colleges and uni-
versities.
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although students use various modalities extensively, the use is ‘widespread but not deep’
[54]; that is, the use of many of these modalities have not yet achieved their full potential for
academic purposes. The challenge for educators and designers, thus, is one of understanding
and exploring the impact, if any, of students’ patterns of usage of these modalities on their
learning and overall academic performance.

Existing research in learning analytics has identified differences in patterns of tool-use
by students [142, 164, 116] and has shown significant relationships of those patterns with
academic performance [166, 163, 137]. However, the modality of tool access has rarely
been studied within the learning analytics research. Typically, scores of counts and time
spent online extracted from the log files are accumulated across all device modalities, and
the consequences of the adopted modalities on the result interpretation, if any, are not
analyzed. This is particularly problematic given that there is a critical paucity of student-
facing learning analytics dashboards or recommender systems that are specifically created
for the use on mobile or tablet devices [250], in comparison to their wide-spread desktop
counterparts. That is, challenges may emerge if students predominately use mobile and
tablet modalities for their studying. Additionally, learning activities are often completed
by students using multiple modalities, used either sequentially or simultaneously [145, 234],
and so, identifying patterns of the use can help examine the changes in the study habits of
students.

Despite the many benefits of studying the impact of the adopted technological modalities
in learning, determining the patterns of use itself is a complex and challenging task. Most of
the existing studies that compare different modalities have relied on count data [242, 272],
self-reports and questionnaires [2, 145], or in some cases, mere assumptions [178], to make
statements about modality-use patterns. Thus, the aim of this paper is to bridge several
of the previously discussed gaps and explore the sequential patterns in use of technolog-
ical modalities in an educational context. We focus on using data mining techniques and
learning analytics methods to analyze students’ learning sequences and provide insights into
how students learn and regulate their learning using different technological modalities. We
further demonstrate how understanding differences in adopted modality-use patterns can
be used to explain variance in the performance in asynchronous online discussions (AODs).
Thus, the two main research questions for this study are:

1. RQ1: Can we detect patterns in students’ use of multiple modalities that are indicative
of their adopted technological modality strategy when using an LMS tool? If so, what
kind of strategies emerge?
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2. RQ2: Is there an association of the identified strategies with students’ performance
in AODs and overall academic performance?

The study is based on the Multi-Device Learning Framework proposed by Krull [145] which
considers how different devices can be used together. The framework suggests that patterns
of use differ considerably between modalities based on three major aspects – multiple de-
vices, learning activity, and contextual environment (location). Combined and complimen-
tary use of modalities, say fixed desktop technologies and mobile technologies, serve different
functions in supporting the learning process; for instance, mobile phones ‘to check’, tablets
‘to immerse’ and desktop ‘to manage’ ([109], as cited in [7]). A survey conducted by ECAR
[2] found that students prefer accessing academic progress information and course material
via their mobile devices. For viewing course videos, Wong [272] found mobile phones were
preferred over desktop computers. Nakahara et al. [178] posited that desktops are favored for
browsing and posting activities, considering the mobile phone’s limited bandwidth, small
screen and awkward text input functions. Tabuenca et al. [242] found push notifications
work better on a mobile phone app than on a desktop web-version of the app. The results
of the Stockwell [234] study revealed that learners typically use different modalities depend-
ing on the time of a day; mobile phone usage takes place mostly across the morning or very
late at night, most typically at home, and no usage at all in the afternoon or in the evening.
In contrast, when using PCs, learners tend to focus their usage in blocks in the afternoon
or after midnight, working primarily at home at night and at the university during the
afternoon. Looking specifically at rate of mobile use for learning activities, Stockwell [233]
revealed that a significant number of learners did not use the mobile phone at all and a
majority used a combination of both mobile and desktop computers for completing vocab-
ulary activities. Even though their scores did not differ much, the amount of time spent by
mobile phone users for completing each activity was longer by at least 1.4 minutes.

The variety in usage, based on the above factors, confirms that certain devices may
be used more often than others for study depending on the type of activities and time of
day. As a result, access to multiple modalities can lead to change in study patterns and
potentially influence the overall learning experience. This is exactly what we explore in this
paper.
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4.4 Methods

4.4.1 Study Context

In this study, we analyzed the data produced by the second and third year undergraduate
students in two programming-oriented courses at a Canadian university. The data were col-
lected over two semesters (Fall 2017 and Spring 2018). Each course lasted 13 weeks and had
a combined enrollment of 121 students (83+38). The courses used blended delivery, utiliz-
ing the university’s learning management system (LMS) to support learning activities and
students’ overall schoolwork. The students were experienced in using the LMS as they used
it on a day-to-day basis in prior courses. The LMS hosted access to reading material, posted
lecture slides, tutorial materials, general course information, weekly or bi-weekly course as-
signments, assignment submission, grades, and allowed participation in online discussion
activities. In addition to the web-browser versions of the LMS (desktop/laptop/mobile),
students had access to the mobile app version provided by the LMS vendor. Upon compar-
ison of the features and functionalities offered by the two versions, no apparent differences
were revealed.

Both courses were similar in structure, having a 2-hour face-to-face lecture per week,
a 2-hour in-lab tutorial per week, tutorial participation contributed 10% towards the final
grade, assignments 40% of the grade, quizzes and exams in 2nd year course 50% and in
the 3rd year course 35%, and the 3rd year course had three online discussions 5% each
for a total of 15%. Assignments, four in each course, were all individual, comprising of
programming tasks, developed in the programming environment outside of the LMS. The
assignment specifications were posted in the LMS, students submitted assignments via the
LMS, and received feedback and grades as comments in the LMS. The discussion activities
were 10-14 days long, in small groups of 6-8 students, conducting research and developing
a shared statement to an open ended question. A minimum of four posts was required for
a student to get the full mark, which considered content, collaboration and quality of the
group final statement. The grades for discussions were posted in the LMS as well. Students
could plan their studying using LMS calendar where deadlines for all learning activities
were posted.

4.4.2 Learning traces and study sessions

The study used the interaction trace data from students’ engagement with the LMS. Stu-
dents self-regulated their participation in the course activities, guided by the course require-
ments and deadlines. The use of technological modalities was a choice of each student. Each
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student action in the LMS was logged with the following data: student id, course id, type
of learning action, action URL, session number, start time, end time, and user-agent.

The study sessions were extracted from the events data in two subsequent steps. In the
first step, the study sessions representing continuous sequences of events where any two
events were within 30 minutes of one another were identified. Since there does not exist
a unified time-on-task estimation method within the learning analytics community [143],
the 30-minute threshold was chosen as in previous studies [77, 142, 121]. Given that the
LMS serves mainly as a content-providing host, i.e. tracking, reporting, and delivering the
educational material, a closer analysis showed that 80th percentile of the continuous time
spent on activities was 11.6 minutes, which seemed insufficiently short, while 85th percentile
was 48.9 minutes, which seemed overly long.

Analyses of the sessions extracted in the preliminary step revealed that a majority of
them (95%) were composed of a single modality use (absolute sessions). Two kinds of mixed-
use behavior was observed in the remaining 5% of sessions with two or more modality-use
(mixed sessions): (a) actual mixed-use where students simultaneously and/or alternatively
used two or more modalities to access the LMS, and (b) chanced mixed-use wherein student’s
two or more seemingly detached activities (as evident from a large time-gap separation,
say 22 minutes) occurred from two different modalities and ended up in the same session
mainly due to our chosen 30-minute threshold. Hence, in the second step, the mixed sessions
were further split based on a 20-minute delimiter with the overall aim of having either
absolute sessions or actual mixed-sessions but fewer chanced mixed-sessions. This delimiter
was selected after observing the distribution of switch times2 for all mixed sessions.

The two-step process resulted in 26,935 study sessions across 121 unique students for
the 13 active weeks of the two courses. To gain an insight into the general pattern of study
sessions we removed outliers following a similar process as reported in [121, 77]. Specifically,
study sessions comprising of a single event were removed along with students with excessive
study session counts (one student registered 506 sessions, compared to a median of 206).
Removing these outliers resulted in 18,895 study sessions across 120 students.

2Switch time refers to the difference between start times of two subsequent actions which are performed
on different modalities.
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4.4.3 Data Analysis Techniques

Pre-processing data

Four main steps were involved in the pre-processing of the logged data consisting of all
possible clicks.

First, the modality of access associated with each event in the log data was determined
from the examination of the user-agent field, and resulted in four broad categories: Desktop,
Mobile, Tablet, and Unknown (for all unclear modalities). The Desktop category included
access from a web browser running on desktop computers or laptops. The Mobile category
included both LMS versions that could be possibly used on cellphones (see Section 4.4.1),
i.e. web browser or dedicated LMS application. The Tablet category included access from
tablets. The Unknown category included all other modalities, which we could not categorize
with certainty. In terms of access to technological modality, the majority of students (86%)
used a combination of Mobiles and Desktops, the most common device ownership combina-
tion [29], for at least one learning sequence. 8% used all three major modalities (Desktop,
Tablets, Mobiles), and 6% used Desktop only.

Secondly, the count measures were extracted based on the number of times each learning
action was performed by each student. Table 4.1 contains the types and total counts of
learning actions, categorized into activities, captured by LMS.

Table 4.1: Breakdown of activities and access (in terms of number of actions) from different
modalities

Activity Desktop Mobile Tablet Unknown

Course Planning
and Management 37,535 43,527 453 4,453

Assignments 20,999 5,814 34 0
Course Content 20,419 4,486 31 1
Discussions 3,791 509 3 0
Grades 2,938 467 0 0
Quizzes 1,993 196 4 0

Thirdly, the time-on-task variable (time spent on activity) was calculated using the dif-
ference between the start times of two logged events. This is a common technique used
previously in many studies [142, 168, 165], with the underlying assumption that the en-
tirety of the time between two logged events was spent on a particular learning activity.
Such assumptions are widespread and inevitable for time-on-task estimations in learning
analytics.

Fourthly, the word count for the messages was obtained by counting the total number of
words in the message and the quality of the messages (scaled to a value between 0 and 100)
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in the discussions was calculated using the Coh-Metrix framework. It is a well-established
computational linguistics facility for analyzing discussion texts over several measures of
cohesion, language and readability [93]. Out of the several possible measures, we look at
five main measures - Narrativity, Deep Cohesion, Referential Cohesion, Syntactic Simplicity
and Concreteness. These measures were chosen since these account for almost 50% of the
variance in a text [94] and are shown as strong indicators of social knowledge construction
[119, 144].

Table 4.2 shows the extracted variables, divided into four groups: counts, time spent,
word counts and quality. We have three variables related to the counts and three variables
related to time spent on the three main actions in a discussion activity (posting, reading
and replying), along with two variables for word counts and ten variables (5 measures x 2
message types) related to quality of the messages.

Table 4.2: Extracted features: Dependent variables examined in the study

Type Name Description

Count count_PostDiscussion Total number of the discussion board messages posted by the student
count_ViewDiscussion Total number of times student opened one of the course’s online discussions
count_ReplyDiscussion Total number of the times student replied on discussion board messages posted by another student

Time Spent time_PostDiscussion Total time spent on posting discussion board messages
time_ViewDiscussion Total time spent on reading course’s online discussions
time_ReplyDiscussion Total time spent on replying to a existing thread in online discussions

Word count post_wc Average number of words for all the posts made to the discussion board
reply_wc Average number of words for all the replies made to the discussion board

Quality q_Post q ∈ {five principal components of Coh-Metrix*} Average measure of q for all posts
q_Reply q ∈ {five principal components of Coh-Metrix*} Average measure of q for all replies

* Five principal components of Coh-Metrix include Narrativity, Deep Cohesion, Referential Cohesion, Syntactic Simplicity and Concreteness

Technological-modality sequence analysis

In order to examine the presence of patterns in students use of several technological modal-
ities, we relied on the analyses of their learning sessions by following an approach similar to
the approach proposed for detection of learning strategies from trace data [121]. Each ses-
sion was encoded as a sequence of modalities using a representation format of the TraMineR
R package [83]. Figure 4.1 presents few examples of learning sequences. As the example in-
dicates, the sequences could be composed of either absolute (sequence 1, 3 and 4) or mixed
sessions (sequence 2), thereby explaining the diversity in their composition. Additionally,
the varying lengths of sequences (sequence 1 vs. sequence 3) are reflective of the differences
in density of activities in a session. These sequences were used later for clustering to obtain
students’ technological-modality profiles.
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Figure 4.1: Examples of technological modality sequences encoded in the TraMineR format

Clustering

Following the proposals by previous researchers [142, 77, 121], we used agglomerative clus-
tering based on Ward’s method for two kinds of clustering. First, the modality sequences
(N = 18,895) were clustered to detect patterns in students’ modality-use behaviours (i.e.
technological-modality profiles). The computation of the distance (similarity) between se-
quences, required for the clustering algorithm, was based on the optimal matching distance
metric [83]. According to this metric, the distance between two sequences of states is the min-
imal cost, in terms of insertions, deletions, and/or state substitutions required to transform
one sequence into another. Since any substitution cost can be replaced with a combination
of insertion and deletions, the cost of insertion/deletion in our analyses was set at a half the
maximum substitution cost, a widely used cost setting [110], to avoid pseudo-substitutions.
These computed distances were then normalized, to account for differences in sequence
lengths, by dividing the distance by the length of the longer sequence.

The optimal number of sequence clusters were obtained from (a) inspection of the result-
ing dendrogram, and (b) calculating the “dunn index” proposed by Dunn [64], and computed
using the clValid R package [26]. The Dunn Index is the ratio between the smallest distance
between observations not in the same cluster to the largest intra-cluster distance. It has a
value between 0 and infinity and should be maximized.

The sequence clustering algorithm produced four clusters, i.e. technological-modality
profiles. Next, for each student we computed four corresponding variables seq.clusti, i = 1:4,
where seq.clusti is the number of sequences in cluster i for a particular student. These four
variables plus the variable seq.total, representing the total number of learning sequences
for the student, were used in the second cluster analysis to group students (N = 120)
(i.e. technological-modality strategies). All five variables were normalized; the Euclidean
metric was used to compute the distance between vectors. After the clusters of students
were computed, each cluster was summarized by calculating its centroid, which represented
the mean value of all cluster members across all clustering variables. The student cluster
assignments (representative of their technological-modality strategies) enabled us to group
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students and identify whether different strategies relate to differences in overall academic
performance, and participation and performance in online discussions.

The optimal number of student clusters was obtained from (a) inspection of the resulting
dendrogram, and (b) using the “silhouette statistic” proposed by Rousseeuw [124, 208] and
computed using the clValid R package [26]. The Silhouette value measures the degree of
confidence in a particular clustering assignment and lies in the interval [-1,1], with well-
clustered observations having values near 1 and poorly clustered observations having values
near -1.

Statistical Analyses

To examine if there was a significant difference between the identified student groups, we
performed a multivariate analysis of variance (MANOVA). The student cluster assignment
was treated as the single, independent variable along with the dependent variables described
in Table 4.2: three measures of counts, three measures of time-spent, two measures of word
counts and ten measures of quality.

Assumptions: Before running the MANOVA, we checked the homogeneity of covariance
assumption using Box’s M test and the homogeneity of variance using Levene’s test. The
Shapiro-Wilk test was performed to check for multivariate normality. To protect from the
violations of the test assumptions, we log-transformed the data and used the Pillai’s trace
statistic which is considered to be a robust against assumption violations. [23].

Main effect test: In case of a significant MANOVA result, a follow-up univariate one-
way analyses of variance (ANOVA) were conducted on each dependent variable that pro-
duced non-significant Levene’s test result. To prevent the inflation of type I error rates due
to the multiple ANOVA comparisons, the Bonferroni correction was adopted. In case of
significant Levene’s test (i.e., the homogeneity of variance assumption was violated), the
non-parametric Kruskal-Wallis test was used. Finally, the measures of eta-squared (η2) and
epsilon-squared (ε2) were used to report the effect sizes for ANOVAs and Kruskal-Wallis
tests, respectively and interpretations were done using Cohen’s [48] primer, the most com-
monly used primer for effect size interpretation.

Post-hoc test: The significant Kruskal-Wallis tests were followed up by Dunn test for
multiple comparisons (also using Bonferroni corrections). This is an appropriate test for
comparing groups with unequal numbers of observations [277]. After significant ANOVAs,
Tukey’s honest significant difference (HSD) test was used to check for the differences among
the individual pairs of clusters.
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4.5 Results

(a) SFP for Cluster 1: Diverse (N = 1498) (b) SFP for Cluster 2: Mobile Oriented (N = 2684)

(c) SFP for Cluster 3: Short-Desktop Oriented
(N = 9571)

(d) SFP for Cluster 4: Desktop Oriented (N =
5142)

Figure 4.2: Sequence frequency plots (SFP) for each TMP profile showing the proportions
of the ten most frequent sequences. (Green:Desktop, Purple: Mobile, Orange: Tablet)

4.5.1 Clustering of sequences as manifestations of students’ technological-
modality profiles (TMP)

The inspection of the dendrogram and Dunn indices led to the conclusion that a four cluster
solution was optimal. The resulting clusters indicate the four different kinds of technological-
modality profiles that students tended to use when studying and self-regulating their studies
through the LMS.

Table 4.3 provides descriptive statistics for the sequence lengths in each profile cluster.
Additionally, Fig 4.2 presents sequence frequency plots for each of the four profiles. These
represent the ten most frequent sequences in each profile. The bar widths are proportional
to the frequencies of occurrence. Thus, the y-axis indicates the cumulative percentage of
the top 10 sequences. The bar lengths along the x-axis is the number of actions in the
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sequence. For instance, the most frequent sequence in the TMP3 cluster is a sequence of two
actions on Desktop. It accounts for almost 38.72% of 9,571 sequences in TMP3. The second
most frequent sequence consists of three actions on Desktop (26.76% of 9,571 sequences),
is indeed very similar to the previous one. It is interesting to note that for this cluster
(similar to clusters 1 and 4), the 10 most frequent sequences account for about 99.6% of
all the sequences, which reflects a small diversity, i.e., a small number of different patterns
than those plotted. However, the 10 most frequent sequences in TMP2 cluster account for
only about 45.3% of all the sequences, which reflects a high diversity. Upon inspection, it
was revealed that a majority of the remaining sequences were also similar in composition
(actions completed on Mobile) to the ones plotted, but were even longer.

Table 4.3: Characteristics of sequences (in terms of lengths i.e. action count) in the
technological-modality profiles

Cluster N Mean Median(Q1,Q3) Min Max

TMP1 1498 (7%) 6.45 3(2,5) 2 127
TMP2 2684 (14.2%) 19.42 16(11,24) 2 233
TMP3 9571 (50.65%) 3.13 3(2,4) 2 22
TMP4 5142 (27.21%) 10.88 9(7,12) 6 108

Drawing from Table 4.3 and Fig 4.2, the four clusters can be characterized as follows:

• TMP1 Cluster - Diverse (N = 1,498, 7.0%): This cluster constituted the smallest
number of sequences. The grouping comprised learning sequences composed of actions
from a wide range of modalities (desktops, mobiles, tablets, and unknown). This
strategy cluster contained relatively short learning sequences (median = 3 actions
in one learning session).

• TMP2 Cluster - Mobile Oriented (N = 2,684, 14.2%): This cluster was twice as large
as the Diverse strategy cluster. Mobile constituted the most dominant modality for
majority of actions in the sequences belonging to this cluster. Actions from other
modalities were present but not frequent. This profile contained the longest number
of learning actions in a session (median = 16 actions in one learning session).

• TMP3 Cluster - Short-Desktop Oriented (N = 9,571, 50.6%): This cluster was pre-
dominantly focused on actions from the Desktop modality. It was the biggest of all
the four TMP clusters containing almost half of all learning sequences. The learning
sessions (and, thus sequences) in this cluster tended to be short (median = 3 actions
in one learning session) with the longest session composed of 22 actions only.
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• TMP4 Cluster - Desktop Oriented (N = 5,142, 27.2%): This cluster was also predom-
inantly focused on actions performed using the Desktop modality. However, unlike
TMP3, this cluster contained relatively longer learning sessions (median = 9 actions
in one learning session).

4.5.2 Clusters of students based on the adopted technological-modality
profiles

The student clustering was performed based on the vectors of five values for each student
as described in the method section, i.e. four counts of students’ learning sequences in each
identified TMP clusters and students’ total number of learning sequences seq.total. After
examining the different ways of cutting the tree structure (i.e., different numbers of clusters),
using both dendogram and silhouette methods, we chose the solution with 3 clusters as the
optimal one.

Table 4.4 describes the resulting clusters. The rows nTMP1 - nTMP4 and seq.total
show the distribution of the values for the variables used for clustering, i.e. the number of
sequences in the four TMP clusters an d total number of sequences. The last row labeled
grade shows the the final course grade for students in each cluster. For all the variables the
table shows the median, 25th and 75th percentiles.

Table 4.4: Summary statistics for the 3 student clusters: median, 25th and 75th percentiles.

Student Cluster 1 Student Cluster 2 Student Cluster 3
N=47 (39.16%) N=52 (43.33%) N=21 (17.5%)
Median(Q1,Q3) Median(Q1,Q3) Median(Q1,Q3)

nTMP1 10(3.5,19) 7(2,13) 12(9,17)
nTMP2 4(1,7) 3(1,29.5) 80(64,97)
nTMP3 94(80.5,113.5) 59(45.75,67) 83(72,105)
nTMP4 53(43,72.5) 26.5(21.5,33.25) 44(36,59)
seq.total 170(142,202) 104(87.75,122.5) 223(203,262)

grade 68.38(56.56,80.02) 54.91(44.76,62.99) 62.6(54.05,68.56)

From the perspective of the variables outlined in Table 4.4, the clusters can be described
as follows:

• Student Cluster 1 – Strategic Users (N = 47, 39.16%): This group of students used
predominantly desktop modality which can be demonstrated from a high attachment
to profile TMP3 (Short-Desktop) and TMP4 (Desktop). Hence, from the modality
use perspective, this group was limited in use of multiple technology modalities. The
number of sequences in this cluster was between numbers of sequences of other two
clusters. It was the highest performing group in terms of the final course grade.
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• Student Cluster 2 – Minimalist users (N = 52, 43.33%): This group of students pre-
dominantly used technology in a way consistent with TMP3 (Short-Desktop), then
TMP4 (Desktop), and sparingly the other two profiles. The overall number of learn-
ing sequences was by far the lowest of the three student clusters. Thus, this low
level of efforts, both overall and in terms of dominating short learning sessions from
less-portable desktops (TMP3), may explain the group’s significantly lower grades in
comparison to the other two clusters (1 and 3).

• Student Cluster 3 – Intensive users (N = 21, 17.5%): This cluster constitutes the
smallest group of students. It represents the most active group of students whose
sequences fell into all modality profiles, among which TMP2 (Mobile) and TMP3
(Short-Desktop) were the most prominent and used almost equally. In terms of overall
course grade, even though a lower median percentage than the high performing Cluster
1 was recorded, the differences were non-significant.

To test any underlying cluster differences on the overall student grade, we used the non-
parametric Kruskal-Wallis test due to serious violations of normality and homoscedasticity.
The analyses of the degree of variation in adopted technological modality profiles was found
to be significantly associated with the overall academic performance score, with a moderate
effect size (χ2(2) = 14.476, p = 0.0007, ε2 = .12). The pairwise comparison of clusters with
respect to the final grade (i.e. percentage) revealed that Cluster 2 performed significantly
lower than Cluster 1 (p = 0.008) and Cluster 3 (p = 0.002), even after adjustments to the
p-values using the Benjamini-Hochberg (BH) procedure. However, the difference between
the two high performing groups, i.e. Cluster 1 and 3, was not statistically significant.

4.5.3 Analysis of cluster differences

After examining the differences between clusters based on final grade, we proceeded to fur-
ther check for the differences between the discovered clusters with respect to their perfor-
mance in one type of learning activity: discussions. Since discussion were a graded learning
activity in one course only, the further analysis included students from the third year un-
dergraduate course only (N = 37). We maintained the students’ assignment to the student
cluster as above, since we considered the technology use profile to be a characteristic of the
student, rather than the course. This was confirmed by comparison of the four TMP profiles
using t-tests (for the two course groups), which resulted in non-significant differences for
three of the four profiles and only slightly significant differences for the fourth profile. In
total, 342 messages (posts + replies) were collected from this course, which represented the
main data source for analyzing cluster differences.
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Table 4.5: Descriptive statistics of the dependent variable raw scores: Mean, Standard de-
viation (SD), Median (Mdn), 25th (Q1) and 75th(Q3) percentiles.

Stud.Cluster 1 (N = 23) Stud.Cluster 2 (N = 10) Stud.Cluster 3 (N = 4)

Variable Mean SD Md (Q1,Q3) Mean SD Md (Q1,Q3) Mean SD Md (Q1,Q3)

count_ViewDiscussion 77.30 34.93 74.00 (47.5, 94.5) 38.70 21.50 32.50 (23.25, 50.75) 69.50 19.05 66.00 (57.75, 77.75)
count_ReplyDiscussion 5.22 2.59 6.00 (2.50, 7) 2.40 2.22 2.00 (0.5, 3.75) 2.00 0.82 2.00 (1.75, 2.25)
count_PostDiscussion 4.35 1.82 4.00 (3, 5.5) 2.10 1.20 2.00 (1.25, 3) 2.75 0.50 3.00 (2.75, 3)
time_PostDiscussion 12.90 0.62 13.02 (12.58, 13.32) 12.50 1.66 12.98 (12.35, 13.35) 12.53 0.34 12.52 (12.4, 12.65)
time_ReplyDiscussion 9.05 2.33 9.30 (8.03, 11.02) 5.94 4.66 6.40 (1.16, 9.76) 8.61 2.81 8.96 (6.94, 10.62)
time_ViewDiscussion 9.56 2.43 10.32 (9.15, 11.11) 7.77 4.35 9.22 (5.12, 11.33) 7.51 2.41 6.37 (6.26, 7.62)
post_wc 272.22 100.34 262.5 (208.83, 303.7) 218.68 158.57 195.67 (115, 247.62) 140.11 94.11 182.55 (127.95, 194.71)
reply_wc 162.71 45.57 158 (136.81, 190.47) 113.95 85.81 102.25 (72.53, 162.59) 152.1 86.19 116.04 (105.94, 162.21)
narrativity_Post 39.79 13.2 41.61 (29.93, 47.8) 45.81 25.96 45.58 (30.68, 55.29) 29.65 20.04 37.85 (26.29, 41.21)
deepCohesion_Post 76.72 10.77 74.23 (69.53, 81.56) 62.09 30.96 56.68 (46.78, 88.18) 57.14 41.13 67.61 (41.8, 82.94)
referentialCohesion_Post 48.57 19.23 53.72 (31.42, 59.97) 37.2 23.98 44.25 (19.63, 54.06) 24.58 20.33 25.31 (13.69, 36.2)
syntacticSimplicity_Post 35.75 15.51 36.25 (24.61, 48.41) 26.63 17.06 31.2 (14.45, 33.9) 30.98 26.47 34.05 (13.6, 51.44)
concreteness_Post 26.84 10.59 24.9 (21.58, 33.06) 14.55 14.19 12.71 (5.66, 18.05) 10.64 13.4 6.68 (1.24, 16.07)
narrativity_Reply 50.1 13.8 50.5 (42.92, 57.35) 40.83 23.84 50.2 (32.37, 56.88) 47.23 10.48 48.56 (39.78, 56.01)
deepCohesion_Reply 69.78 13.39 67.48 (60.19, 78.17) 54.39 38.41 61.05 (20.89, 85.86) 66.57 18.46 60.74 (53.49, 73.83)
referentialCohesion_Reply 47.67 15.01 46.49 (34.66, 52.82) 36.46 32.38 46.68 (3.43, 52.07) 53.26 21.55 46.66 (42.99, 56.93)
syntacticSimplicity_Reply 30.41 12.55 30.87 (22.21, 37.37) 24.01 21.31 31.14 (0.92, 37.55) 19.86 14.5 20.41 (7.9, 32.38)
concreteness_Reply 30.67 13.92 29.18 (21.15, 36.86) 24.93 23.7 21.21 (8.06, 33.91) 16.92 17.08 12.45 (6.39, 22.98)

A one-way multivariate analysis of variance (MANOVA) was conducted with the stu-
dents’ cluster assignment as the single independent variable and the measures defined in
Table 4.2 as the dependent variables. Concerning the relative sizes of the clusters, they seem
reasonable and consistent with the previous studies [142, 165, 166, 121] that found intensive
users are the smallest group. The descriptive statistics for each of the dependent variables
are shown in Table 4.5.

The assumption of homogeneity of covariances was tested using Box’s M test and was
found to be violated. Thus, Pillai’s trace statistic was used, as it is more robust to the
assumption violations together with the Bonferroni correction method. A statistically sig-
nificant MANOVA effect was obtained, Pillai’s Trace = 1.36, F(36, 36) = 2.16, p = 0.01.
The multivariate effect size was estimated at multivariate η2 = .68, which implies that
68% of the variance in the dependent variables was accounted for by the differences in the
student cluster assignment.

As a follow-up, a series of one-way ANOVA with Bonferroni corrections was conducted,
for each of the dependent variables that produced non-significant Levene’s test (homogene-
ity of variance) result. The test revealed that assumption was satisfied for all but three
variables (count_PostDiscussion, deepCohesion_Post and deepCohesion_Reply), for which
Kruskal-Wallis tests were conducted. The Shapiro test of normality showed (weak) violations
for four variables (count_ReplyDiscussion, time_PostDiscussion, time_ViewDiscussion and
time_ReplyDiscussion). However, since ANOVA is considered a robust test against the vi-
olations to the normality assumption [90] we use it to test these four variables, instead of
opting for a non-parametric method.
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Table 4.6: ANOVA - Main and Post-hoc results.

Levene’s ANOVAs

Variable F(2,34) p F(2,34) p η2

count_ReplyDiscussion 2.349 0.111 6.584 0.004a,b0.28
count_ViewDiscussion 1.717 0.195 5.531 0.008a 0.25
time_ReplyDiscussion 2.749 0.071 3.446 0.033a 0.17
post_wc 1.197 0.314 3.528 0.040b 0.17
reply_wc 1.903 0.164 3.933 0.029a 0.19
referentialCohesion_Post 0.268 0.766 3.623 0.037b 0.14
concreteness_Post 0.161 0.851 8.354 0.001a,b0.25
syntacticSimplicity_Reply 2.183 0.128 3.534 0.040a 0.06
referentialCohesion_Reply 1.309 0.283 4.857 0.013a 0.07
a Cluster 1 vs. Cluster 2.
b Cluster 1 vs. Cluster 3.

Table 4.7: Kruskal Wallis - Main and Post-hoc results.

Variable H (2) p ε2

count_PostDiscussion 11.35 0.003a 0.30
a Cluster 1 vs. Cluster 2.

The main effect analyses from ANOVA (Table 4.6) and Kruskal-Wallis test (Table 4.7)
revealed that the models for three count measures (count_ReplyDiscussion, count_PostDiscussion,
and count_View- Discussion), one time spent measure (time_ReplyDiscussion), both word
count measures (post_wc, reply_wc) and four quality measures (referentialCohesion_Post,
concreteness_Post, syntacticSimplicity_Reply and referentialCohesion_Reply) were statis-
tically significant. To save space, only the significant results are shown in the tables.

Following the significant results, a series of post-hoc analyses was conducted to detect the
clusters where statistically significant differences were observed (Table 4.6 and 4.7 footnotes
indicate post-hoc tests, all significant at p < 0.05). In terms of counts of messages, the
students from Cluster 1 (strategic users) posted and read more discussion messages at
AODs compared to Cluster 2 students (minimalist users). They also replied more often to
existing discussion threads than students in Cluster 2 and Cluster 3 (intensive users). With
respect to the time-spent online, Cluster 1 (strategic) students spent more time compared to
Cluster 2 (minimalist users) in framing their replies to other students’ posts in discussions.
In terms of the word count, discussion contributions by Cluster 1 were significantly larger
than those posted by Cluster 3 and those replied by Cluster 2. In terms of the quality of
messages, the discussion contents posted by Cluster 1 (strategic users) were more concrete
compared to Cluster 2 and Cluster 3, and contained ideas that overlapped across sentences
and the entire discussion (referential cohesion) compared to Cluster 3. Moreover, the replies
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framed by Cluster 1 students were simpler in structure with more familiar words (syntactic
simplicity) compared to Cluster 3, and contained a higher number of connections that tied
the ideas together for the reader (referential cohesion) compared to Cluster 2.

4.6 Discussion

The results of clustering of students’ learning sequences confirmed the existence of well
differentiated patterns (i.e. technological modality profiles) in students’ use of modalities.
Based on these patterns, students were clustered and these clusters correspond to the stu-
dents’ strategies of using technological modalities for engaging with learning activities and
regulating their learning. An underlying assumption that holds true in our study, with re-
spect to the contextual use of LMS, is that the choice of modality for an action in a learning
session is a matter of a student’s choice rather than determined by the instructional con-
ditions. That is, no specific modality-related instructions were administered to students in
this study. Keeping this in mind, our results indicate that the strategies identified were sig-
nificantly different in terms of modality-use pattern composition with 12% of the variance in
the final course grade explained by them. This indicates an important relationship between
technological modality strategies and overall academic performance, which up until now has
not been researched in detail.

In the second part of our analysis, we studied how technological modality strategies
(combinations of technological modality profiles) were associated with participation behav-
iors in asynchronous online discussions and quality of this participation. We found that
approximately 68% of variance in performance at AODs (in terms of counts of, time-spent
online, length of and quality of messages) was explained by the demonstrated strategy for
using the LMS tool. These results are important in order to acknowledge that not only does
the extent to which consistency of tool-use [142] and ‘richness’ (in terms of feature affor-
dances) of the tool itself [164] matter, the diversity in intermix of modality-use for using
the tool affects the performance significantly too.

4.6.1 Technological-Modality Profiles

It must be emphasized that individual uses of modalities vary from student to student and
task by task basis. Therefore, in this study, we first clustered individual study sessions each
composed of action sequences based on various modalities. This was followed by clustering
of students based on the counts of the occurrences of each session cluster. The purpose
of our multi-step analysis is mainly to distinguish between counts of action from various
devices and patterns of use of these devices for different actions. By doing so, we are able
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to emphasize on within-session use of modalities which provides researchers with more
granular, low-level interpretations of composition of students’ learning sequences as actions
performed on different modalities. Hence, perhaps the most interesting insight made through
such systematized trace analyses, in line with observations by previous researchers [234,
145], was that learners employ multi-device support (ranging from PCs, laptops, tablets and
mobile phones) across learning sessions, though in different proportions, rather than strictly
adhering to just one.

The various modality-use behaviour patterns observed in our study raises critical ques-
tions on the methodology adopted by a majority of the existing studies on mobile learning.
It has been pointed out in the literature that a majority of researchers and educators do not
take students’ use of multiple devices into account in the facilitation and support of learning
experiences [71, 73, 145]. Consequently, a rule of thumb in the extant comparative studies
on platform (modality) performance [178, 2, 53, 272, 242], involves binning participants
into dichotomous groups – mobile users vs. non-Mobile users – without giving cognizance
to their overall technology modality behavior pattern and therefore, the possibility of an
overlap between modalities. The strictly binary groupings takes away attention from the
nuances involved in their modality profiles, as hinted towards by Stockwell [233] who ob-
served ‘extended usage of one platform [modality] followed by short bursts on the other’ for
some learners during a vocabulary activity.

The aim of the study was not to make concrete statements regarding a clear ‘winner’
amongst combinations of modality profiles (i.e. technological modality strategies) or even
modalities themselves. The idea was to generate awareness within the research community of
the impact of modalities when interpreting research findings and building learning analytics
models, particularly for studies delegating tool-use as a proxy for comparing outcomes and
behaviors at tasks. We argue that in addition to capturing the diversity and consistency
of tool-use, as stressed by Lust et al. [164], future research should also focus on three
main components of modality-use behavior, in relation to students’ performance. These
include diversity (intermix) of modalities used, consistency or activeness of modality-use
and transferability of a modality to new learning tasks. We posit that these will prove
useful for gaining a fuller insight into the way how tools support learning and self-regulative
activities.

4.6.2 Strategies and Discussion Performance

The current study found that students in clusters associated with higher overall discussion
performance (Stud.Cluster 1 = Strategic and Stud.Cluster 3 = Intensive) tended to engage
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in study sessions which were characterized by more active modality-use patterns. However,
we see no association between the use of strategies composed of multiple devices and the
participation behaviour (in terms of counts, time spent, word count and quality). That is to
say, the students who chose to adopt strategies composed of a variety of different modality
profiles to regulate learning (Stud.Cluster 3) did not achieve significantly better results
for participation behaviour in discussion activities compared to those who chose only few
(Stud.Cluster 1). This indicates that even though students may appreciate control (over
learning sessions) offered by such diversity, the ‘quality’ of that control – i.e. the ability to
determine when the use of a modality would be beneficial to learning – is an important
metacognitive skill to possess. This is because, while answering quick queries can be done
effectively using mobile phones, deeper knowledge construction may require more substantial
technology affordances to create strong arguments. Such affordances can be offered by PCs
instead, as was observed in this study. This is consistent with recent research findings by
Heflin et al. [106] that found students who constructed discussion responses on a mobile
device demonstrated significantly less critical thinking than those who used a computer
keyboard or wrote responses by hand. Therefore, we posit that students need to develop
this knowledge about which type of device and their affordances can be most suitable for a
task at hand, as an additional type of metacognitive knowledge similar to the knowledge of
relevant learning strategies [266].

Likewise, much like any learning strategy [77, 142, 121], monitoring and optimizing the
technological modality-use is necessary for effective learning. Benefits from multi-device
support will only go so far in enhancing engagement (as evident by high count measures
for viewing discussions) as the same material is available on various devices. However, it is
up to the learner to make efficient use of each modality to guarantee maximized academic
output. Failure to do so poses serious threats to sustainable seamless learning, which relies
substantially on a combined use of multiple device types. Having said that, we reinstates the
observation reported in [142, 164, 47] suggesting that leaving the control with the learner
or offering only little support is a poor pedagogical practice and instead, must be explicitly
addressed.

Lastly, as a by-product from this study, we also provide partial support for the claim by
existing research and statistics [151, 239, 238] that alleges a higher engagement rate when
courses are delivered using the mobile format. This is true in particular for students from
cluster 3 i.e. Intensive users whose substantial level of self-regulation occurred using mobile
devices. According to our findings, cluster 3 students had substantially higher mean value
(except count_ReplyDiscussion and time_ViewDiscussion) for counts and the time spent
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on reading, posting and replying to the discussion posts, compared to Cluster 2. However,
the quality measures of their posts were lower than that of cluster 2 students, whose use
of profiles involving mobile devices was meager. In fact, looking at Table 4.5, we see that
even though cluster 2 did not post more, their contributions were larger (word count), and
they posted more substantial messages, in terms of quality (except for syntactic simplicity
score), compared to Cluster 3. However, according to the post-hoc tests, all these differences
were non-significant. This might be due to the small group size of clusters because of which
we failed to reject the null hypotheses (i.e. no differences exist between Minimalist and
Intensive group) even when the true state of nature might be very different from what is
stated in the null hypothesis [136]. Thus, more research using bigger participant pool is
required to conclusively refute or provide support for this claim.

4.7 Limitations and Future Work

Since our methodology involved tracking user interaction with the LMS, this may raise a
concern about the extent to which our results were dependent upon the learning context and
the design of the LMS itself. Hence, future research should aim to replicate or extend our
study and investigate the effects of instructional conditions [87] including but not limited
to course design, learning activity, mode of assessment, teaching method, domain subject.

Equally so, the interaction with the LMS must be seen as a proxy for the ability to
effectively self-regulate using different technological modalities. Some extraneous effects
might have been introduced from the type of the LMS used in this study and capabilities
offered by it, which might have affected the learning process differently for different study
participants. Future work should explore using other other learning management systems
such as Moodle, to see the influence on self-regulation, while considering the affordances it
provides.

Regarding the validity of our significant results, given the small sample size available in
our study, Royall [209] suggests that a highly attained significance level (i.e. small p-value)
is greater evidence that null hypothesis is rejected when sample size is small. This is because
a small sample size can only result in a small p-value when the observations are generally
highly inconsistent with null hypothesis. Having said that, replications of the study with
bigger dataset will benefit in solidifying the claims made by the paper.
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4.8 Conclusions

Taking up the research on tool-use and its ramifications on learning one step further, in this
paper we looked at the modalities used by students to access the LMS for studies. We ob-
served different behavioral patterns in the use of various modalities ranging from hand-held
devices such as mobile phones and tablets to PCs and desktops. Based on the identified
patterns, student clustering was done to group students into clusters which were representa-
tive of their use of technological modality strategy. Comparison of these strategies revealed
differences in the students’ overall academic performance. To further illustrate the research
utility of the identified technological-modality strategies, we showed that the construct can
explain a significant amount of variance in how students engage with discussions as well as
the differences in quality of their posts and replies.

There are several important consequences of the presented study. Having demonstrated
the usefulness of the concept of technological modality profile in explaining some differences
in students’ engagement and outcomes, it may prove to be a useful concept to incorporate
into models. Gauging the profiles for the construction of modality-specific learner mod-
els will greatly benefit the learning outcome predictions, particularly useful in mobile and
seamless learning environments. These models can better explain learning behaviours and
outcomes, and detect students strategies which are further used for designing interventions.
The methodology adopted in this study also has potential for identification of enhancing
and distracting modality-use patterns employed by learner, in addition to classifying learn-
ing activities benefiting the most from particular modality combinations. This is vital for
learning because selecting modalities that are ill-fitted to the task can undermine knowledge
construction and can lead to unintended consequences.
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Chapter 5

Temporal Analysis of
Modality-usage patterns

You may delay, but time will not.
- Benjamin Franklin

5.1 Overview

This chapter addresses the following research questions:

1. RQ1: Are there any associations between time of day and the patterns of modality
usage for different learners in a blended learning environment?

2. RQ2: Are these associations different on a weekend compared to weekdays?

Learners’ time-of-the-day preferences for engaging in learning have been studied extensively,
but how these preferences are impacted when different modalities such as desktops and
mobiles are available, need better understanding. In this chapter, we present a log-based
exploratory study on LMS-use behaviour comparing three different modalities: desktop,
mobile and tablet based on the aspect of time. Our objective is to better understand how and
to what extent learning sessions via mobiles and tablets occur at different times throughout
the day compared to desktop sessions.

This study was motivated by the soar in the number of users owning smartphones which
had inevitably been noticed in the general usage statistic of Canvas, our proprietary LMS.
We detected a considerable chunk (over 40%) of user accesses emanating from mobiles and
tablets for various learning activities. This observation poses an interesting question per-
taining to the nature of modality accesses i.e. what are students doing using each platform
and at what time of the day. The complexity of the question is further intensified because
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learners rarely use a single modality for their learning activities but rather prefer a combi-
nation of two or more. Thus, we check the associations between patterns of modality-usage
and time of the day as opposed to the counts of modality-usage and time of the day, which
removes it from the overall learning process. We further analyzed whether these results vary
based on the technological modality strategy adopted by the learner.

Our results suggest that learning sessions from various modalities are significantly associ-
ated with the time of the day (TOD) and day of the week (weekday or weekend), and it holds
true for students who made extensive use of different modalities to complete their learning
activities (strategic and intensive learners) and those who sparingly used them (minimal-
ist learners). The results also indicate strategic learners bear similarities with minimalist
learners, two groups which are strikingly different in terms of their academic performances,
in terms of their session-time distribution while intensive learners showed completely dif-
ferent patterns. For all students, sessions from mobile devices were more prominent in the
afternoon while the proportion of desktop sessions was higher during night time. Upon
comparison of these time-of-day preferences with respect to the modalities on weekday and
weekend, they were found consistent mainly for strategic and minimalist learners only. The
main contribution from this research are for designers, who can use the results to target
delivery of ‘right information at the right time through the right modality’.

5.2 Publication

The following sections include the verbatim copy of the following publication:

Sher, V., Hatala, M., and Gašević, D. (2019). When do learners study?: An analysis
of the Time-of-Day and Weekday-Weekend usage patterns of LMS from mobile and
desktops in blended learning. Invited manuscript submitted to the Journal of Learning
Analytics

5.3 Introduction

The global diffusion of smartphones and tablets, exceeding traditional desktops and lap-
tops market share has created a unique learning environment and opportunities that span
across time and space. All these modalities are continuously used throughout the day to
create seamless learning environments such that students spend a significant portion of their
time connected through devices – e.g., accessing academic resources, completing assignment
tasks, and streaming content. A recent report by ECAR [2] states that students are generally
connected to two or more devices simultaneously, meaning learners consciously choose when
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to engage with each of these modalities. That implies, students who have a few modality
options at disposal may reflect about time management differently than older generations.
Interestingly, while these temporal aspects are extremely important, the time factor, in
general, has not received much attention in educational research [17] and even lesser at-
tention has been paid to it with respect to various modalities in the learning environment.
That is to say, the question remains as to the behavior of students when engaging in online
learning environments through disparate modalities and points-in-time. Existing literature
has insufficient research in this area and addressing this gap should enable learning and
educational designers to target the delivery of ‘right information at the right time through
the right modality’. Furthermore, knowledge of any associations between time of the day and
learning sessions taking place could help in implementing well-designed applications that
are able to assist learners to plan a sequence of activities across times and locations. Thus,
to better understand how patterns of technological modality-use are distributed throughout
the day, we conducted this exploratory study.

Existing research suggests that individual differences exist with respect to the tech-
nological modality learners prefer to use for their learning. That is, research has found
significant impact of students’ adopted modality profile, derived from patterns of modality
(such as desktops, mobiles) usage for various learning activities, on their academic achieve-
ment [219, 233, 234]. There also exists a considerable body of literature which suggests that
individual differences exist with respect to the time of the day learners prefer to work. That
is to say, learners may have a unique chronotype such as morningness-eveningness prefer-
ence [160] and these time preferences might even vary depending on the country one resides
in [224]. Moreover, we also found evidence in literature suggesting significant associations
between the learner’s chronotype score and their academic achievements [193, 113]. Romero
and Barbera [203] observed the time spent by adult e-learners on learning activities and
reported a close relationship between evening time-slot and better academic performance (r
= 0.6) in collaborative activities whereas both morning (r = 0.9) and evening (r = 0.8) were
closely related to academic performance for individual activities. Combining the knowledge
derived from these two sets of research – i.e. time of a day is related to learning outcomes
and modality-preference is related to learning outcomes – a discernible research question
that follows is: Does the choice of modality used by learners for their learning activities
related to their preferences for particular time windows during the day, or vice versa. This
is exactly what our research aims to answer.
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5.3.1 Time and modality flexibility in learning

There is consensus among researchers and educators regarding the idea that learning takes
time [138, 270]. However, the rationale behind when this time is devoted to out-of-class
learning, mainly using different modalities, needs better understanding. While many re-
searchers have examined the concept of time flexibility from instructional and organization
viewpoints [11, 172], only a limited number of papers have looked at the associations between
time flexibility and the modality usage from learners’ perspective, that too in very specific
application domains. The results of the study by Stockwell [234] revealed that learners typ-
ically use different modalities depending on the time of a day, to partake in vocabulary
activities for English language learning task. Mobile phone usage took place mostly across
the morning or very late at night, typically at home, and no usage at all in the afternoon
or in the evening. In contrast, when using personal computers (desktop or laptop), learn-
ers tend to focus their usage in blocks in the afternoon (at university) or after midnight
(at home). Similar results were obtained by Casany Guerrero et al. [38] who studied the
LMS-use behaviour and witnessed a rise in mobile activity during the night hours (8PM
to 12AM) while desktop activity dropped during the same hours. Song et al. [227] looked
specifically at user search behaviour on commercial search engines and the results of their
study revealed significant differences in usage times of three main modalities – desktop,
mobile, and tablet – to perform search queries. The queries from desktop were performed
mostly during working hours (8AM to 5PM), whereas mobile and tablet usages peaked
during evenings (6PM to 10PM).

While much has been revealed from the aforementioned studies, associations between
modality use and the time of day need to be investigated further in blended learning environ-
ments. Moreover, the associations need to be investigated at the level of sessions (sequence
of actions) as opposed to individual actions. Researching these associations will present us
with much more nuanced insights on within-session use of modalities and their distribution
across different times of the day. For instance, looking at actions alone might let us make
statements such as “desktop use occurs more frequently at night”, whereas granular low-
level interpretations of composition of students’ learning sequences as actions performed on
different modalities will allow us to understand the extent to which different usage patterns
appear across different parts of day – e.g., “longer sessions on desktop occur in the morning”
and “shorter desktop sessions are more frequent at night time”.
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5.3.2 Research questions

In this paper, we look at the LMS use behaviour from different modalities across a 24-hour
day. Since the LMS content (assignments, resources, course content) can be accessed at all
times (i.e., LMS provides instructional flexibility to some extent), learners may choose to
interact with it at any time depending on their availability. The choice of time for interaction
could in turn be dictated by professional, social and family commitments. That is to say,
self-regulation of learning using the LMS places the responsibility for time management
on the learner themselves. The decision to work on mobile or on desktop, from home or
library, in the afternoon or late at night, will depend very much on the available technological
modalities, task the student wants to accomplish, suitability of the environment the student
is in, their own preference, and many other factors. Moreover, the nature of learning outside
the classroom (this being in school, at home, or in transit), with various modalities available,
makes it difficult to determine ways in which learners engage in learning activities. For
instance, are there any differences in completion rates between sending a reminder at 9am
or 9pm or what impact would a proactive intervention, such as reminder sent by the system
or instructor, have on student learning when received on a modality situated in some physical
context, without considering if the student can act on it or not. For this reason, research
that enables tracking any associations between devices and time of the day can shed light
onto the potential benefits of each day slot, potentially leading to better design of learning
task and recommender systems.

The research questions, thus, are as follows:

1. RQ1: Are there any associations between time of day and the patterns of modality
usage for different learners in a blended learning environment?

2. RQ2: Are these associations different on a weekend compared to weekdays?

5.3.3 Significance of the study

This study contributes to several important viewpoints. First, “learners are perpetually in
a context” [217] and there has been a growing interest in contextual profiling (i.e. context-
aware recommendations) within fields akin to the likes of mobile learning [157, 246, 188,
274], to allow for a more authentic learning experience aimed at providing adaptivity and
personalization. A crucial precursor to creating such systems is understanding how learning
in the presence of various modalities is apportioned across a day. Given the amount of
information deluge learners have to cope with, knowledge of the temporal context of a
learning session (possibly comprising of a combination of modalities), can provide valuable
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insights to the ‘contextual profiling’ mechanism1 since it will capitalize on the learner’s time-
schedule for engaging in different learning-related activities. Second, while all the different
modalities are definitely a part of a person’s learning environment and readily available at
their disposal, it is not necessary that they are continuously used as some might be led to
believe. This is an important consideration as it questions how often and how regularly users
would engage with a modality during a learning session and depending on the time of the
day, would it be beneficial to display different information through a particular modality?
We explore the same in our paper. Third, factor of time has only been cursorily studied, in
relation to working hours, time-flexibility, time-on-task, time of day and day of the week
and it would be informative to see if the results are consistent across different modalities
too. Lastly, as pointed out by Chen and colleagues [41], not many researchers know how to
combine mobile learning with web-based learning systems such that all learning processes
are covered by generating a ‘ubiquitous learning environment’. To achieve this, designers
and teachers need to have a basic understanding of various time characteristics associated
with different modalities and how best they can be used. For instance, evening being the
commute time for many may restrict use of desktop personal computer, while mobile phones
owing to their portability may be better for use over a short span of time [200, 38].

5.4 Methods

5.4.1 Study Context

In this study, we analyzed the data produced by the second and third year undergraduate
students in two programming-oriented courses at a Canadian university. The data were col-
lected over two semesters (Fall 2017 and Spring 2018) from students who were in same time
zone (Pacific Standard Time). Each course lasted 13 weeks and had a combined enrollment of
121 students (83+38). The courses used blended delivery, utilizing the university’s learning
management system (LMS) to support learning activities and students’ overall schoolwork.
The students were experienced in using the LMS as they used it on a day-to-day basis in
prior courses. The LMS hosted access to reading material, posted lecture slides, tutorial
materials, general course information, weekly or bi-weekly course assignments, assignment
submission, grades, and allowed participation in online discussion activities. In addition to
the web-browser versions of the LMS (accessible on desktop/laptop/tablet/mobile), stu-
dents had access to the mobile app version provided by the LMS vendor. Upon comparison

1Contextual profiling has been briefly explained in Section 3.3.1 in Chapter 3
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of the features and functionalities offered by the two versions, no apparent differences were
revealed.

Both courses were similar in structure, having a 2-hour face-to-face lecture per week,
a 2-hour in-lab tutorial per week, and weekly 2-hour tutorials. Both courses contained
assignments, quizzes and exams and the 3rd year course had an additional component
of online discussions. Assignments, four in each course, were all individual, comprising of
programming tasks, developed in the programming environment outside of the LMS. The
assignment specifications were posted in the LMS, students submitted assignments via the
LMS, and received feedback and grades as comments in the LMS. The grades for discussions
were posted in the LMS as well. Students could plan their studying using LMS calendar
where deadlines for all learning activities were posted.

5.4.2 Learning traces and study sessions

The study used the interaction trace data from students’ engagement with the LMS. Stu-
dents self-regulated their participation in the course activities, guided by the course require-
ments and deadlines. The use of technological modalities was a choice of each student. Each
student action in the LMS was logged with the following data: student id, course id, type
of learning action, action URL, session number, start time (including date), end time, and
user-agent.

To group the actions into sessions, we consider a time gap of more than 30 minutes to
be a new session. The choice of 30 minutes was data-driven, based on each action requiring
a reasonable number of minutes, and to allow time for quick breaks within the same session.
Once the study sessions were extracted from the events data (see [219] for details on the
extraction process), they were filtered to remove any outliers which resulted in 18,895 study
sessions across 120 students (1 student was deemed as an outlier).

5.4.3 Data Analysis Techniques

Pre-processing data

Four main steps were involved in the pre-processing of the logged data consisting of all
possible clicks.

First, the modality of access associated with each event in the log data was determined
from the examination of the user-agent field, and resulted in four broad categories: Desktop,
Mobile, Tablet, and Unknown (for all unclear modalities). Note: the mobile and tablet
category included both LMS versions that could be possibly used on cellphones (see Section
5.4.1), i.e., web browser or dedicated LMS application.
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Second, the time of day associated with each learning session was determined using
the start time and time spent on the learning session and categorized into four broad
time of day (TOD) categories, intuitively2: Morning (5 a.m. - 12 p.m.), Afternoon (12 - 6
p.m.), Evening (6 - 9 p.m.), and Night (9 p.m. - 5 a.m.). Time spent on the events in a
session3 was calculated using the difference between the start times of two logged events.
This is a common technique used previously in many studies [142, 168, 165], with the
underlying assumption that the entirety of the time between two logged events was spent
on a particular learning activity. Such assumptions are widespread and inevitable for time-
on-task estimations in learning analytics. A learning session belonged to a TOD category
depending upon where the majority of time during the learning sessions was spent. For
example, if a learning session began at 11 a.m. but went on until 4 p.m., it was categorized
as an afternoon session (even though it began in the morning) since out of a total time
spent of 5 hours, 4 hours were spent on learning actions in the afternoon.

Third, the day of week (DOW) category associated with each learning sessions was
determined from the date of the learning action, which was derived from the start time
of the activity. Learning sessions starting on a Saturday or Sunday were grouped under
‘weekend’ category or under ‘weekday’ if the learning occurred on Monday to Friday.

Technological-modality sequence analysis

In order to investigate the research questions in this study, we first examined the presence
of patterns in students use of several technological modalities. To do so, each session was
encoded as a sequence of modalities using a representation format of the TraMineR R
package [83] (see [219] for details on interpretation of TraMineR sequences). Examples of
the derived learning sequences are as follows: Sequence1: mobile – mobile – desktop and
Sequence2: desktop – tablet – desktop – desktop (see Figure 4.1 for reference).

Clustering

We used agglomerative clustering based on Ward’s method [249] for two kinds of clustering
- sequence clustering and student clustering. For both kinds of clustering, the details on
clustering algorithm, distance measures and validation of the number of clusters were the

2By intuitively, we mean time slots that better align with how students might organize their day. This
was further corroborated using a short survey we did with 10 participants from our department, asking them
to discretize time into the four main time intervals.

3Time spent on the last event in a session was set at a cut-off limit measuring 15 minutes. This was done
since the LMS does not have provision for recording explicit logout events, as a result of which there was no
way of accurately knowing how much time was spent on the last event in a session.
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same as reported in [219]. We summarize here the main steps how we obtained the clusters
to orient the reader.

First, the modality sequences (N = 18,895), (derived in Section 5.4.3), were clustered
to detect patterns in students’ modality-use behaviours. The sequence clustering algorithm
produced four clusters, i.e. technological-modality profiles (TMP). Next, for each student we
computed four corresponding variables seq.clusti, i = 1:4, where seq.clusti was the number of
sequences in cluster i for a particular student. These four variables plus the variable seq.total,
representing the total number of learning sequences for the student, were used in the second
cluster analysis to group students (N = 120) (i.e. technological-modality strategies). The stu-
dent cluster assignments (representative of their technological-modality strategies) enabled
us to group students and identify whether the underlying associations between the time of
day (when learners engage in learning sessions) and the technological-modality profiles of
these sessions varied across student clusters.

Statistical Analyses

Main effect test: To address RQ1 and examine if there was an overall significant relation
between the modality-profile of learning sessions and the time of the day when these ses-
sions took place, we performed a chi-square test of independence, after summarizing data
composed of each sessions’ technological modality profile cluster and the TOD category
it belonged to in a two-way contingency matrix. Two-way tables were used in statisti-
cal analysis to summarize the relationship between two categorical variables, in our case
technological-modality profile (TMP) cluster and time of day (TOD) category. The categor-
ical data were summarized as counts (i.e. frequencies) corresponding to each combination
of levels within the two variables and were entered in individual cells in the table. Thus, the
count in each cell represented the number of sessions that a specific TMP cluster allocation
had (i.e. one of Diverse, Mobile-Oriented, Short-Desktop, Desktop) for each time of day (i.e.
Morning, Afternoon, Evening, Night). To further highlight how these associations changed
depending upon the technological modality strategies adopted by the student (i.e., student
clusters), three separate chi-square tests of independence were carried out for each of the
three student clusters identified, after using Bonferroni corrections to handle for possible
inflation of Type 1 error from multiple comparisons.

Post-hoc test: In case of significant chi-square tests, indicating significant and mean-
ingful relationships, we followed them up with post-hoc analyses to determine the source
of statistically significant results using Crosstabs in SPSS. We compared the standardized
residuals as suggested by Beasley and Schumacker [19] given that they are known to main-
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tain Type 1 error (due to multiple comparisons) at a satisfactory level [167]. Those adjusted
standardized residuals which were greater than 1.96 indicated the TOD categories that con-
tributed to the significant Chi-square finding. Finally, we used the columns proportion test
in SPSS to see if the adoption of specific modality profiles, say mobile-oriented sessions, at
night is different to that in the evening. The test uses z-tests to compare column (i.e. time
of the day) proportions for each modality profile after adjusting for multiple comparisons
using Bonferroni corrections.

To address RQ2, similar main effect test was conducted but with technological-modality
profile (TMP) cluster and type of day (weekday/weekend) as the two categorical variables.
The columns proportion test approach for post hoc test was also similar to the one carried
out in RQ1, but was done separately for weekday and weekends.

5.5 Results

5.5.1 Results of clustering

The results in the following subsections are the same as reported in [219]. As they are the
basis of our further analysis, they are described here at the level of details needed to give
the reader the level of understanding needed to interpret our new results in Section 5.5.2.

Clustering of sequences as manifestations of students’ technological modality
profiles (TMP)

The four sequence clusters, indicating the four different kinds of technological-modality
profiles that students tended to use when studying and self-regulating their studies through
the LMS, can be characterized as follows:

• TMP1 Cluster – Diverse (N = 1,498, 7.0%): This cluster constituted the smallest
number of sequences. The grouping comprised learning sequences composed of actions
from a wide range of modalities (desktops, mobiles, tablets, and unknown). This
strategy cluster contained relatively short learning sequences (median = 3 actions
in one learning session).

• TMP2 Cluster – Mobile Oriented (N = 2,684, 14.2%): Twice as many sequences were
clustered into this cluster compared to the Diverse strategy cluster. Mobile constituted
the most dominant modality for the majority of actions in the sequences belonging to
this cluster. Actions from other modalities were present but not frequent. This profile
contained the longest number of learning actions in a session (median = 16 actions in
one learning session).
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• TMP3 Cluster – Short-Desktop Oriented (N = 9,571, 50.6%): This cluster was pre-
dominantly focused on actions from the Desktop modality. It was the biggest of all
the four TMP clusters containing almost half of all learning sequences. The learning
sessions (and, thus sequences) in this cluster tended to be short (median = 3 actions
in one learning session) with the longest session composed of 22 actions only.

• TMP4 Cluster – Desktop Oriented (N = 5,142, 27.2%): This cluster was also predom-
inantly focused on actions performed using the Desktop modality. However, unlike
TMP3, this cluster contained relatively longer learning sessions (median = 9 actions
in one learning session).

Clusters of students based on the adopted technological modality profiles

A three cluster solution was concluded as the optimal choice after inspection of the den-
drogram and using silhouette method (see [219] for details on student clustering). Table
5.1 describes the resulting clusters. The rows nTMP1 – nTMP4 and seq.total show the
distribution of the values for the variables used for clustering, i.e. the number of sequences
in the four TMP clusters and total number of sequences. The last row labeled grade shows
the final course grade for students in each cluster. For all the variables the table shows the
median, 25th and 75th percentiles.

Table 5.1: Summary statistics for the three student clusters: median, 25th and 75th per-
centiles.

Student Cluster 1 Student Cluster 2 Student Cluster 3
Strategic Minimalist Intensive

N=47 (39.16%) N=52 (43.33%) N=21 (17.5%)
Median(Q1,Q3) Median(Q1,Q3) Median(Q1,Q3)

nDiverse 10(3.5,19) 7(2,13) 12(9,17)
nMobile 4(1,7) 3(1,29.5) 80(64,97)
nShort-Desktop 94(80.5,113.5) 59(45.75,67) 83(72,105)
nDesktop 53(43,72.5) 26.5(21.5,33.25) 44(36,59)
seq.total 170(142,202) 104(87.75,122.5) 223(203,262)

grade 68.38(56.56,80.02) 54.91(44.76,62.99) 62.6(54.05,68.56)

From the perspective of the variables outlined in Table 5.1, the clusters can be described
as follows:

• Student Cluster 1 – Strategic Users (N = 47, 39.16%): This group of students used
predominantly desktop modality which could be demonstrated from a high attachment
to profiles TMP3 (Short-Desktop) and TMP4 (Desktop). Hence, from the modality
use perspective, this group was limited in use of multiple technology modalities. The
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number of sequences in this cluster was between numbers of sequences of other two
clusters. It was the highest performing group in terms of the final course grade.

• Student Cluster 2 – Minimalist users (N = 52, 43.33%): This group of students pre-
dominantly used technology in a way consistent with TMP3 (Short-Desktop), then
TMP4 (Desktop), and sparingly the other two profiles (TMP 1 and 4). The overall
number of learning sequences was by far the lowest of the three student clusters. Thus,
this low level of efforts, both overall and in terms of dominating short learning ses-
sions from less-portable desktops (TMP3), may explain the group’s significantly lower
grades in comparison to the other two clusters (1 and 3).

• Student Cluster 3 – Intensive users (N = 21, 17.5%): This cluster constitutes the
smallest group of students. It represents the group of students who generated the
highest number of sequences, whose sequences fell into all modality profiles, among
which TMP2 (Mobile) and TMP3 (Short-Desktop) were the most prominent and
used almost equally. In terms of overall course grade, even though a lower median
percentage than the high performing Strategic group was recorded, the differences
were non-significant.

These clusters were found capable of differentiating between students’ final grade at (ε2

= 0.12) power and discussion participation at (η2 = 0.68) [219]. The pairwise comparison
of clusters with respect to the final grade (i.e. percentage score) revealed that minimalist
learners performed significantly lower than strategic (p = 0.008) and intensive learners
(p = 0.002), even after adjustments to the p-values using the Benjamini-Hochberg (BH)
procedure. However, the difference between the two high performing groups, i.e. strategic
and intensive, was not statistically significant [219].

5.5.2 Associations between technological modality profiles and time of
day

After examining the different strategies adopted by the students with respect to modality
use, we proceeded to check if there were any underlying associations between technological
modality profiles, within each of these strategies, and different times of day when the learning
sessions were carried out.

Figure 5.1 depicts the bubble plot for the distribution of all the learners’ sessions across
the four major time-of-the-day categories, with the additional dimension of size represent-
ing the counts of sessions. The figure reveals a preference for night time for carrying out
learning related activities while the proportion of sessions during the morning and evening
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Figure 5.1: Bubble plot depicting the spread of sessions across the four major time-of-day
categories. The sizes correspond to the number of sessions, the largest comprising 9,119
actions and smallest 1,984 actions.

hours were almost comparable. The lowest number of learning sessions were observed in
the afternoon. Furthermore, to establish if these trends observed were consistent among
students adopting different strategies for modality use (technological modality strategies
identified in Section 5.5.1), we generated similar plots for each of the three student clusters
identified in the previous section. Figure 5.2 depicts the distribution of the learner’s sessions
across time of day after stratification into each modality strategy (normalized based on the
strategy cluster size). The figure shows that not only were the preferences consistent across
all three modality strategies, but the ratio of morning:afternoon:evening:night sessions was
also maintained.

Even though the distribution of sessions across times of day was found to be consistent
throughout the three modality strategies, we were interested in determining if the associa-
tions between the modality profiles (in each of these strategies) and time of the day were
also replicated across the four technological modality profiles. The bubble plots in Figure 5.3
provide a visual depiction of the number of session (normalized based on the strategy cluster
size) for all the different profiles across the time of day categories, within each of the three
modality strategies. The figure indicates that for the majority of the TMP profiles in each
of the three modality strategies, night was the dominant time of day for learning activities
to take place, while afternoon time registered the lowest traffic. One possible explanation
for large number of night sessions might be that the night TOD category encompasses a
larger duration of the day (9 hours from 9 p.m. - 5 a.m.), hence the higher count of ses-
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Figure 5.2: Bubble plot depicting spread of sessions across time of day for the three modality
strategies identified in Section 5.5.1

sions whereas the low session traffic during the afternoon can be attributed to the fact that
learners are full-time students and therefore must be attending lectures during daytime.

Looking closely at the strategic learners in Figure 5.3a, we see differences with respect
to short-desktop sessions in that there were far fewer (8.7%) short-desktop sessions in the
afternoon than during morning (22.8%), evening (18.7%), and night (49.8%). Similarly, for
the minimalist students (Figure 5.3b), diverse learning sessions in the morning (14.6%) was
almost half the number of sessions in the evening (27.7%) and one-third the number of
sessions in the night (5%), while it was almost comparable to the number of sessions in
the afternoon (13.5%). Thus, to augment these visual inspections and test whether there
were any underlying associations between the type of sessions (modality profile) and the
time of the day when sessions take place, we conducted a Chi-square test of independence
(for n = 18,895 sessions from all 120 students) with two categorical variables: session clus-
ter allocation (diverse, mobile-oriented, short-desktop and desktop) and the TOD category
(morning, afternoon, evening and night) the session belonged to. The Chi-square test re-
vealed a significant association between the cluster allocation for a session and the time of
day the session was carried out (χ2(9) = 374.90, p < 0.001).

To confirm whether the aforementioned associations were consistent for all three learner
modality strategies (i.e., three student clusters introduced in Section 5.5.1 - strategic, min-
imalist and intensive), Chi-square tests were carried out again but this time controlling for
the additional layering variable, i.e. technological modality strategy. This is important since
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(a) Strategic

(b) Minimalist

(c) Intensive

Figure 5.3: Bubble plot depicting distribution of modality profiles across times of day for
the three modality strategies. The bubble sizes in (a), (b) and (c) have been scaled between
[10,100] to allow cross-strategy comparisons.

64



only some strategies could demonstrate differing patterns of modality-usage depending on
the time of day, while other strategies could have had the same pattern of modality-usage
throughout the day. The results of the chi-square test of independence provided similar
results as before, when learning sessions from all students were tested collectively, and re-
vealed significant associations between the time of day and learning sessions for all the three
modality strategies; (χ2(9) = 124.76, p < 0.001), (χ2(9) = 153.51, p < 0.001), (χ2(9) =
150.13, p < 0.001) for Strategic, Minimalist and Intensive students, respectively.

The significant p-values indicate that technological modality profile and time of day were
associated. Furthermore, we were interested in finding which TMP × TOD combinations
were driving this significance, i.e. we wanted to ascertain if the proportion of diverse sessions,
say in the evening, were more than expected. The observed and expected frequencies are
shown for all three strategies in Table 5.2 (see row ‘Count’ and ‘Expected count’). To
assess the source of the significance, and determine which differences between observed and
expected frequency were significant in statistical terms, the adjusted standardized residuals
were analyzed (see row ‘Adjusted Residual’ in Table 5.2). An adjusted residual that was
higher (or lower) than 1.96 (2.0 is used by convention) indicates that the number of cases in
that cell was significantly larger (or smaller) than it would be expected if the null hypothesis
(i.e. the two variables – time of the day or TOD and technological modality profile or TMP
– are unrelated) was true, with a significance level of .05. However, in our case, given the
multiple comparisons within each strategy (four levels of TMP profiles × four levels of time
of the day categories = 16 comparisons), we used an alpha value of 0.05/16 = 0.003 to
assess significance.

When examining all possible combinations of technological modality profile and time of
the day, those with significant adjusted residuals are highlighted in gray in Table 5.2. As
it can be seen from the highlighted cells in Table 5.2, a higher than expected number of
diverse sessions from the strategic students were carried out in the afternoon and evening
while a significantly lower than expected number of diverse sessions took place around night
time. These patterns were entirely reversed in case of short-desktop sessions in that a lower
than expected number of short-desktop sessions from the strategic students were carried out
in the afternoon and evening while a significantly higher than expected number of short-
desktop sessions took place around night time. For the minimalist students, a significantly
larger than expected proportion of diverse, mobile-oriented and short-desktop sessions took
place in the evening, afternoon and night, respectively whereas mobile sessions during the
night and short-desktop sessions during the afternoon and evening were observed lower
than expected. For the intensive learners, the proportion of mobile-oriented sessions in the
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Table 5.2: SPSS Crosstabulation results; alpha value adjusted for multiple comparisons (p
< 0.003). Adjusted residual values highlighted in gray shade represent significant differences
between the expected and adjusted counts.

Student
cluster TOD

Morning Afternoon Evening Night
Strategic TMP Diverse Count 125b 107a 168a 250b

Expected Count 144.4 64.9 129.7 311
% within TOD 6.7% 12.7% 10% 6.2%
Adjusted Residual -1.9 5.7 3.9 -5

Mobile Count 49b 63a 53b 108b

Expected Count 60.7 27.3 54.5 130.6
% within TOD 2.6% 7.5% 3.1% 2.7%
Adjusted Residual -1.7 7.3 -0.2 -2.8

Short-Desktop Count 1089b 415a 895a 2384b

Expected Count 1062.6 477.4 954.3 2288.6
% within TOD 58.1% 49.3% 53.2% 59.1%
Adjusted Residual 1.4 -4.6 -3.3 4.2

Desktop Count 611a 257a 567a 1294a

Expected Count 606.3 272.4 544.5 1305.8
% within TOD 32.6% 30.5% 33.7% 32.1%
Adjusted Residual 0.3 -1.2 1.3 -0.5

Minimalist TMP Diverse Count 68b 63a 129a 205b

Expected Count 88.8 48.7 97.5 230
% within TOD 6.5% 10.9% 11.2% 7.5%
Adjusted Residual -2.6 2.3 3.7 -2.4

Mobile Count 123b,c 146a 177b 267c

Expected Count 136.1 74.7 149.6 352.7
% within TOD 11.7% 25.3% 15.3% 9.8%
Adjusted Residual -1.3 9.4 2.7 -6.9

Short-Desktop Count 600b 238a 541a 1540b

Expected Count 557.2 305.6 612.3 1443.8
% within TOD 57.1% 41.3% 46.9% 56.6%
Adjusted Residual 2.9 -6 -4.7 5.2

Desktop Count 259a 129a 307a 709a

Expected Count 268 147 294.5 694.5
% within TOD 24.7% 22.4% 26.6% 26.1%
Adjusted Residual -0.7 -1.8 0.9 0.9

Intensive TMP Diverse Count 84a 57a 76a 166a

Expected Count 83.9 43.7 73 182.4
% within TOD 7.7% 10.1% 8% 7%
Adjusted Residual 0 2.2 0.4 -1.7

Mobile Count 296b 279a 405a 718b

Expected Count 371.9 193.8 323.6 808.8
% within TOD 27.3% 49.3% 42.9% 30.4%
Adjusted Residual -5.5 8 6.2 -5.4

Short-Desktop Count 452b 153a 308a 956b

Expected Count 409.3 213.3 356.2 890.2
% within TOD 41.6% 27% 32.6% 40.5%
Adjusted Residual 3 -5.6 -3.6 3.9

Desktop Count 254b 77a 156a 522b

Expected Count 221 115.2 192.3 480.6
% within TOD 23.4% 13.6% 16.5% 22.1%
Adjusted Residual 2.8 -4.2 -3.3 2.9

afternoon and evening were significant greater than expected by chance and significantly
lower than expected during the morning and night. These patterns were reversed in case
of short-desktop sessions in that the proportion of short-desktop sessions in the afternoon
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and evening were significant lower than expected by chance while they were significantly
greater than expected during the morning and night.

Having determined the categories with significant deviations from expected values, we
assessed whether the differences in the percentages of sessions conducted across different
times of day were significant for each TMP profile in the three modality strategies. Table
5.2 (see row ‘ % within TOD’) shows the percentages of each modality profile in each
TOD cluster. For instance, in case of the strategic learners, the diverse modality profile
made up 12.7% of all afternoon sessions but only 6.7% of all morning sessions. On the
other hand, the minimalist learners’ desktop oriented sessions made up roughly the same
proportion of evening and night sessions (26.6% and 26.1%, respectively). Nonetheless, to
determine if the differences in these percentages were significant we examined the results
of the column proportions tests in SPSS. The results of the column proportions test are
depicted by assigning a subscript letter to the categories of the column variable, in our
case TOD categories. For each pair of columns, the column proportions (for each row) were
compared using z-test and Bonferroni adjustments were made for multiple comparisons. If
a pair of values was significantly different, the values had different subscript letters assigned
to them.

For the strategic students, a significantly smaller proportion of diverse learning sessions
occurred at night (6.2%; subscript b) compared to the afternoon (12.7%) and evening (10%);
both subscripts a, while a significantly greater proportion of short-desktop learning sessions
occurred at night (59.1%) compared to the afternoon (49.3%) and evening (53.2%). However,
in case of the mobile-oriented sessions, the proportion of afternoon sessions were significantly
larger (7.5%) than in evening (3.1%), morning (2.6%), and night (2.7%) sessions. Further,
no consistent preference for time of day was visible across the desktop-oriented sessions (all
subscripts a).

In case of the minimalist students, night time witnessed significantly smaller proportion
of the diverse and mobile-oriented learning sessions than those in the evening and afternoon
but greater in case of the short-desktop learning sessions. Similar to strategic students,
the minimalist students displayed no consistent preference for time of day in case of the
desktop-oriented sessions.

For intensive learners, the proportion of night sessions was significantly greater than
evening and afternoon sessions for short-desktop and desktop sessions. On the contrary,
the proportion of night sessions were significantly smaller than in evening and afternoon
for the mobile-oriented sessions. However, much like the desktop sessions from the strategic
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and minimalist users, the intensive learners’ diverse sessions did not display any consistent
preference for any particular time of the day.

These results indicate that depending on the type of a learning session (technologi-
cal modality profile), different time of day might be more preferable based on a learner’s
modality strategy. Even though the results indicate no clear choice (in terms of preference
or adoption) amongst the time of day categories, the results indicate that some preferences
overlap based on the the learners’ modality strategies. For instance, both the strategic and
intensive users were shown to have the highest proportion of the mobile-oriented sessions
during the afternoon and least during the morning. Similarly, both the strategic and and
minimalist users were shown to have the highest proportion of the short-desktop sessions
during the night and lowest during the afternoon. Such an overlap provides opportunities for
synchronizing recommendation and/or feedback delivery for different learners at the same
time. This is especially useful in cases when it might not be feasible to cater to a personal-
ized time of delivery for each individual student in the cohort due to system restrictions or
inability to access enough information regarding learner’s schedule.

5.5.3 Associations between technological modality profiles and
weekdays/weekends

Since the literature supports claims that learning behavior may be dependent not only on
time of day but also day of week, and more specifically type of day (weekday or weekend),
we studied the hypothesis separately for weekdays and weekends. This was done to account
for the behavioral differences that might originate depending on when learning occurred
throughout the week [61]. Figure 5.4 depicts the distribution of the learning session on
weekdays and weekends for students adopting varying technological modality strategies.
Visual inspection revealed that the distribution of sessions across different times during
the day over weekends was nearly the same as on weekends for all the strategies, with the
maximum activity taking place at night time and minimum in the afternoon.

The associations between the type of day during the week (weekday vs. weekend) and
time of the day when the learning sessions occur, for each modality strategy, were further
confirmed by the chi-square tests which revealed significant associations for strategic (χ2(3)
= 87.48, p < 0.001), minimalist (χ2(3) = 36.84, p < 0.001) and intensive learners (χ2(3) =
63.57, p < 0.001) even after adjustments were made for multiple comparisons. The post-hoc
analyses using column proportion tests (see Table 5.3) revealed that for each strategy, the
proportion of sessions at all times of day (morning, evening, afternoon and night) differed
significantly between weekdays and weekends, as indicated by a and b subscripts in Table
5.3, except in case of evening sessions for the minimalist students wherein similar propor-
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Figure 5.4: Bubble plot depicting spread of sessions across weekday and weekends for the
three modality strategies: 1 = Strategic, 2 = Minimalist, 3 = Intensive.

tions on weekdays and weekends were observed. On closer inspection, it was revealed that
weekdays witnessed significantly greater afternoon and evening learning sessions, whereas
weekends saw a significant surge in morning and night learning sessions, regardless of the
learners’ modality strategy. These results indicate that students were in tandem regarding
what time of day they would preferably engage with learning activities, based on whether
the learning was scheduled to take place on weekdays or on the weekends. These prefer-
ences are not surprising since the participants were full-time students engaging in classroom
learning during the day throughout the five-day work week, leaving little room for morning
learning sessions when getting ready for classes or at night when they are tired. Our next
steps involved confirming whether these results remain constant for all of the four modality
profiles associated with each modality strategy.

Figure 5.5 depicts the distribution of sessions across the technological modality profiles
for each of the three modality strategies on weekdays (left column) and weekends (right
column). The figure indicates that both weekdays and weekends, short-desktop learning
sessions were the predominant modality profile, regardless of the modality strategy adopted
by the learner, followed by desktop in case of the strategic and minimalist users, or the
mobile-oriented sessions in case of the intensive learners. In fact, upon closer inspection
of the mobile-oriented sessions of the intensive learners, we observed that on a weekday
while the number of morning and afternoon sessions were almost comparable (number of
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WEEKDAY

(a) Strategic weekday

WEEKEND

(b) Strategic weekend

(c) Minimalist weekday (d) Minimalist weekend

(e) Intensive weekday (f) Intensive weekend

Figure 5.5: Bubble plot depicting spread of sessions on weekday and weekends for the
different technological modality profiles across the three modality strategies. The bubble
sizes in (a), (b), (c), (d), (e), and (f) have been scaled between [10,100] to allow cross-
strategy comparisons.
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Table 5.3: Crosstabulation for Time of Day (TOD) with Day of week (DOW) for each
of the three technological modality strategy – Strategic, Minimalist and Intensive. The
percentages depict the proportion of technological modality profiles of sessions on weekdays
and weekends after stratification into each modality strategy. Column subscripts (a and b)
signify the result from the comparisons of weekend and weekday proportions using z-test
(after Bonferroni adjustments). Proportions with different subscripts differ significantly.

Day of Week

stud_cluster Weekday Weekend

Strategic TOD Morning 20.9%a 27.3%b

Afternoon 11.2%a 5.2%b

Evening 20.7%a 17.2%b

Night 47.2%a 50.4%b

Minimalist TOD Morning 18.3%a 22.8%b

Afternoon 11.4%a 5.9%b

Evening 21.5%a 18.7%a

Night 48.8%a 52.6%b

Intensive TOD Morning 20.5%a 28%b

Afternoon 12.7%a 6%b

Evening 20.1%a 14.6%b

Night 46.8%a 51.4%b

sessions = 220 and 253, respectively), on the weekends, the number of morning sessions
(number of sessions = 76) was larger compared to sessions in the afternoon (no. of sessions =
26). Similarly, for the minimalist students on the weekends, the number of mobile-oriented
sessions in the morning and night were 29 and 51, respectively whereas a fairly larger
difference between the two times of the day was observed on weekdays (number of sessions
= 94 and 216, respectively).

To test whether these observations were statistically significant, separate chi square tests
were conducted for each of the six plots in Figure 5.5, (after Bonferroni adjustments for
multiple comparisons) to examine if the modality profiles were independent of the time of
the day when the learning sessions were carried out, on both weekdays and weekends. The
tests revealed high statistical significance for four of these tests – strategic weekday (χ2(9)
= 117.99, p < 0.001), minimalist weekday (χ2(9) = 120.30, p < 0.001), minimalist weekend
(χ2(9) = 42.08, p < 0.001), and intensive weekday (χ2(9) = 135.26, p < 0.001) – but only
marginally significant results for the remaining two – strategic weekend (χ2(9) = 26.80, p =
0.002) and intensive weekend (χ2(9) = 23.15, p = 0.006). That is to say, for the learners with
strategic and intensive modality strategies, there were only marginal significant associations
between technological modality profiles of the learning sessions and the time of day these
sessions were carried out on a weekend.
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Post-hoc analyses (see Table 5.4) contradicted the visual observations we made (from
the bubble plot in Figure 5.5) – i.e. the number of morning and afternoon sessions are
comparable – for the intensive students’ mobile-oriented sessions on the weekdays. Instead,
the column proportion tests indicated that the proportion of the mobile-oriented sessions in
the afternoon was significantly greater than the proportion of the mobile-oriented sessions in
the morning. On the contrary, on weekends, the two proportions could not be differentiated.
Similarly, the proportion of the minimalist students’ mobile-oriented learning sessions in
the morning and night could not be differentiated from each other on both weekdays and
weekend.

Table 5.4: SPSS Crosstabulation results for technological modality profiles of the sessions
with the time of the day on weekdays and weekends, across the three modality strategies.
In each of the six sub-tables, column subscripts (a, b and c) signify the result from the com-
parisons of time of day proportions using z-test (after Bonferroni adjustments). Proportions
with different subscripts differ significantly.

Panel A: Strategic

Time of Day

TMP Morning Afternoon Evening Night

Diverse 5.8%b 13.6%a 10.6%a 6.6%b

Mobile 2.5%b 7.2%a 3.2%b 2.5%b

Short-Desktop 59.3%b 48.3%a 52.9%a 58.6%b

Desktop 32.4%a 30.9%a 33.3%a 32.2%a

(a) Type of Day = Weekday , Modality Strategy
= Strategic

Time of Day

TMP Morning Afternoon Evening Night

Diverse 9.2%b 5.5%a,b 7%a,b 4.7%a

Mobile 2.9%b 9.9%a 3%b 3.2%b

Short-Desktop 54.7%a 57.1%a 54.3%a 60.6%a

Desktop 33.1%a 27.5%a 35.7%a 31.6%a

(b) Type of Day = Weekend , Modality Strategy
= Strategic

Panel B: Minimalist

Time of Day

TMP Morning Afternoon Evening Night

Diverse 6.1%b 10.8%a 10.6%a 7.8%a,b

Mobile 11.3%b,c 24.7%a 15.4%b 9.8%c

Short-Desktop 57.2%b 41.6%a 47.6%a 56%b

Desktop 25.3%a 22.9%a 26.4%a 26.4%a

(c) Type of Day = Weekday , Modality Strategy
= Minimalist

Time of Day

TMP Morning Afternoon Evening Night

Diverse 7.7%a,b 12.3%a,b 14.4%b 6.3%a

Mobile 13.2%b 31.6%a 14.9%b 10%b

Short-Desktop 56.8%a,c 38.6%a,b 43.1%b 59.3%c

Desktop 22.3%a 17.5%a 27.6%a 24.4%a

(d) Type of Day = Weekend , Modality Strategy
= Minimalist

Panel C: Intensive

Time of Day

TMP Morning Afternoon Evening Night

Diverse 7.4%a 9.4%a 8%a 6.9%a

Mobile 26.6%b 49.5%a 42.8%a 29.8%b

Short-Desktop 42.8%b 27%a 32.1%a 40.5%b

Desktop 23.3%b 14.1%a 17%a 22.7%b

(e) Type of Day = Weekday , Modality Strategy
= Intensive

Time of Day

TMP Morning Afternoon Evening Night

Diverse 8.9%a 16.4%a 8.1%a 7.4%a

Mobile 29.5%a 47.3%a,b 43%b 32.7%a,b

Short-Desktop 38%a 27.3%a 35.6%a 40.3%a

Desktop 23.6%a 9.1%a 13.3%a 19.6%a

(f) Type of Day = Weekend , Modality Strategy
= Intensive
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Post-hoc analyses for the strategic users: The proportions of the strategic learners’ desk-
top sessions across morning, afternoon, evening, and night were non-distinguishable on the
weekends (all subscripts are a). In other words, on the weekends, the proportion of the
desktop sessions remained constant throughout the day. Similar trends were observed for
the short-desktop sessions on weekends. However, these trends were replicated across week-
days only in case of the desktop sessions whereas in case of the short-desktop sessions, the
proportion of the morning and night sessions was significantly greater than those in the
afternoons and evenings. For the mobile-oriented sessions on both weekdays and weekends,
the proportion in the afternoon was the highest compared to that in morning, evening and
night, all three of which were non-distinguishable from each other. In case of the diverse
sessions on a weekday, the proportion of afternoon and evening sessions were greater than
morning and night sessions whereas the results did not hold on the weekend.

Post-hoc analyses for the minimalist users: The proportions of the minimalist learners’
desktop sessions across morning, afternoon, evening, and night were non-distinguishable
on weekdays and weekends (all subscripts are a). In other words, the proportion of the
desktop sessions on both weekdays and weekends remained constant throughout the day.
Further, the proportion of the diverse sessions in the mornings and evenings on the weekends
were similar (subscript b common in both) whereas on weekdays, the latter was significantly
greater than the former. The proportions of the mobile-oriented sessions that were conducted
in the afternoons were significantly greater than those in the mornings, evenings or at night
on both weekdays and weekends. The proportions of the short-desktop sessions at night
time on the weekdays and weekends were comparable to the morning sessions but greater
than the proportion of sessions in the afternoons and evenings.

Post-hoc analyses for intensive users: The proportions of the intensive learners’ desktop
and short-desktop sessions across mornings, afternoons, evenings, and nights were non-
distinguishable on a weekend (all subscripts are a). In other words, the proportion of the
desktop oriented sessions on the weekends remained constant throughout days. However,
these trends were not replicated on the weekdays, i.e., the proportions of the morning and
night sessions for the short-desktop and desktop modality profiles were significantly greater
than afternoon and evening sessions on the weekdays. An interesting observation in case
of the mobile-oriented learning sessions was that the proportion of these type of sessions
taking place in the afternoon was significantly greater than those occurring in the morning
and at night time only on weekdays but not on weekends. On the contrary, the proportion
of the diverse learning sessions remained constant throughout the day on both weekdays
and weekends.
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These observations led us to conclude, in a nutshell, that intensive learners who make
use of multiple modalities to augment their learning exhibit differing temporal patterns on
a weekday compared to the weekend. On the other hand, strategic and minimalist learners
were quite consistent in their temporal patterns such that - 1) on both weekday and week-
ends, significantly greater mobile sessions took place in afternoons, and 2) on both weekday
and weekends, proportion of desktop sessions remained constant throughout the day; with
the only exception of short-desktop sessions whose proportion was constant throughout the
day on weekends but on weekdays, morning and night time witnessed significantly more
mobile sessions. In other words, different dynamics are at play depending upon whether the
learning sessions took place over a weekend or weekday and thus, there is a potential for
personalization of feedback pertaining to the specific technological modality profiles, not
only based on time of day but also the day of week.

5.6 Discussion

5.6.1 Temporal patterns of modality usage

The setting for this work is part of a comprehensive program of research focusing on how
influx of modern devices, such as desktops, tablets, smartphones, from technological ad-
vancements in learning are affecting the learning strategies, aptitudes, routines and ulti-
mately the academic achievements of learners. The purpose of this study was to build on
the earlier study by Sher et al. [219] to determine when and how learners access different
modalities throughout the day (RQ1) and shed light on how these accesses on the weekends
differed when compared to the weekdays (RQ2). In this exploratory study, we looked at
differences in students’ time flexibility (across time of day and day of week) and modality
flexibility (choice of desktops, mobiles, and tablets) in individual activities related to the
use of the LMS in two blended courses. All this was achieved using trace data to determine
contextual time-of-day preferences from usage logs, as opposed to the current paradigm of
surveys and questionnaires [203, 233, 162, 56].

While most previous studies had examined the study-time patterns at the granular
level of a single modality or a single action, we established relation with the sequential
patterns of using differing modalities throughout the day. Doing so helped us narrow down
the time of the day (collapsed into four TOD categories – morning, evening, afternoon and
night) when users are engaged intensively with the learning sessions (longer sessions such as
desktop sessions) vs. when the learners are spontaneously engaged (shorter sessions such as
mobile oriented sessions). Our results revealed that learning sessions from various modalities
were significantly associated with the time during the day when these sessions were carried
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out. More interestingly, the associations held true for students with varying technological
modality strategies, i.e. who made extensive use of different modalities to complete their
learning activities (strategic and intensive learners) and those who sparingly used them
(minimalist learners). We also revealed that the associations were similar on weekdays and
weekends for strategic and minimalist learners, two groups which are strikingly different in
terms of their academic performances, as reported by [219].

The temporal patterns discovered in the paper played a major role in revealing a lot
more about learner’s concept of utility of one modality over others. For instance, learn-
ing on a desktop usually tends to be far more meticulously planned [234] than its mobile
and tablet counterparts, or for an activity (such as assignments) that might require lesser
distraction, which some might say can be introduced by the opportunistic use of mobile
phones and tablets in various contexts. Given that the study was situated in the context of
programming-oriented courses which consists of coding assignments, we saw that learners
from all modality strategies gravitated towards certain slots of day, mostly nights, in order
to be able to engage in learning sessions on their desktops. However, such concrete temporal
patterns were visible only for the short desktop sessions. Engagement in the long-desktop
sessions was somewhat more consistently dispersed throughout the day for all learners ex-
cept intensive learners who demonstrated a preference for night time. A possible rationale
for such a finding could be that unlike strategic and minimalist learners, intensive learners
do not rely entirely on desktops for all their learning needs and therefore were successful
in reserving the usage of a specific modality to specific time-frame during the day. Nev-
ertheless, this finding warrants further qualitative research that should provide a deeper
insight into their time-management skills and course planning strategies and potentially
reveal more reliable explanations.

Learning sessions on the mobile phone, on the other hand, which one would assume
to be more spontaneous and for small actions only [38], were found to take place mostly
in the afternoons (and relatively less during night-time) across all learners, regardless of
their modality strategy. This was a surprising finding because it was expected that learners
would take advantage of the mobile modality to engage in learning especially in the evenings
(when in commute on their return trip home, when desktop use would be cumbersome, if
not entirely impractical). Instead, they frequently opted to use the mobile modality in
the afternoons when the classes were on-going. This might suggest students use mobile
phones more on campus when they experience some sort of modality restrictions, perhaps
preventing them from accessing their laptops or desktops mid-lecture [154]. However, we
found that a significantly higher use of mobile phones in the afternoons was prevalent on
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weekends too when the learners would not possibly experience any modality restrictions.
This further solidifies our finding that afternoon time slot is indeed the preferred time for
mobile learning sessions. This finding is also partially supported by Tabuenca et al. [242]
who found that students were most active on their mobile phones during 9am to 3pm. They
also found 6pm to 10pm time range (which overlaps with the evening slot defined in our
study) to be highly active for student’s use of personal mobile devices but in our study, this
was valid only for intensive learners who constitute the majority of mobile users. In fact,
for both strategic and minimalist learners evenings registered comparatively low-intensity
mobile learning sessions compared to morning, afternoon and evenings.

5.6.2 Time of day and academic performance

The construct of time is a principal component of a student’s learning process and appro-
priately, time of day has been used as an indicator of quality of learning times [203, 22],
and by extension academic performance [98, 204]. Although learners vary in their capacity
to organize quality learning times, their time allocations become particularly crucial at the
post-secondary level. This is because college settings often comprise fewer hours of struc-
tured classroom time and as a result, students’ academic success relies on their abilities to
use time effectively.

While assessing the relation between the time of the day and academic performance
was not the main aim of this study, and hence not studied in depth, we can still draw some
conclusions. As Figure 5.2 suggests the learning sessions from two of the main high perform-
ing groups - strategic and intensive - were performed mostly during night time. This is in
contrast to observation by Romero and Barbera [203] where adult e-learners’ academic per-
formance was more strongly related to morning and evening. A possible explanation might
be the contextual differences introduced by the course settings. Their study looked at fully
online learners engaging in a social sciences course, graded based on written assignments.
By contrast, the participants in our study were full-time students in programming-oriented
courses which required them to spend fair amount of time working on their programming
assignments using specific softwares on desktops. By virtue of our participants being at
classes for most part of their day, evening (and late night) time undoubtedly emerged as
the preferred time of the day for desktop-oriented sessions.

Considering that afternoon and post-afternoon (evening and night) are the highly pre-
ferred time for mobile and desktop activities, respectively, and the most closely related to
strong academic performers (such as strategic and intensive learners), educators should con-
sider raising awareness about these findings among students. Furthermore, since routines
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and time commitments on weekdays are sort of fixed, instructional interventions that pro-
mote learner’s use of a greater part of their time available on the weekend to study in the
time-frames observed above, have potential for improved learning outcomes. Alternatively,
if leveraging temporal patterns associated with high performance fail to offer some feedback
or improvement for low performing students, assessments of their routines need to be per-
formed as they might be confronting particular challenges because of temporal orientations,
defined by their professional, social activities and the digital world.

5.6.3 Implications for Research

While universities do not and cannot systematically consider flexibility of students’ time
schedule to hold classes, knowledge of their preferred time of day can be leveraged for
sending them notifications, reminders on their preferred modality type or even feedback
regarding their academic submissions. Typically, notifications are sent at random time of
the day or whatever time has been hard wired in the LMS app – which might not be based on
theoretical/empirical reasoning, both of which might result in undesirable learning impact
[242, 233]. For instance, we observed in the Stockwell [233] study that the push mechanism
was used to roll out reminders at 5pm sharp (scheduled-based notifications [241]) on to
students’ mobile phones justifying that evening is the commute time to home for many.
However, the expected outcome was not achieved. The author found no instances of learners
acting upon the activities within a six-hour period after receiving the email notification from
the server. While it may have partly to do with the appropriateness of the content of the
messages, as suggested by Stockwell himself, it would not be entirely unpragmatic to think
that the timing or the target modality for pushing these reminders might not have been
optimized to suit learner needs. This is especially true since our results report afternoon as
the more favorable time for the mobile oriented learning sessions. Therefore, there is a need
to embed the practice of research into design of educational technologies, such as LMSs
and recommender systems, so that learners are not forced to conform to the global settings
the technology offers but rather one that takes into account their aptitudes, strategies, and
context.

The problem experienced in the Stockwell study is a common occurrence in distance and
e-learning, mainly because the online (learning management) system is regarded as one that
can be used anywhere and anytime, and where the instructional content is delivered without
considering whether learners have sufficient time to act upon it. This means there is a fair
possibility that they might receive it at an inappropriate time, say late evening when they are
tired [99] or in commute [231], which in turn results in ineffective learning. Considering that
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we found some recurrent temporal patterns for learners with varying technological modality
strategies, we urge LMS designers to consider them while designing notifications in LMS and
recommender systems. The more flexible, personalized nature of notification time has the
potential of shaping achievement outcomes, in ways that have yet to be clearly understood.
A practical implementation of the utility of the modality-time associations worth mentioning
here, was exemplified by Xu et al. [274] who used time of the day and day of the week (among
other variables such as location, user type) as contextual variables (tracked from user log file)
to create an information system. The information system performed context-aware delivery
of application-specific information depending on which device – phone, personal digital
assistant (PDA), laptop, desktop, wall display – the request was made from. Although the
authors do not discuss results from the use of the system, the LA field would benefit from
empirical analysis of such systems.

A prominent ongoing debate, in relation to the process of tailoring notification delivery
in the aforementioned personalized learning systems, concerns the effects of timing of push
notifications - random vs. fixed [79, 242, 176]. Tabuenca et al. [242] studied learner percep-
tions regarding whether mobile notifications should be sent at random or fixed times and
found that students preferred latter over former, given that it allows them to pre-plan their
day ahead. While we agree to and can envision the benefits of not bombarding learners with
notifications at random times, we are skeptical to the prospect of fixed time notifications.
Unless modality is taken into consideration, ‘fixed’ time entails sending notification, at any
level of required effort or urgency, to learners at pre-fixed times on all modalities without
capitalizing on the unique capabilities that each modality provides. As we observed in our
study, significantly different learning patterns emerged based on the time of the day and
modality, we envision the potential of learning algorithms (for system’s design) that enable
the content of notifications to fit with the timing and modality, to ultimately provide timely
and actionable feedback. Some recommendations to do so are discussed next.

Tabuenca and his colleagues [242] noted that notifications which foster participation
towards studying will be acted upon the moment learners receive them. Thus, notifications
which usually correspond to ongoing activities in LMS, should be delivered in a tempo-
ral context and via a modality that maximizes a learner’s chances of acting upon it. For
instance, grade release, informal feedback, and generic tips on planning for self-regulated
learning (SRL) require less strain on mental capacities and can be delivered at times when
student are not likely engaged in other in-depth learning activity. This could be in a form
of a pop-up notification on mobile at the time of otherwise low engagement, say afternoon
on a weekday. On the other hand, prompts concerning the performance phase in SRL or
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any feedback at the ‘process level’ [104], for instance where competency assessments must
be completed (assignments, exams, quizzes) or prepared for (review resources relevant to
the upcoming course assignments), require longer uninterrupted learning sessions. These
should, therefore, be sent on desktop when the learner is likely to engage in longer study
time which happens in the evenings on weekday and weekends. An exception to this rule
would be learners who incorporate many different modalities in their learning environments
i.e. intensive learners. This group would benefit from such notifications if they were sent
in the mornings on weekdays or weekends. Finally, prompts from the monitoring activities
in LMS where information is mainly consumed rather than created such as tracking self
progress at discussion forums or reading other’s discussions, can be delivered on a desktop
in the morning on weekdays or at night on weekends. Given that a shorter time span is
sufficient for such activities, these temporal patterns work even if the learner is not likely
to be engaged for a longer duration in a study session.

The ability to share and distribute information to learners via learning systems is im-
portant for extending learning to outside of the formal classroom [44]. Based on the results
of our study, learner’s time-of-day preferences are linked to the sequence of their learning
actions on these systems from different devices. This subsequent knowledge is paramount
for help in personalizing and making learning available at times that are more suitable
to learners – both academically and personally. When talking about the major challenges
for enabling personalized learning within a global education system, Goodyear [91] empha-
sized on the need for understanding how learning activities are distributed across different
contexts, especially since learners continually need to adapt to diverse environments to
accommodate changing (learning) needs. In order to achieve that, we have offered some
prescriptions above to help (a) researchers in understanding the opportunities afforded by
the incorporation of varying modalities into a learner’s active learning environments as
they go about their day (in classrooms, at home and outdoors), and (b) designers in under-
standing and conceptualizing all temporal aspects of the (mobile/desktop/tablet) learning
systems to be as effective as possible in delivering the objectives. While we acknowledge
that the prescriptions offered are rather limited, we emphasize the need to pursue this line
of inquiry to better facilitate students’ academic success. Overall, a vast amount of research
still needs to be done with respect to the temporal aspects of learning in presence of novelty
devices, us exploring and finding associations in this paper is just getting one step closer to
Goodyear’s vision.
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5.6.4 Limitations and Future Work

While many instructors and LMS designers may have expectations of seamless (even blended)
learning as a means of having learners engage in learning activities from different devices at
any time and at any place, the observation from the current study is that learners undertake
these activities at a range of times. However, there can be some ambiguities depending on
how these time periods/day slots were defined, i.e., morning (5 a.m. - 12 p.m.), afternoon
(12 - 6 p.m.), evening (6 - 9 p.m.), night (9 p.m. - 5 a.m.) which usually depends upon
personal life-style and culture. Therefore, it would be interesting to see this study repli-
cated across different cultures and with diverse cohort of learners such as distance, lifelong,
mature and e-learners, for whom the distribution of the 24-hours of the day into slots might
be different.

Second, while the main achievement of this study is that it provides temporal insights
into the use of university LMS from multiple technological modalities, our immediate next
steps will involve looking at each learning activity in isolation to study the trajectory of
modalities used throughout the day. Doing so, would allow us to infer if the time-of-day
preferences are stable across different learning activities. This line of inquiry could also be
extended to examining stability of temporal patterns in combination with other courses as
course structure intricacies such as milestone definitions and submission deadlines could
lead to new insights.

Third, for the analyses of this study, the learning sessions comprised of actions accu-
mulated across the entire semester, i.e., 4 months or approximately 120 days. However,
the rather low median number of total sessions, for all the three student groups, indicate
students may have been working seriously on the course only couple of days a week, not
everyday. Thus, it would be interesting to see if the distribution of the sessions across the
day was uniform throughout the semester or if in fact we could identify clusters of inten-
sive days and keep-in-touch days, based on the intensity of sessions on that particular day.
Moreover, we will also be studying what roles different modalities play for each of these
days and the impact on the academic outcome, if any.

5.7 Conclusion

As time acquires new meaning within the recently emergent technologically enhanced learn-
ing (TEL) environments, there is a need for a shift in the temporal framework in educa-
tional research which cannot adequately address the complexities of these environments. In
this paper, we move one step beyond choronotype to study associations between time-of-
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day preferences (such as morning, afternoon, evening, night) and different modalities (e.g.,
smartphones, tablets, laptops) present in such environments. That is, the study sought to
determine precisely when learners undertook activities on mobile phones and desktops to
identify differences between the LMS usage patterns with respect to the time of the day.
Understanding how specific time of day may orient, inform and/or constrain the unfold-
ing activity is highly relevant and beneficial given the continuously evolving relationship
between modern technologies and students’ learning environments in this day and age.
Moreover, enabling personalized learning systems within TEL environments has a few ob-
stacles, part of which is to understand how learning activities are distributed across differing
times during the day (morning, evening, etc) from various devices.

The results from the study revealed patterns of usage indicating that there are quite
significant differences in the ways in which learners undertake learning using multiple modal-
ities. These differences go beyond simple preferences for one type of modality over the other.
Learners typically selected different times during the day to engage with the LMS depend-
ing on whether the activity requires them to use desktop or mobiles or whether the session
is a long or short one. For instance, the short desktop sessions were observed to be more
prominent at night (9 p.m. – 5 a.m.) compared to other times during the day and mobile
sessions were significantly higher in number in the afternoons (12 – 6 p.m.) compared to
the rest of the day. Furthermore, the preferences on the weekdays were not found to be
the same as those on the weekends for all students and instead depended on the session’s
modality profiles, learners’ modality strategy, and the learning task at hand, among other
contextual factors.

Being in a constantly changing environment throughout the day implies there are nu-
merous influencing factors surrounding a learner that can impact their learning behaviour,
concentration and ultimately their ability to use a specific modality at a particular time.
While there is no control over these time-of-day aspects, it is important to keep these in
mind when considering the implications of pedagogical design, dictating the use of mobile
modalities such as smartphones or tablets vs. desktop computers.
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Chapter 6

Modality-inclusive Learner Models

Algebra is the intellectual instrument which has been created for rendering clear the
quantitative aspect of the world.

- Alfred N. Whitehead

6.1 Overview

This chapter addresses the following research question:

1. RQ: To what extent is the predictive strength of LMS features influenced by distin-
guishing the modality of learner access when predicting course grade?

The research area of analyzing log file trace data to build academic performance prediction
models has recognized potential for pedagogical support. Currently, these learner models
are developed from logs that are composed of one intermixed stream of data, treated in the
same manner regardless of which platform (mobile, desktops) the data originates from.

In this chapter, we designed a correlational study using log data from two offerings of
a blended course to investigate the effects of the variables, derived from the use of varying
modalities, on the prediction of students’ academic success. Given that learners use a combi-
nation of devices when engaging in learning activities, it is apparent that weighing the logs
based on the platform they originate from might generate different (possibly better) models,
with varying priority assigned to different model features. For instance, our results show
that the overall frequency of course material access is a less powerful indicator of academic
performance compared to the frequency of course material access ‘from mobile devices’.
This and similar kind of findings have important implications for learning analytics, as they
indicate that the sensitivity of models needs to be carefully considered to avoid models
that do not generalize to the new context where multiple devices are used for supporting
formal learning. Thus, the primary goal is to bring to light the potential for improvement
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of prediction power of models after considering the learner’s platform of access, within the
learning analytics community and the fields of user modeling and recommender systems, in
general.

The main revelations from this chapter provide serious implications for research and
practice. For instance, our result indicate that tracing the modality source (mobiles vs.
desktops vs. tablets) of log data is helpful in improving the accuracy of learner models.
We also found that some modalities are better predictors of learning outcomes than others.
However, our results also highlight important effect of modality on a learning activity since
the magnitude and direction of the variance in the learning outcome, explained by the
modality, was found to differ based on the learning activity.

6.2 Publication

The following sections include the verbatim copy of the following publication:

Sher, V., Hatala, M., and Gašević, D. (2019). Investigating effects of considering mobile
and desktop learning data on predictive power of models of student success. Manuscript
submitted to the Journal of Learning Analytics

6.3 Introduction

Predictive models play a prominent role in many fields such as health-care, finance, and
risk management. They primarily make use of data mining and probabilistic modeling tech-
niques to forecast outcomes. In particular, the fields of Education Data Mining (EDM)
and Learning Analytics (LA) have recently gained widespread popularity for developing
prediction models for effectively keeping track of the progress of their students – identi-
fying at-risk students, attrition rates and achievement of academic outcomes [14, 57, 15].
As such, researchers are constantly working towards improving the accuracy and appropri-
ateness of the interventions based on the interpretations of these models by examining the
background elements that may ‘condition the effect of predictor variables (LMS tool use) on
the target variable (student performance)’ [199]. These elements are considered useful for
improving the understanding of learning and teaching processes, and for better prediction
of the achievement of learning outcomes. The background elements comprise of contextual
factors (such as institution, discipline or learning design) [78, 87], perceived contextual fac-
tors (such as overall course quality, relevance to professional practice, teacher involvement)
[105, 59], and individual student characteristics (such as personality traits, prior academic
performance, learning approach, or intellectual ability) [185, 102, 42, 186, 20]. However, the
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role of platform modalities (such as desktops, tablets) has not yet been fully explored with
regards to the accuracy of these learner models.

To our knowledge, so far little research, if any, has explored the possible relationship
between learner’s modality usage and measures of learning outcomes. That is to say, the
models rarely take into account the learner’s multi-device use from various technological
modalities, such as desktops, mobiles and tablets, as a viable predictor; one that can ex-
plain some amount of variance in the academic outcomes. The exploration of the impact of
modalities on predictive analytics is justified and highly recommended since: (a) learning
activities are often completed by students using multiple modalities, used either sequentially
or simultaneously [145, 234], and (b) identification of modalities that are ill-aligned to a task
is important as they could undermine knowledge construction and may lead to unintended
consequences in academic outcomes [219]. This paper thus investigates the usefulness of a
modality-inclusive learner model, over and above a generalized model, for predicting learner
success, as operationalized by academic performance.

The review of the literature reveals that the performance prediction models draw benefits
from the students’ ‘event-driven logs’ [27] from various learning activities that are available
for measurement in a web-based learning management systems (LMSs) such as logging in,
reading files, viewing posts, posting discussions and accessing feedback; all of which provide
early indicators of student academic performance [275, 258, 259, 37]. These logs, however,
are composed of one intermixed stream of data, treated in the same manner regardless
of which modality (mobile, desktops) the data came from. As a rule of thumb, the data
concerning each predictor action, such as posting discussions and viewing course videos –
actions that more often than not, emanate from different modalities and last for different
durations – is generally pooled across all modalities. For instance, the frequency of access to
course material from desktops, mobiles and tablets is typically used in the predictive model
as one cumulative count measure i.e. course_material_access, counting all occurrences of
course material access in the log file. This is done mainly due to the lack of awareness
regarding the utility of technological context or merely to facilitate ease of data processing.
Either way, the omission of technological modality variables in a model has potential to, at
minimum, discard some useful information and as a result lower the prediction accuracy of
the model, or more critically, cause serious threat to its interpretation. Thus, the primary
aim of this paper is to create awareness of the role of modalities in predictive analyses of
academic performance.

Research has provided evidence suggesting not all activities (features) are equally ef-
fective as predictors of outcomes [87]. More interestingly and importantly, recent studies
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have also suggested that not all the learning activities are performed using a single tech-
nological modality [145, 233], but are often interleaved between devices such as mobile and
desktop. In other words, depending on the utility and preference for a platform (modality),
the predictive power of learning indices (variable describing the frequency and/or quality
of interaction with the LMS tool) in a regression model could be positively or negatively
impacted. Building upon these inferences, we further posit that considering the differences
in the (modality) source of the log trace data used for modeling and predicting academic
success, would increase accuracy of these models and help explain anomalies. For instance,
theoretically it has been established that posts from mobile devices are lower in quality
compared to those from its non-mobile counterpart, i.e. desktop [106]. We hypothesize that
including this information into the predictive model would make the model more accurate
and explainable.

6.3.1 Contribution and Research Questions

The study is important from several viewpoints. Primarily, the modality of access and its
repercussions on learning has so far not been sufficiently studied in the literature [219]. The
closest the existing studies have come to assessing the impact of different modalities in a
learner model for predicting academic performance is via focusing on whether or not mobile
phones were used, however not necessarily for educational purposes [156, 123]. Secondly,
with the influx of prevalent, popular and affordable modalities, the device ownership has
steadily increased compared to previous years [192]. Considering that either one of these
growing suite of modalities are typically readily available at everyone’s disposal, it is worth
considering what influence their use may have on the predictive capabilities of learning
models’ outcomes. Thus, the aim of the paper is to investigate the potential for improvement
of prediction power of learner models after considering the modality of access for each event
in the learning environment. The main research question for this study is:
RQ: To what extent is the predictive strength of LMS features influenced by distinguishing
the modality of learner access when predicting course grade?

6.3.2 Theoretical Framework

The paper draws its theoretical underpinnings from two main studies and several auxiliary
studies. Firstly, the Multi-Device Learning Framework proposed by Krull [145] explicates
how different devices are simultaneously and/or sequentially used together. The framework
suggests that patterns of use differ considerably between modalities based on three ma-
jor aspects: multiple devices, learning activity, and contextual environment (location). The
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combined and complimentary use of modalities, for e.g., fixed desktop technologies vs. mo-
bile technologies, serve different functions in supporting the learning process; for instance,
mobile phones ‘to check’, tablets ‘to immerse’, and desktop ‘to manage’ ([109], as cited in
[7]). Secondly, empirical support for our hypothesis is further provided by the results from
Sher et al.’s recent study [219] where the researchers found a significant impact of the stu-
dents’ adopted modality profile, derived from patterns of modality usage for various learning
activities, on the final course grade (ε2 = .12) and engagement and quality of participation
in a discussion learning activity (η2 = .68).

Assessing the related work regarding technological modalities, a small yet significant
pool of studies has provided evidence suggesting different modalities are used based on the
contextual settings, in addition to the affordances of the modalities themselves. For instance,
mobile phones were found to be more preferable over other modalities for accessing academic
progress information and course material [2], viewing course videos [272], and working with
push notifications [242]. Some researchers, on the other hand, have argued in favour of
desktops positing that desktops are better for browsing and posting activities, considering
the mobile phone’s ‘limited bandwidth, small screen and awkward text input functions’
[178]. This was empirically supported by Casany Guerrero et al. [38] who found majority
of queries to the LMS (96%), for viewing assignments and resources, were performed from
desktop or laptop computers. Furthermore, we found only two studies, both by Stockwell,
where the pivotal aim was to compare the two dominant modalities - desktop and mobile
- at an authentic learning activity, i.e. vocabulary activities for English language learning
tasks. In his first study, Stockwell [233] revealed that a significant number of learners did
not use the mobile phone at all and a majority used a combination of both mobile phones
and desktop computers for completing vocabulary activities. Even though students’ scores
did not differ much, the amount of time spent by mobile phone users for completing each
activity was longer by at least 1.4 minutes, a 60% increase over time spent when using
desktops. Looking specifically at patterns of usage, the results of Stockwell’s second study
[234] revealed that learners typically use different modalities depending on the time of
a day; mobile phone usage takes place mostly across the morning or very late at night,
predominantly at home, and no usage at all in the afternoon or in the evening. In contrast,
learners using PCs focused their usage in blocks in the afternoon or after mid-night, working
primarily at home at night and at the university during the afternoon.

Even though the analysis in the aforementioned studies was simple, using descriptive
statistics mostly, the variety in usage, based on the above factors, confirms that certain
modalities may be used for studying more often (and for varying durations) than others
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depending on the type of activities, location and time of day. As a result, access to specific
modalities can greatly influence study patterns. Thus, we hypothesize that considering the
modality source of an activity can potentially predict the overall learning outcome better.
The extent to which this is the case is exactly what we intend to explore in this study.

6.4 Methods

6.4.1 Study Context

The participants in this study were undergraduate students in a second year programming-
oriented course at a Canadian university. The data was collected over two semesters (Fall
2017 and Fall 2018) from two subsequent offerings of the same course. The course duration
was 13 weeks and a total of 165 students enrolled in it (83 and 82 in Fall 2017 and 2018,
respectively). The course followed a blended format, utilizing the university’s learning man-
agement system (LMS) to support learning activities and students’ overall schoolwork. The
students were familiar with the LMS as they used it on a day-to-day basis in prior courses
too. The LMS hosted access to reading material, posted lecture slides, tutorial materials,
general course information, instructor provided supplementary material, bi-weekly course
assignments, assignment submission, and grades. In addition to the web-browser versions
of the LMS (desktop/laptop/mobile), students had access to the app version provided by
the LMS vendor (for use on mobile and tablets). Upon comparison of the features and
functionalities offered by the two versions, no apparent differences were revealed.

The course structure consisted of a 2-hour face-to-face lecture per week and a 2-hour
in-lab tutorial per week. The tutorial participation contributed 10% towards the final grade,
assignments 40% of the grade, quizzes and exams 50% of the grade. There were four as-
signments in total, all comprising of programming tasks, and required the students to work
individually in a programming environment outside of the LMS. The instructors used the
LMS to post assignment specifications, while students used it for submitting assignments,
and receiving feedback, grades and comments on their assignment. The grades for quizzes
were posted in the LMS as well. Students could plan their studying using the LMS calendar
where deadlines for all learning activities were posted.

6.4.2 Data Collection and Procedure

Learning Traces

In this study, we used the interaction trace data from students’ engagement with the LMS.
The traces were generated as students used the LMS to self-regulate their participation in
the course activities, guided by the course requirements and deadlines. The learners had
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complete autonomy over the choice of the technological modality to be used for carrying
out each learning-related action in the LMS. Each student action in the LMS was logged
with the following data: student id, course id, type of learning action, action URL, start
time, end time, and user-agent. In addition, each action was also allocated a session number
to which it belongs. This was done since the notion of a session is essential for validity of
the calculation of time on task.

As there does not exist a unified time-on-task estimation method within the learning
analytics community [143], to group the actions into sessions, we consider a time gap of
more than 30 minutes to be a new session. This delimiter was chosen because a closer
analysis showed that 90th percentile of the continuous time spent on activities was 21.6
minutes, which seemed insufficiently short, while 95th percentile was 45.2 minutes, which
seemed overly long. Given that the LMS serves as a content-providing host, i.e. tracking,
reporting, and delivering the educational material, 30 minutes was agreed upon as an op-
timum threshold, based on each action requiring a reasonable number of minutes, and to
allow time for quick breaks within the same session.

Finally, the data were de-identified before the analyses were performed.

Pre-processing data

Three main steps were involved in the pre-processing of the logged data consisting of all
possible clicks.

First, the modality of access associated with each event in the log data was determined
from the examination of the user-agent field, and resulted in four broad categories: Desktop,
Mobile, Tablet, and Unknown (for all unclear modalities). The Desktop category included
access from a web browser running on desktop computers or laptops. The Mobile category
included both LMS versions that could be possibly used on cellphones (see Section 6.4.1),
i.e. web browser or dedicated LMS application. The Tablet category included access from
tablets. The Unknown category included access from devices where we could not categorize
their modality with certainty.

Secondly, the count measures were extracted based on the number of times each learning
action was performed by each student. Table 6.1 contains the types and total counts of
learning actions of interest, captured by the LMS. Note that the actions contained within
calendar are across all the courses that the learners took while the other categories are for
the courses included in this study only.
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Table 6.1: Breakdown of activities and access (in terms of the number of actions) from
different modalities.

Activity Desktop Mobile Tablet Unknown

Syllabus 1,952 155 8 0
Assignments 15,929 2,474 23 0
Submission Feedback ‘ 1,954 2,968 6 0
Calendar 1,734 4,687 43 10,021
Course Material 24,850 1,279 147 0

Thirdly, the time spent on an action1 was calculated using the difference between the
start times of two logged events. This is a common technique used previously in many
studies, e.g. [142, 168, 165], with the underlying assumption that the entirety of the time
between two logged events was spent on a particular learning activity. Such assumptions
are widespread and inevitable for time-on-task estimations in learning analytics.

6.4.3 Study Design

The study followed a correlational non-experimental design as it investigated the effects of
the variables derived from the use of various technological modalities on the prediction of
students’ academic success.

Feature Engineering from LMS trace data

To investigate the effect of modality on different types of commonly included learning-related
activities (Table 6.1) and their traces in the online courses, we selected 10 features (5 counts
+ 5 time spents for each activity) for inclusion in our analyses as predictors of academic
success. Variables derived from the LMS trace data include information about the usage
of the following tools/features utilized in the course under study: syllabus, course material
(lecture + tutorial slides and instructor provided supplementary material), assignments,
feedback on the assignments and calendar. Table 6.2 shows the extracted variables, divided
into two groups: counts and time spent. For some of these predictors we find evidence in the
existing literature [87, 168, 173, 225, 159, 256], while others are included in order to provide
a comprehensive evaluation of possible features that students accessed frequently (see Table
6.1) and that the authors consider relevant for demonstrating impact on academic success.

1Time spent on the last action in a session was set at a cut-off limit measuring 20 minutes. This was
done since the LMS does not have provision for recording explicit logout events, as a result of which there
was no way of accurately knowing how much time was spent on the last event in a session.
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Table 6.2: Extracted features: Predictor variables examined in the study

Type Name Description

Count count_syllabus Total number of syllabus views by the student
count_assignment Total number of assignment views by the student

count_submissionFdbk Total number of views of feedback received on the assignment submission
count_calendar Total number of calendar views for planning studies - adding and/or viewing deadlines

count_courseMaterial Total number of the times student accessed lecture slides, tutorial slides and supplementary material
Time Spent time_syllabus Total time spent on reading course syllabus

time_assignment Total time spent on viewing the assignment requirements
time_submissionFdbk Total time spent on viewing the feedback received on the assignment submission

time_calendar Total time spent on using calendar to plan the studies
time_courseMaterial Total time spent on accessing lecture slides, tutorial slides and supplementary material

The rationale for selecting these particular activities (or actions) is attributed to the
disciplinary and course-specific needs, which explain their relevance in accordance with the
instructional intentions for the use of the LMS tool. In addition, we found ample evidence
in literature pointing to the usefulness of these measures for predicting course achievement
[87, 275, 133, 111, 183]. Assignments are, in general, an integral part of formative assess-
ment of student learning and have proven useful for evaluation and accountability. Since
the four programming assignments built gradually on top of one another, in addition to
accessing the assignments time and again, students’ access to the authentic and construc-
tive feedback, as provided to the learner on each assignment submission by the teaching
staff, was necessary for student’s improvement on subsequent assignments and their pro-
gramming skills. Access to the course material was necessary for students to prepare for
quizzes, exams and assignments, and therefore its use was mandated by the instructors for
further study, after the completion of the in-class lecture. The materials were of two kinds:
i) LMS content pages with list of readings in the textbook (traced) and links to material
external to LMS (not traced); and ii) to lecture and tutorial slides and demo code from
the tutorial (traced). There were 50-70 lecture slides per week and 20-30 tutorial slides
per week, which mainly included brief introduction to (programming-related) conceptual
structures and supporting coding examples. The example of an embedded LMS feature that
has not been given much attention in the literature was calendar. Its usefulness, mainly for
planning and self-regulatory purposes, was explicitly communicated to the students since
it contained all the major assignment deadlines, quiz and exam dates. The course syllabus,
comprising designated topics scheduled for each of the 13 weeks in addition to important
course regulations and information such as attendance rules, assignment schedule, weekly
class schedule, and the evaluation criteria, was pinned to the course home page in the LMS
and provided students means to plan their studies in advance.

Next, for each student we extracted the number of times and the time spent on us-
ing a particular feature by aggregating individual operations (see Section 6.4.2). For in-
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stance, a student’s assignment views across all four assignment tasks were added to com-
pute count_assignment and total time spent on viewing all four assignments to compute
time_assignment. We call these variables LMS features.

Each of these variables was split up further to account for the platform used to access
that particular feature. For instance, in addition to having the total number of assignment
views for a student, we computed three more variables – mobile views, desktop views and
tablet views – which indicate the respective number of assignment views from each of the
three main modalities. We call such variables Modality features.

The trace data for both LMS and modality features were initially collected as continuous
variables. Compared to the desktop and mobile modality features, the tablet modality
features were not accessed by a substantial number of students. These were, therefore,
dichotomized into the Accessed and Did not access categories.

LMS features for calendar, assignment, syllabus, course material and submission feed-
back were accessed by many students, however, these variables were highly skewed, and so
we applied Box-cox transformations [49] which transformed the variables whilst preserving
the ranking order of variables. However, these transformations corrected the skewness for
counts of and time spent on course material only. The remaining features were transformed
into categorical variables and the cut-offs were decided arbitrarily to best represent the
data, similar to the technique used by Gašević et al. [87]. For example: 15% of students did
not access the calendar feature, 22% accessed the calendar for up to 30 hours, 11% were
students who accessed the calendar feature for 30-60 hours, while the remaining 52% of
students accessed this feature for more than 60 hours. Therefore, we divided this feature
in the categories ‘Did not Access’, ‘Accessed (0, 30] hours’, ‘Accessed (30, 60] hours’, and
‘Accessed more than 60 hours’ to facilitate data analyses.

Following similar steps for modality features, all the variables were transformed into
categorical variables except time spent on assignment viewing from desktop, counts of and
time spent on course material access from desktop, and time spent on viewing submission
feedback from mobile and desktop. Lastly, for all the categorical variables (with no ordinal
relationship), we used one-hot encoding to perform binarization of the categories and include
it as a feature to compute the model.

6.4.4 Outcome variables

For the study outcome, one main measure of students’ academic success was evaluated –
course grade, a continuous variable ranging from 0% to 100%. This is a commonly used
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variable to operationalize academic success, used previously in many studies (e.g. [87, 168,
170]).

6.4.5 Statistical analyses

The distribution of variables was tested for normality using the Kolmogorov-Smirnov and
Shapiro-Wilk tests. Normality was further explored using the P-P plots. Table 6.3 illustrates
the descriptive statistics for all the variables used to examine the data using the R statistical
software package. The continuous data are presented as median median (25%, 75%) since
they were skewed (non-normally distributed). Categorical data are presented as counts and
percentages.

Table 6.3: Descriptive statistics of the predictor variables across different modalities – Desk-
top, Mobile and Tablet. Continuous but skewed variables are presented as Median along with
the first and third quartiles: Md(Q1, Q3) and categorical data is presented as percentages
(N = 165).

Modality features
Activity Measure Desktop Mobile Tablet

Syllabus count Accessed up to 5 times 55 (33.3%) Did not access 106 (64.2%) Accessed 3 (1.9%)
Accessed 6-15 times 59 (35.7%) Accessed 1-2 times 39 (23.6%) Did not access 162 (98.1%)
Accessed more than 15 times 51 (31%) Accessed more than 2 times 20 (12.2%)

time spent Accessed up to 20 hours 99 (60%) Did not access 106 (64.2%) Accessed 3 (1.9%)
Accessed (20, 40] hours 13 (7.9%) Accessed (0, 2] hours 19 (11.6%) Did not access 162 (98.1%)
Accessed more than 40 hours 53 (32.1%) Accessed more than 2 hours 40 (24.2%)

Assignment count Accessed up to 50 times 14 (8.5%) Did not access 28 (17%) Accessed 6 (3.6%)
Accessed 51-80 times 50 (30.3%) Accessed 1-10 times 62 (37.6%) Did not access 159 (96.4%)
Accessed 81-100 times 35 (21.2%) Accessed 11-20 times 33 (20%)
Accessed more than 100 times 66 (40%) Accessed more than 20 times 42 (25.4%)

time spent 166.6 (107.3, 284.5) Did not access 28 (17%) Accessed 6 (3.6%)
Accessed (0, 1] hour 53 (32.1%) Did not access 159 (96.4%)
Accessed (1, 2] hours 7 (4.2%)
Accessed more than 2 hours 77 (46.7%)

Submission count Accessed up to 10 times 88 (53.3%) Did not access 50 (30.3%) Accessed 4 (2.4%)
Feedback Accessed 11- 20 times 53 (32.1%) Accessed 1-10 times 56 (33.9%) Did not access 161 (97.6%)

Accessed more than 20 times 24 (14.6%) Accessed more than 10 times 59 (35.8%)
time spent* 0.3 (0.1, 4.9) 0.1 (0, 957.5) Accessed 4 (2.4%)

Did not access 161 (97.6%)

Calendar count Did not access 47 (28.5%) Did not access 64 (38.8%) Accessed 8 (4.8%)
Accessed 1-10 times 68 (41.2%) Accessed 1-10 times 37 (22.4%) Did not access 157 (95.2%)
Access more than 10 times 50 (30.3%) Access more than 10 times 64 (38.8%)

time spent Did not access 47 (28.5%) Did not access 64 (38.8%) Accessed 8 (4.8%)
Accessed (0, 30] hours 44 (26.7% Accessed (0, 30] hours 53 (32.1%) Did not access 157 (95.2%)
Accessed (30, 60] hours 12 (7.2%) Accessed (30, 60] hours 22 (13.3%)
Accessed more than 60 hours 62 (37.6%) Accessed more than 60 hours 26 (15.8%)

Course count Accessed up to 50 times 14 (8.5%) Did not access 54 (32.7%) Accessed 6 (3.7%)
Material Accessed 51-100 times 52 (31.5%) Accessed 1-5 times 51 (30.9%) Did not access 159 (96.3%)

Accessed more than 100 times 99 (60%) Accessed more than 5 times 60 (36.4%)
time spent 6.1 (3.7, 8.9) Did not access 54 (32.7%) Accessed 6 (3.7%)

Accessed (0, 10] hours 63 (38.2%) Did not access 159 (96.3%)
Accessed more than 10 hours 48 (29.1%)

* For ease of reading, time spent on submission feedback activity is presented in minutes.
For the rest of the activities, it is in hours. For the analyses, all the time spent measures
were converted into minutes.

92



Figure 6.1: Comparison of the two regression models for the assignment activity. Model
1 comprises of assignment views aggregated across all modalities as predictors, whereas
features for Model 2 are conceived by slicing the view traces into their respective modalities.
Similar models can be generated for the remaining nine LMS features analyzed in this study.

To assess the importance of the modality source of the log data for predicting student
course grades, we conducted a series of regression analyses, with course grade as the out-
come variable in each. We selected this particular form of analysis due to its simplicity and
robustness. Additionally, regression analyses have been widely used in different research
areas, including EDM and LA [201, 143]. For each of the ten learning features introduced
in Section 6.4.3, two regression models (Figure 6.1) were built using (a) LMS feature repre-
senting all counts across all modalities, and b) all three LMS modality features, i.e. desktop,
mobile, and tablet. For instance, if the LMS feature in Model 1 is assignment view counts,
then the corresponding modality features in Model 2 comprise of desktop assignment views,
mobile assignment views, and tablet assignment views. The rationale for doing individual
analysis for each predictor is because we were concerned more with investigating the effect
of modality on the predictive power of each individual feature, rather than building the
most accurate predictive model based on all available data.

Prior to running the model, the influential observations were taken into consideration in
case they greatly influence the results of a regression analyses. These were detected based
on Cook’s distance, using the traditional cut-off of 4

n (n = number of observations) [50].
There are different ways of dealing with influential observations but for simplicity we just
removed them. In our study, we consider an observation as influential which, under normal
circumstances, can never be observed (for instance, count of assignment views is invalid if the
time spent on viewing the assignment is 0; mere access to an assignment does not account
for much if the time spent on it is under 1 second) or are exceedingly large compared to the
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class median. This is an important step for sieving out pseudo accesses to an LMS feature,
which do not contribute much towards understanding the learner’s behavioral patterns in
the LMS and subsequently distort the feature’s utility for predicting academic achievements.

After the aforementioned adjustments to the model, we performed regression diagnos-
tics on it. Diagnostics are important because all regression models rely on a number of
assumptions. If these assumptions are met, the model can be used with confidence. Keep-
ing in line with this, the regression models were explored for multicollinearity. Variance
inflation factors (VIFs) were well below 4, indicating no multicollinearity in the data. The
independence of observations, i.e. homoscedasticity, was checked using residual plots and
Durbin Watson statistic (DW). The residual plots were random and DWs between 1.5 and
2.5, indicating there was no autocorrelation (i.e. subsequent observations were unrelated).
All analyses were performed using the R Statistical software and p values of ≤ 0.05 were
considered statistically significant.

For each of the ten features, a change in adjusted R2 from Model 1 to Model 2 was
calculated to present the percentage of variability in student course grade explained by the
Modality features over and above the LMS feature. Since an increase in number of predic-
tors always inflates the estimated R2 statistic of a regression model, i.e. overfitting [13],
an ANOVA analysis using F-test of the statistical significance of the increase in R2 was
conducted to ascertain whether the increase was statistically significant. Finally, standard-
ized β coefficients for the predictor variables and adjusted R2 values are reported for the
regression models. Using the adjusted R2 is recommended over R2 for comparing models
with different numbers of terms (predictors) [207, 152].

With regards to the sample size, to have sufficient power the rule of thumb [134] and
empirical reports [114] recommend an ideal sample size-to-parameters ratio of 20:1, i.e. the
sample size (N) should ideally be 20 times as many cases as parameters (k). Since the
proposed models for LMS features have one main independent (predictor) variable in each
model, and up to three predictors in models from modality features, therefore we concluded
that overall, there were more than enough participants to have sufficient power to conduct
analyses.

6.5 Results

6.5.1 Prediction of student course grades: LMS vs. Modality features

In this paper, we wanted to explore the sensitivity of features, derived from the trace data,
to the different modalities adopted by learners in a learner model. In essence, we compared
models composed of LMS features to the models composed of the corresponding modality
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features derived from the three main modalities - Desktop, Mobile and Tablet. Upon in-
spection, the variables derived from the Tablet modality did not contribute significantly to
any of the models and hence were left out of the result discussion to save space.

The results of the regression models featuring the associations between students’ use of
features from logged data – calculated cumulatively vs. partitioned based on the modality
– and student course grades are presented in Table 6.4, along with the subsequent model
comparisons using ANOVA analyses (columns F-value and p-value in Table 6.4). In each of
these regressions, Model 1 corresponds to be the simple linear regression model with one of
the ten predictors (defined in Table 6.2) as the independent variable and the course grade as
the outcome variable. Similarly, Model 2 corresponds to the multiple linear regression model
with the Modality features (corresponding to the predictor from Model 1) as independent
variables and the course grade as the outcome variable.

Table 6.4: The association between the variables of students’ use of the LMS and Modality
features and ln (log natural) student course grades: results of multiple linear regression
models.

Activity (a) Measure (m)
Model 1
R2 ×100
(p value)

Model 2
R2 ×100
(p value)

F-value p-value Modality features β Coefficients

Syllabus count 1.4% (p = 0.12) 3.9% (p = 0.03) 3.16 0.041 Desktop_Accessed 6-15 times vs. up to 5 times
Desktop_Accessed more than 15 times vs. up to 5 times
Mobile_Accessed 1-2 times vs. Did not Access
Mobile_Accessed more than 2 times vs. Did not Access

12.36
31.86
-23.11
-8.35

time spent 0% (p = 0.56) 1.4% (p = 0.18) 2.59 0.078 Desktop_Accessed (20, 40] hours vs. up to 20 hours
Desktop_Accessed more than 40 hours vs. up to 20 hours
Mobile_Accessed (0, 2] hours vs. Did not Access
Mobile_Accessed more than 2 hours vs. Did not Access

38.90
4.90

-12.89
-16.08

Assignment count 7.3% (p <0.001) 11.5% (p <0.001) 2.92 0.023 Desktop_Accessed 51-80 times vs. up to 50 times
Desktop_Accessed 81-100 times vs. up to 50 times
Desktop_Accessed more than 100 times vs. up to 50 times
Mobile_Accessed 1-10 times vs. Did not Access
Mobile_Accessed 11-20 times vs. Did not Access
Mobile_Accessed more than 20 times vs. Did not Access

40.43
66.56
73.53
-10.91
6.54
7.24

time spent 9.5% (p <0.001) 13.4% (p <0.001) 8.20 0.004 ln assignment_time_Desktop
Mobile_Accessed up to 1 hour vs. Did not Access
Mobile_Accessed (1, 2] hour vs. Did not Access
Mobile_Accessed more than 2 hours vs. Did not Access

0.71
17.39
60.31
5.13

Submission Feedback count 2.9% (p = 0.03) 8.8% (p <0.001) 6.18 0.002 Desktop_Accessed 11-20 times vs. up to 10 times
Desktop_Accessed more than 20 times vs. up to 10 times
Mobile_Accessed 1-10 times vs. Did not Access
Mobile_Accessed more than 10 times vs. Did not Access

26.55
55.08
3.28
0.66

time spent 3.2% (p = 0.01) 5.1% (p = 0.005) 4.21 0.041 ln submissionfdbk_time_Desktop
ln submissionfdbk_time_Mobile

4.68
0.98

Calendar count 1.4% (p = 0.50) 1.9% (p = 0.92) 0.16 0.976 Desktop_Accessed 1-10 times vs. Did not Access
Desktop_Accessed more than 10 times vs. Did not Access
Mobile_Accessed 1-10 times vs. Did not Access
Mobile_Accessed more than 10 times vs. Did not Access

-8.11
1.63
-0.06
1.48

time spent 0.5% (p = 0.80) 2.1% (p = 0.74) 0.85 0.468 Desktop_Accessed (0, 30] hours vs. Did not Access
Desktop_Accessed (30, 60] hours vs. Did not Access
Desktop_Accessed more than 60 hours vs. Did not Access
Mobile_Accessed (0, 30] hours vs. Did not Access
Mobile_Accessed (30, 60] hours vs. Did not Access
Mobile_Accessed more than 60 hours vs. Did not Access

-8.35
-7.79
-4.39
12.17
-13.44
9.91

Course Material count 0.3% (p = 0.20) 1.6% (p = 0.18) 1.52 0.198 Desktop_Accessed 51-100 times vs. up to 50 times
Desktop_Accessed more than 100 times vs. up to 50 times
Mobile_Accessed 1-5 times vs. Did not Access
Mobile_Accessed more than 5 times vs. Did not Access

46.43
41.59
-10.24
0.85

time spent 1.9% (p = 0.04) 0.7% (p = 0.24) 0.01 0.989 ln material_time_Desktop
Mobile_Accessed (0, 10] hours vs. Did not Access
Mobile_Accessed more than 10 hours vs. Did not Access

11.50
0.29
5.74
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From Table 6.4 (see columns Model-1 R2 and Model-2 R2), we see an increase in R2 from
Model 1 to Model 2 for each activity-measure pair (except time spent on course material),
although the increase was significant only for five features. That is, the comparison of the
models using ANOVA analyses revealed significant differences between the two models for
counts of and time spent on assignments, counts of and time spent on submission feedback,
and counts of syllabus access. These differences correspond to the improvements in predictive
powers (R2

diff = R2
Model2 - R2

Model1 ) and were spread over a wide range. The differences
were the smallest for time spent on accessing submission feedback (R2

diff = (5.1 - 3.2)%
= 1.9%) and largest for the number of times submission feedback was accessed (R2

diff =
5.9%). That is, the inclusion of the modality features, for the counts and time spent on
the access to the submission feedback, in a learner model enhanced the predictive power
by 5.9% and 1.9%, respectively, than what would have been possible if the learner model
was composed of the LMS features only. Similarly, leveraging the information regarding
the modality sources of the trace data improved the prediction of student course grades by
4.2%, 3.9% and 2.5% for assignment counts, assignment time spent, and syllabus counts,
respectively.

For the models that were non-significant to begin with, addition of the information
regarding modality sources showed no significant improvements in explaining the variability
in the student course grades, such as in the case of time spent on syllabus feature, counts
of course material access and counts of and time spent on calendar feature. This may be
partly explained by the structure of the course included in the study, since syllabus and
calendar had no direct link to the final grade, while assignments account for almost 40%
of the final grade. Having said that, the inclusion of modality features seemed to have had
an adverse impact too in certain cases as can be seen from the decrease in the accuracy for
the model based on the amount of time spent on accessing course material. However, the
decrease was non-significant (p values > 0.05) and might be purely happenstance.

As demonstrated in Table 6.4, there were significant differences in the association be-
tween LMS features and Modality features and student course grades across several activi-
ties. The variability in students’ course grades explained by the LMS features derived from
trace data differed across learning activity measures and ranged from 0% for time spent
on syllabus to 9.5% for time spent on assignment viewing. Similarly, variability in student
course grades explained by the variables when considering all modalities in trace data dif-
fered across learning activities and ranged from 0.7% for time spent on course material to
13.4% for time spent on assignment viewing.
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Interestingly, there was a notable difference in the extent to which trace data originating
from different modalities contributed to the explanatory power in the Model 2. These were
both positive and negative. For example, the results of the multiple linear regression analyses
performed on the time spent on syllabus access indicated that the mobile access was a
significant predictor of student learning outcome whereby course grades of students who
used mobile phones for substantive duration (up to 2 hours) to access the syllabus were
about 13% lower than those of their counterparts who did not spend any time accessing the
syllabus from the mobile phone modality (β= −12.9, p = 0.04). On the contrary, looking
at the time spent on viewing the course assignments, the mobile phone modality reflected a
positive association with course grades and explained a greater amount of variance, such that
the course grades of students who used mobile phones to view the assignments for 1-2 hours
were about 60% higher than those of their counterparts who did not use the mobile phone
modality at all (β= 60.3, p = 0.01). These results indicate that the utility of a modality
for predicting student’s academic progress is, among other things, highly contextual and
relies heavily on the learning activity in question, operationalization of activity use, and the
performance metric to be measured.

When considering the associations between separate Modality features and student
course grades, we observed notable differences between the results of the analyses per-
formed across different learning activity measures. For example, the results from the regres-
sion analyses performed on the time spent on viewing assignments indicate that desktop
was a significant predictor wherein a 1% increase in the time spent on viewing assignments
from desktops results in about 0.7% increase in student course grades (β= 0.71, p <0.001).
However, this increase was much larger in case of time spent on submission feedback wherein
a 1% increase in the time spent on viewing submission feedback from desktops resulted in
about 4.7% increase in student course grades (β= 4.68, p = 0.001). Similarly, while the
course grades of students who accessed the course material from desktop frequently (more
than 100 times) scored about 42% higher marks compared to those who only accessed a few
times (up to 50 times) (β= 41.59, p = 0.02), the course grades of students who accessed the
assignments from desktop frequently (more than 100 times) scored about 74% higher marks
compared to those who only accessed a few times (up to 50 times) (β= 73.53, p <0.001).
These results indicate that in addition to the direction of association, the magnitude of the
variability explained by the activity measures in a learner model changes depending on the
particular activity and the modality used to carry it out.

On an activity level, while the expectation was that the students’ use from all different
modalities would have a significant effect on student performance, there were some con-
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trasting results (Table 6.4, columns Modality features and β coefficients). Access to the
assignments from the desktop modality consistently showed a significant positive associa-
tion with student course grades. Consequently, course grades of students who accessed the
assignments via desktop sparingly (up to 50 hours) were around 40%, 67% and 74% lower
compared to students who accessed desktop more frequently: 51-80 times (β= 40.43, p =
0.02), 81-100 times (β= 66.56, p = 0.002) and more than 100 times (β= 73.53, p <0.001),
respectively. However, access to the assignments from the mobile modality was not signif-
icantly associated with the student course grades. Similar observations were recorded for
counts of and time spent on submission feedback too. A corollary to these observations
is that as one modality (desktop in this case) provides greater explanation for outcome
than the cumulative LMS feature, the other modality (mobile) brings in undesirable noise
and thus, has a damping effect on the predictive power of the model that uses only the
cumulative LMS feature (as can be seen from R2 values of Model 1).

Across activities, the expectation was that some modalities might be better predictors
of student outcome than other ones and we found some supporting evidence. For example,
the model for syllabus activity revealed that course grades of students who used mobile
phones a few (1-2) times were about 23% lower than those who did not use them (β=
−23.1, p = 0.040). However, the same model also revealed a significant and much greater
impact of desktop, in that the course grades of students who used desktop modalities more
often (more than 15 times) were about 31% higher than those of their counterparts who
only used desktop to access the syllabus a few times (up to 5 times) (β= 31.8, p = 0.008).
As a result, the desktop modality induced a much greater change compared to the mobile
modality in student course grades based on the counts of syllabus views. Contrasting results
were obtained in case of the assignment viewing activity wherein mobile phone modality
explained a greater amount of variance in the course grades compared to the desktop. That
is, course grades of students who used mobile phones for a substantive duration (1-2 hours)
were about 60% greater than those who did not (β= 60.3, p = 0.01), whereas for every 1%
change in amount of time spent on viewing assignments from desktop only a 0.7% increase
in student mark was observed (β= 0.7, p <0.001). These results indicate that depending
on the learning activity (and possibly other contextual factors not investigated here) some
modalities might be a better indicator of academic success than others.

6.6 Discussion

The findings in this study were based on future-work recommendations by researchers in
the [219] study who hypothesized potential benefits from modality-inclusive learner models
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for better outcome predictions. While they were able to demonstrate the usefulness of the
technological modality profiles in explaining some differences in students’ engagement at
discussion tasks and learning outcomes; the main aim of this study was to enrich the existing
learner models by demonstrating the potential of technological modalities as an important
predictor for academic achievements. We wanted to show that modality-inclusive features
were more powerful in explaining variance in academic achievement than modality-agnostic
predictor variables.

Based on our results of the multiple regression models – investigating the effect of trace
data from different modality sources on the learning outcome – we can confirm that the
choice of modality for a particular activity in a learning environment plays an important
role in the overall model fit and subsequent model interpretation. The significant ANOVA
results imply that an increased proportion of variability in student course grades can be
explained if the activity measures are calculated across modalities (Model 2) instead of
using one cumulative measure (Model 1). The observed differences in the predictive power
of the two models, conceivably have two main implications for research and practice. First,
incorporating modalities into the model is warranted, so as to increase its accuracy. Second,
there must be careful consideration while designing interventions based off of interpretations
from predictive models of academic success, if these models do not incorporate modality
features. In such cases, several threats to the validity of the results may emerge if numerous
patterns of direct importance of a modality, for the practice of learning and teaching, remain
undetected.

More importantly, the impact of these modalities in explaining the overall fit was not
consistent across activities in the course deployed in the learning environment, both in
their presence and magnitude. That is to say, some modalities may or may not play a role
in determining student’s course grade depending upon the activity performed using the
modality. For instance, the duration of time spent on a desktop for viewing the assignments
was a significant predictor of student course grades whereby a 10% increase in time spent
resulted in around 7% increase in student course grades. On the contrary, the same modality
was not significant at all when the activity involved engaging with the course material.
However, the desktop modality was again found significant for the submission feedback
activity where this effect was seven times larger compared to assignment viewing i.e. a
10% increase in time spent on engaging with the feedbacks on assignment submissions on
a desktop resulted in around 47% increase in student course grades.

A caveat of these results is that extraction of higher number of modality features does not
guarantee better accuracy of the prediction of academic performance. Our results indicate
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that within a learning activity, not all modalities might be equally relevant in terms of
associations with the course grade, as seen in case of submission feedback activity. In our
study, it was necessary for students to reflect on the feedback, as assignments were built
on top of each other, and to do so students had to work in the programming environments
on desktops. So, we speculate that mobiles were less favorable because even if students
looked at the feedback on them, they could not act on it directly and thus it was preferred
less or had limited impact on assignment scores2; ergo, the significant and non-significant
associations with desktop and mobile, respectively. Thus, we can imply only some modalities
contribute in explaining the overall fit which is quite intuitive as students adapt a modality
according to its affordances, availability and the learning task at hand [234, 219]. From a
research implication perspective, this means when generating learner models, the calculation
of modality features from all different modalities might not be necessary. From a practical
implication perspective, it seems appropriate to recommend that an instructor in our case
should advise their students to engage with the feedback received on assignments from
desktop. Another option is to have the learning system to prompt students to view the
feedback when they are accessing the LMS from the desktop, rather than when they are
accessing it from the mobile device.

Looking at all the different modalities investigated in this study, we observed only a
minority of students used tablets, which isn’t surprising since the survey results from the
2017 ECAR study [30] revealed a combination of Mobiles and Desktops as the most com-
mon device ownership combination. If we compare the two main modalities – Desktop and
Mobiles – across all the activities investigated here, we can see that neither one was the
clear ‘winner’ in terms of explaining variance in course grade. However, the coefficients of
the desktop modality features in Table 6.4 reveal why desktops continue to be the pre-
dominantly used modality in learning environments [194], given that they were found to be
positively associated with student course grades (except for the calendar activity, although
the associations were found to be insignificant).

While these initial analyses may tempt readers to gravitate towards the other end of the
spectrum wherein use of mobile phone modalities are discouraged for any learning activity,
one should be wary of it. The connotations associated with mobile phones has led many re-
searchers to imprudently critique the use of mobile phones in education, mainly due to their
tendency to cause distraction among students [257, 147]. However, we found evidence for

2However, for other type of assignments or where feedback is provided at a meta-cognitive level, such as
change in ways students approach or plan their studies, it might be conceivable that feedback on mobile will
be equally effective as desktops.
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both positive and negative influence of the use of mobile phones for a learning activity, such
as in the case of syllabus vs. assignments. These results are therefore suggestive of the fact
that contextual factors such as course design, activity type and the measured performance
metric, collectively play a major role in determining whether a modality will positively or
negatively influence the learning outcome. This interpretation further accentuates the need
for building knowledge regarding how students approach and regulate their learning in the
presence of mobile technology, which so far has been largely contained within a black box
and studied only cursorily.

It is evident in the literature that the idea of a one-size-fit all learner model is at best
inadequate, and at worst a threat to the potential of learning analytics to improve the quality
of learning. That is to say, the outcomes of prediction models depend upon a number of
contextual factors such as instructional conditions [87], student’s learning approaches [186],
and their personality traits [42], which if ignored could result in flawed inferences. Drawing
on similar lines, we posit that a modality-inclusive learner model, one that accounts for
the modality-source of the logged trace data, has a better potential for explaining the
variability in student learning outcome compared to a generalized linear model, one that
uses cumulative measures of predictor variables. These results are important in order to
augment the discussion first put forth by Finnegan et al. [78] and later empirically supported
by Gasevic et al. [87] which highlighted the inherent risks linked to the pooling of LMS
data across pedagogical contexts. Consequently, we conclude that a learner’s modality-use
context must be accounted for too, for predictive analytics to yield enriched models that
helps gain additional insights.

Lastly, in our analyses prior to the selection of the activity measures (for which the
corresponding learner models were developed), scatter plots were generated for each of the
LMS tracking variables as a useful initial approach to identifying potential correlational
trends between variables under investigation [76]. Although future studies may choose to
pick only those variables that have high correlation with the academic success based on
a pre-determined cutoff, we did not conduct any such filtering in our study, since (a) the
aim of this paper was not to select the most optimal (or the best) predictors of student
outcome, but to reflect how these predictors might be useful for further enhancing the
predictions when the modalities the predictors originate from are accounted for, and more
importantly (b) it is possible that a variable with relatively lower correlation can prove
significant and valuable in regression models when their modality source is captured, even
if they are of overall ‘lower’ importance. The latter was indeed reflected in our results as well.
For example, we found support for the benefits of modality-inclusive model for the ‘course
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syllabus’ feature even though there is limited evidence in the literature regarding learner
interaction with the curriculum structure as having significant associations with academic
success. On the other hand, modality variables from time spent on interacting with the
‘course material’ – an intuitive and logical predictor of success, whose usefulness is deep
rooted in literature [173, 225] – were unable to prove any associations with academic success.
Thus, we can conclude that the benefits of modality-inclusive models are independent of
the ‘pre-established’ utility of the predictor variable used to build the model. If anything,
modality variables might even transform a previously non-significant learner model, into a
significant one as was observed in case of syllabus counts, or vice versa, as was observed in
case of time spent on engaging with course material!

6.7 Limitations and Future Work

In our analyses, we observed rather low R2 values regardless of whether it belongs to Model
1 or Model 2. This is because in our models we were testing individual activities for im-
provements in course grade, whereas several variables are included in typical learner models
as the course performance is usually determined as a combination of student’s character-
istics (for e.g. prior GPA) and performance on multiple learning activities. Nonetheless,
our results suffice in making claims regarding the usefulness of the modality features over
and above the LMS features. Future studies would benefit from looking at the interaction
effects between these independent variables, and their corresponding modality features too,
to infer if the associations with academic outcome are still valid. It would also be beneficial
to incorporate student characteristics (for e.g. prior GPA, deep learners vs. surface learners)
and course characteristics (fully online vs. blended) to the model to assess their impact on
final results.

To further broaden the discussion, there are in fact many features that are computed
from trace data and that are used in the prediction models. As we saw improvements in the
‘crude’ features that we investigated, it is conceivable that we can see improvement in other
derived features and therefore improve fidelity of the models. Furthermore, it would also
be interesting to devise, using a bigger participant pool and diverse activity pool, the most
optimal learner model comprising a combination of highly explanatory LMS and Modality
features from various learning activities as predictors. A wider pool would also allow for cross
validations (using separate training and testing dataset), to prevent underfitting/overfitting
of this optimal model, which is a limitation of the current paper.

Our methodology involved tracking user interaction with the LMS and this may raise a
concern about the extent to which our results were dependent upon the activities targeted
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in the LMS and the design of the LMS (both browser and app) itself. The types of activities
included in our study are quite common in instructional design and usually captured in the
same way, thereby rendering good generic results. However, there might be variances in how
learning activities are structured and presented in LMS and some LMS can offer even more
fine grained tracking to see the influence of modality features from various other activities on
the learning outcomes. Even thought the LMS design in our study was relatively simple, it
would also be interesting to see any impact of student’s familiarity with the LMS (freshman
vs. senior) on the results.

Our methodology involving pre-processing of skewed continuous variables into discrete
groups was inevitable and done as best suited to our data and keeping in mind the course
design. Therefore, the categories produced might have had an undesirable impact (both
positive or negative) on the predictive power of the variables and the model. Thus, replica-
tion of the study by future researchers in very similar contexts is necessary to solidify the
claims made in this paper.

Lastly, even though we analyzed data from only one course, it does not undermine
the results generated in our study. This is because different models will and should be
generated for different courses, given the previously established inadequacies of models
generalized at the course level [87]. Having said that, care must be taken when generalizing
the interpretation of our results beyond programming-oriented courses. This is because these
courses have certain requirements necessitating specific modality use, such as desktops for
coding tasks, where mobile use would be cumbersome if not entirely impractical. Hence,
it would be interesting to see the results from replicating the study across courses from
different disciplines, say social sciences, to see if benefits from modality-inclusive learner
models persist.

6.8 Conclusion

Taking up the research on use of mobile and desktop devices in learning environments and
its ramifications on learning outcomes one step further, in this paper we looked at how
modalities used by students for carrying out learning activities in the LMS, could act as
powerful indicators of academic success. To test the influence of modality from which the
trace data originates, we created two separate prediction models using measures (e.g., counts
and time spent) of activities in the learning environment aggregated across (a) all log data
and (b) each individual modality in the log data. We observed that considering how learners
use different devices to carry out different activities in the course led to improvements in
the accuracy of models.
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To further illustrate the significance of these improvements, statistical analyses con-
firmed the improvements to be significant for most of the predictor measures assessed in
this study. While the magnitude of improvements may not be of particular interest, the ma-
jor take away from the study is that interpretations and subsequent interventions based off
of generalized learner models may be improved by utilizing modality-inclusive models, since
modalities may contribute differently to the learning process depending on the activity they
are used for. Further, the significance of this research lies in the simplicity of the method by
which the modality of access for a learning action/activity can be readily available through
capturing the ‘user-agent’ from the students’ log data and the potential improvement it has
on the prediction process.

The aim of the study was not to make concrete statements regarding a clear ‘winner’
amongst modalities that could explain the maximum variance in a learner model. The
overall idea was to generate awareness within the research community of the potential
of modalities when building and interpreting learning analytics models, particularly for
blended and seamless learning environments where use of multiple modalities is prevalent.
We argue that in addition to capturing cumulative measures of predictor variables from the
log data, as has been the norm in the literature to date, future research should also focus
on incorporating the modality source of the students’ activity in the learning environment.
Additionally, we envision that this will prove useful for gaining a fuller insight into the way
different modalities support learning and self-regulative activities.
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Chapter 7

Consistency in learning in presence
of multiple modalities

I can predict the long-term outcome of your success if you show me your daily habits.
- John Maxwell

7.1 Overview

This chapter addresses the following research questions:

1. RQ1: How consistent are students’ work patterns across subsequent activities of the
same type, when engaging with them from multiple modalities? That is, can we iden-
tify conceptually and practically meaningful clusters of students with distinct consis-
tency patterns?

2. RQ2: Is there an association of the identified patterns with students’ academic per-
formance?

Consistency, or persistence in work patterns, has been previously primarily studied at
semester, year or degree level. However, these studies were done in contexts where use
of multiple devices for learning were not prevalent and as a result, we are unaware of how
exactly, if at all, learners’ preferences for particular technological modalities (say desktop,
tablets, mobiles) evolve over the course of their studies.

In this paper, we consider an analysis of the within-activity consistency in online work
habits using a time series approach. Of particular importance for this study is the exami-
nation of how engagement with various modalities fluctuate as the learner participates in
different phases of a learning activity. We used the Dynamic Time Warping (DTW) measure
for quantifying the similarity between pairs of temporal sequences over 11 day timeline up
to the submission date. The overall aim was not to detect good time distributions from
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bad ones, but to focus more on the consistency with which each time series, (composed of
engagement with learning activities on desktops or mobiles) or work habits were adopted
across similar activities. We analyze consistency of modality-use at two learning activities
- discussions and assignments1, separately, to investigate if patterns of usage repeat across
learning activities. Finally, we examine any underlying associations of consistency patterns
with academic performance.

The results of our study provide one of the first insights into the ways in which mul-
tiple devices are (in)coherently used for various phases of a learning activity. Our findings
revealed that the use of desktop modality varied during subsequent assignment/discussion
activities whereas mobile phone usage was constant throughout the course. To study the
consistency in desktop patterns in depth, we obtained meaningful clusters of students ex-
hibiting similar behavior and we use these to identify three distinct consistency patterns:
highly consistent, incrementally consistent, and inconsistent users. We also found evidence
of significant associations between these patterns and learner’s academic performance.

7.2 Publication

The following sections include the verbatim copy of the following publication:

Sher, V., Hatala, M., and Gašević, D. (2019). Analyzing the consistency in within-
activity learning patterns in blended learning. Manuscript submitted to the Tenth In-
ternational Learning Analytics and Knowledge (LAK) Conference

7.3 Introduction

An interesting topic of ongoing research in higher education context has been how different
learning approaches relate to academic achievement [25]. These learning approaches are
generally part of the cyclic processes involved in self-regulated learning (SRL) (i.e. planning
a task, monitoring the performance and reflecting on the outcomes and on the learning
process) [281] and educational psychologists affirmed that these processes are a key con-
tributor to the academic success of students. Of the many self-initiated actions involved in
SRL such as goal setting, self-monitoring, metacognition, physical and social environment
management, and effort regulation, time management is known to be a strong predictor of
student grades [25, 198]. Time management as a key self-regulatory skill involves scheduling,

1The assignment and discussion tasks for each week are available in Appendix A.
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planning, and managing one’s study time, to allocate efforts depending on intensity of work
[191].

Although less frequently highlighted, the consistency of our study habits that controls
regulation of effort, setting specific work load for the week, and behavioral adjustments is
also a key dimension of time management. Despite research suggesting time management
and effort regulation, i.e. perseverance, positively predict academic grades significantly [24,
55], the analysis of student’s work-pattern changes across individual activities has so far only
been sparsely studied, in the context of blended and technology-enhanced learning. Our aim
in this study is to observe how stable these patterns of work habits (or procrastination, as
an extreme) are when students are given the opportunity to acknowledge differences that
may arise from considerable variation in successions of the same type of learning activity in
a blended learning environment.

Students’ learning patterns are dynamically changing entities. Unlike students’ demo-
graphics or their prior academic record, learning patterns reflect students’ current unique
engagement levels and learning processes [72]. Analyzing the within-activity variance in
online learning-patterns for a student allows us to challenge most ‘traditional aggregated
evaluation and analysis methods’ [112] (say, prediction models), which utilize data aggre-
gated across the entire semester. As a result of the aggregation, these methods fails to
consider the variances in course-activity patterns. For instance, a student’s aggregated time
spent per week in two different weekly assignments might be identical. However, during week
1 the student might have evenly allocated their learning time in the days leading up to the
deadline; whereas in week 2, activities might be concentrated in the last two days before the
deadline. Although considered equivalent in total performance efforts, the student’s varying
patterns might be indicative of success or failure at a finer level. While there could be plenty
of reasons (which are outside the scope of this paper) for the observed inconsistencies in
behaviors, such as active procrastination [271] or excess workload from other courses, it is
nonetheless worthwhile to assess if, and when, the course-activity patterns start to deviate
from patterns known to be favorable for academic success [107].

Our study is motivated by existing research on engagement, which suggests that aca-
demic success is highly likely in case of students adopting habit-inducing behavior [62, 182].
Analysis of consistency can allow us to further understand if the student behavior remains
constant throughout the semester, visible only in the beginning of a course or converges as
one progresses in their course. In this paper, consistency is analyzed from two viewpoints
– (a) through periodic participation in the discussion forums, mainly reviewing the course-
related discussion topics, and (b) recurring engagement with the assignment tasks. These
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two learning activities were chosen because of the course design that made use of these
two main activities in the online setting. Further, since it has been already established that
learners make sequential and simultaneous use of various technological modalities such as
desktops, mobiles and tablets for learning activities [145, 234] and that these have poten-
tial for an impact on their academic achievements [219], we posit that the preferences for
a modality may also evolve over time. Therefore, we include modalities in our analysis of
students’ activity changes across assignments and discussions when the students are given
the opportunity to use multiple devices for participating in a learning activity.

In particular, this paper answers the following research questions:

• RQ1: How consistent are students’ work patterns across subsequent activities of the
same type, when engaging with them from multiple modalities? That is, can we iden-
tify conceptually and practically meaningful clusters of students with distinct consis-
tency patterns?

• RQ2: Is there an association of the identified patterns with students’ academic per-
formance?

7.3.1 Time series analyses of work patterns

This research was designed to evaluate the issue of consistency in learning patterns as
the term progresses, i.e whether similar work patterns persist across all assignments or
discussions. This required the analyses of time series of LMS usage for particular course
activity (discussion or assignment) in the days leading up to the task deadline. In the recent
years, there has been a dramatically increasing amount of interest in time series analyses
in various fields for making predictions [9], finding similar series [131] and supervised [179]
or unsupervised learning [149].

In recent years, several implementations of time series analysis have also been reported
in the field of education and learning analytics. Time-series clustering was applied by Mły-
narska et al. [174] to identify distinct activity patterns among students, in order to tackle
the issue of difficulty in keeping up with deadlines. Based on high activity levels within a
three-week timeline, they identified seven groups of students - Procrastinators, Strugglers,
Unmotivated, Steady, Hard-workers, Strategists and Experts. Hung et al. [112] demon-
strated that time series models (time series data points aggregated daily) were better than
traditional data aggregation models (frequencies over the whole semester) at identifying
at-risk online students, both earlier and with greater accuracy (misclassification rate below
10%). Brooks et al. [28] employed features created as n-grams (n = 2 to 5) over different
time periods, from logs of learner interactions with educational resources. They chose four
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different granularities of timeframes: accesses within a calendar day, a three-calendar day
period, a calendar week, and a calendar month; such that ‘an n-gram with the pattern
(false, true, false), the label of week, and count of 2 would indicate that a student had
two occurrences of the pattern of not watching lectures in one week, watching in the next
week, and then not watching again in the third week’ [28]. By detecting similar patterns
of interaction that lead to learners achieving a passing grade for a course, their designed
models were highly accurate (with a misclassification rate below 5%) and generalizable to
new real-world dataset with highly accurate results by third week of the course.

Some empirical investigations have also been carried out to elucidate the theoretical
mechanisms that link certain activity patterns (extracted from student time-series) to aca-
demic success. For instance, Hung et al. [112] exemplified successful learning patterns as
stable and consistent engagement levels on all basic learning behaviors, and at-risk patterns
as unstable engagement levels with high peaks and gaps during the semester. According to
Młynarska et al. [174], the most common patterns for students achieving high grades were
regular, relatively higher spikes in activity levels or low-level frequent activity with no high
spikes around deadline. Unsurprisingly, students achieving low grades exhibited minimal
overall effort but larger activity levels closer to the deadline. Hensley et al. [107] identified
six time-use patterns from weekly time logs with late-start studying and Sunday cram-
ming indicative of ineffective time use and consistent weekday studying, Saturday studying,
consistent bedtime, and consistent wake time indicative of effective time use.

Altogether, the findings suggest the academic relevance of how students manage their
learning time. More nuance in future research is necessary, particularly through studies that
address consistency of time use patterns thereby providing a detailed view of how students
routinely engage with a learning task – whether they are piecing together a routine or simply
engaging in a one-off task.

7.3.2 Consistency in Learning Behaviours

How stable are learning patterns? A systematic review of the seminal works on learning
consistency by Vermunt and Vermetten [254] revealed that these studies were conducted
from a longitudinal perspective. That is, questionnaires were typically administered at a
suitable gap of time to explore students learning patterns in a pre-post test design. For
instance, Svensson [240] studied the ways students process learning material using three
measurement points over a period of five weeks and found that ways of processing the
learning material were rather stable across the three occasions. In a series of studies by
another group of researchers, similar questionnaires were administered twice to the same
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group of students at a gap of 3 months [253] and 6 months [252]. Overall, the results indicated
high stability of learning strategies, learning orientations and conceptions of learning on the
two occasions.

The aspect of consistency has also been analyzed, albeit briefly, under different con-
textual conditions and at varying levels of granularity. In the study by Thomas and Bain
[244], a 7-item questionnaire was administered to determine whether the students’ learning
strategies (deep vs. surface) were consistent in tests vs. essays comparison. High level of
consistency in the strategies was found; also high levels of achievement on both tests and
essays were associated with use of deep strategies.

A general shift in learning approaches (from surface to deep or vice-versa) was researched
by [70, 279] who studied whether learner’s approaches to learning develop during studies
in higher education. Contrary to popular belief, their results reflected that students’ ap-
proaches to learning were relatively stable during studies and overtime, there were come
consistent changes.

At course-specific levels, Vermetten et al. [251] assessed strategy use by the same group
of students in four different courses. They found not only that students vary their learn-
ing strategies for different courses, but also that the learning strategies differed from each
other in their degree of variability across courses. For instance, a high variance in concrete-
processing strategy was visible across courses but a low degree of variability with regard to
a memorizing strategy was observed.

As evidenced by the aforementioned studies, existing research on learning consistency
in students has been investigated mainly using questionnaires, measuring consistency in the
way users respond about their learning strategies. A large majority of studies have made
use of the Inventory of Learning Styles (ILS) questionnaire to measure consistency and
variability in students’ use of learning strategies (for an in-depth review, see Vermunt and
Vermetten [254]). More recently, there have been attempts at empirically investigating the
aspects of consistency in everyday learning. Jo et al. [117] studied the impact of login con-
sistency on academic performance and found significant associations between (ir)regularity
of learning interval in LMS and final grades, where regularity was calculated using the stan-
dard deviation of the login intervals (i.e. the average login time into the LMS). Thus, a
higher value indicated highly irregular logins.

Similarly, Dvorak and Jia [66] studied the relationship between consistency of time of
study and found regular work on assignments to be associated with high grades in course
work. They defined regularity as the degree to which the student tends to work at the same
time of the day, i.e. whether he or she would start each assignment at the same time of
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day throughout the term, and operationalized it as the inverse of the standard deviation of
the hours before the assignment deadline. Młynarska et al. [174] studied consistency at the
activity-specific level by comparing the time series signatures of activity patterns between
successive assignments. They found activity patterns were more similar for the same student
than those for different students, and moreover, students who changed their behaviour from
one assignment to another, exhibited a change in grade too, i.e. the two were positively
correlated.

To the best of our knowledge, only Młynarska et al. [174] have attempted to evaluate
consistency in learning patterns at an activity-specific level and as such, the topic warrants
ongoing attention from the learning analytics community. Additionally, we noticed a distinct
lack of studies that assess how the use of multiple devices is associated with consistency
of activity and learner success. Analysis of the use of multiple devices is necessary in this
digital era since learners are making sequential and simultaneous use of a combination of
devices (like mobiles and tablets) to support formal learning [145]. Further, most previous
studies have investigated either variation or consistency in learning processes by looking
at variability and consistency of self-reported strategies at the same time. In the present
paper, however, a different position was taken by looking at variability and consistency in
work patterns using log data, which does not suffer from the shortcomings of survey or
questionnaire data [267, 280] and thus reflects actual students’ behaviours.

7.4 Method

7.4.1 Study Context

The data analyzed in the current study was gathered from the second and third year under-
graduate students in two subsequent offerings (2017 and 2018) of two information technology
courses (C1 - Multimedia Programming and C2 - Internet Computing Technologies) at a
Canadian university. Both courses were similar in structure, having a 2-hour face-to-face
lecture per week, a 2-hour in-lab tutorial per week. Tutorial participation contributed 10%
towards the final grade, assignments 40% of the grade, quizzes and exams 50% in course
C1 and 35% in course C2, and course C2 had three online discussions 5% each for a total
of 15%. C1 was used for collecting data related to assignment activity whereas C2 provided
the discussion activity data. The activity topics and grading structure for both assignment
and discussion activities remained constant over the two offerings (in 2017 and 2018) and
were taught by same instructors too. Both courses used blended delivery, utilizing the uni-
versity’s learning management system (LMS) to support learning activities and students’
overall schoolwork. The students were experienced in using the LMS as they used it on a
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day-to-day basis in prior courses. In addition to the web-browser versions of the LMS (desk-
top/laptop/mobile), students had access to the mobile app version provided by the LMS
vendor. There was no apparent difference between the features and functionalities offered
by the two versions. The log data from the LMS was the main source of data for analyses.

Prior to the analyses, student records were anonymized and assignment reviewing and
discussion participation records were extracted from C1 and C2, respectively. Assignments
in C1, eight in total, were all individual, comprising of programming tasks of increasing
complexity, and developed in the programming environment outside of the LMS. The as-
signment specifications were posted in the LMS; students submitted assignments via the
LMS, and received feedback and grades with comments in the LMS. The discussion activi-
ties in C2, three in total and unrelated to one another, were 10-14 days long, in small groups
of 6-8 students, and required conducting research and developing a group statement to an
open ended question. Quality of post content, building on ideas of others and quality of the
group final statement were marked. A minimum of four posts was required for a student to
get the full mark. The grades for discussions were posted in the LMS as well.

7.4.2 Learning traces and time series

The study used the interaction trace data from students’ engagement with the LMS. Stu-
dents self-regulated their participation in the course activities, guided by the course re-
quirements and deadlines. The use of device modalities was a choice of each student. Each
student action in the LMS was logged with the following data: student id, course id, type
of learning action, user-agent (used for extracting the type of device used for the action),
action URL, session number, start time, and end time.

The log data was transformed into a series of equispaced points in time. In our case, a
time series is a 11-day timeline – from 10th day before a deadline until the day of submission.
Each bucket in these timeline corresponds to activity counts on the (i-1)th day before the
deadline (i = 1:11). The count measures were extracted based on the number of times each
learning action was performed by each student (i.e., discussion views in case of discussion
activity and assignment views in case of assignment activity). A 10-day limit was chosen
because even though each assignment was released at least 14 days in advance, most students
did not start working 10 days prior to the deadline. Similar observations were made for
discussion activity too. The day of deadline (0th day) was included in the timeline since a
majority of students (96%) submitted the assignment on the day of the deadline (of these,
73% submitted less than 6 hours before the deadline), meaning they were working very close
to the deadline on their assignment tasks. Further, to account for the simultaneous use of
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multiple modalities in these activities, we created multi-dimensional time series. Thus, for
each student, we generate two time series per assignment or discussion task: T1 = x10, x9,
.... x0 and T2 = y10, y9, .... y0, where xi is the count of (assignment/discussion) views from
desktop on the i-th day before the deadline and yi is the count of views from mobile on the
i-th day before the deadline.

In order to assess consistency between a student’s temporal patterns during a learning
activity, we first addressed the challenge of appropriately measuring the similarity/distance
between pairs of series. Euclidean distance was ruled out since it misses similarity between
time series if the activity peaks are offset in time, a common occurrence especially since
learners work according to their own time availability. Instead, we used the dynamic time
warping (DTW) measure which has been proposed for quantifying similarity between pairs
of temporal sequences [80, 3]. DTW, using stretching or compressing segments of temporal
data, determines an optimal match between any two time series. That is, two series that
exhibit similar peaks (or troughs) are considered similar even if they are slightly displaced
in time. The extent of warping allowed can be maintained using global constraints [89] in a
way that provides more intuitive warpings. For instance, the series with the peak in actions
on 10th day before the deadline will be distinguished from a peak in actions one day before
the deadline, since the two represent quite different time scheduling patterns from an SRL
perspective. For calculating the DTW measure in our study, we implement the sakoechiba
window [210] for enforcing a global constraint on the envelope of the warping path with
the window size set to 2. The window size was intuitively and carefully chosen since a very
small size makes the warping impossible whereas an unnecessarily large size will introduce
impossible mappings (or pathological warping). Finally, the computed DTW distances were
normalized for warping path length.

7.4.3 Data Analysis Techniques

To find recurring patterns in the consistency of work habits, for each student we first
calculated the similarity between subsequent activities. That is, for a student participating
in three discussion activities, we calculate three corresponding distance measures (Di,j), one
for each pair of discussion task, such that Di,j is the DTW measure between the bi-variate
time series obtained from work habits in discussion i and discussion j. Thus, we obtained
D1,2, D1,3 and D2,3 measures for each student participating in discussion activity. For the
eight assignment activities, we obtained 28 corresponding measures, one for each pair of
assignment tasks.
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The distance measures computed for each student were used in the cluster analysis
(agglomerative clustering based on Ward’s method) to group students (N = 55 for discussion
activity and N = 162 for assignment activity). All the DTW measures were normalized prior
to the clustering; the Euclidean metric was used to compute the distance between vectors.
The optimal number of student clusters was obtained from (a) inspection of the resulting
dendrogram, and (b) using the “Silhouette statistic” proposed by Rousseeuw [124, 208] and
computed using the clValid R package [26]. The Silhouette value measures the degree of
confidence in a particular clustering assignment and lies in the interval [-1,1], with well-
clustered observations having values near 1 and poorly clustered observations having values
near -1.

Each student cluster was summarized by calculating its centroid, which represented
the mean value of all cluster members across all clustering variables. The student cluster
assignments (representative of their work pattern consistencies) enabled us to group students
and identify whether different consistency patterns relate to differences in overall academic
performance (operationalized by discussion grades in discussion activity and assignment
grades in assignment activity).

To examine if there was a significant difference between the identified student groups,
we performed two separate analysis of variance (ANOVA) tests. The student cluster assign-
ment was treated as the single, independent variable in each test, along with the respective
dependent variables: final discussion grade and final assignment score.

Before running the ANOVA, we checked the homogeneity of variance using Levene’s test.
The Shapiro-Wilk test was performed to check for normality. In our case, we found signif-
icant Levene’s test (i.e., the homogeneity of variance assumption was violated), thus, the
non-parametric Kruskal-Wallis test was used. Finally, the measure of epsilon-squared (ε2)
were used to report the effect sizes for Kruskal-Wallis tests, and interpretations were done
using Cohen’s primer [48], the most commonly used primer for effect size interpretation.
The significant Kruskal-Wallis tests were followed up by pairwise Wilcox test to calculate
pairwise comparisons between group levels with Benjamini-Hochberg (BH) corrections for
multiple testing.

7.5 Results

In Section 7.5.1 and 7.5.2, we present the results from the clustering of students based on
their consistency in assignment activities and assess the impact of consistency on academic
achievement. In Section 7.5.3 and 7.5.4, we do the same for the discussion activities.
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7.5.1 Clustering of students based on consistency in assignment activities

The solution with five clusters was found as optimal. The resulting clusters indicate five dif-
ferent patterns of consistency in temporal patterns that students tended to display when en-
gaging with the assignment material whilst working towards a deadline, and self-regulating
their studies through the LMS.

Figure 7.1 presents the box-plots for each of the five consistency clusters. The y-axis
represents all possible assignment-assignment pairs (starting from assg1-assg2, assg1-assg3,
and so on at the bottom, to assg7-assg8 at the very top) and the x-axis denotes the corre-
sponding DTW measures for each pair. The DTW measures were scaled between [0,1] for
cross-cluster comparisons, with values closer to 0 representing almost similar time series
and values closer to 1 representing highly dissimilar time series. For all the clusters, the box
plots denote the five-number summary - whiskers going from (1) minimum to (2) maximum
DTW value, middle box representing middle 50% of DTW scores for the group i.e. left and
right box-edge representing (3) Q1 (first quartile) and (4) Q3 (third quartile), respectively,
and (5) median DTW measure represented by the vertical line going through the box. As
can be observed from Figure 7.1, except for Cluster 5, students in all other clusters had
median DTW measures for all 28 assignment-assignment pairs well below the half of the
maximum threshold.

From the perspective of the pairwise DTW measures described in Section 7.4.3, the
clusters can be described as follows:

• Student Cluster 1 – Highly Consistent (N = 62, 38.27%): This cluster constitutes the
largest group of students. This group of students had the least variation in their work
patterns in going from one assignment to the other, as exhibited by the low DTW
measures.

• Student Cluster 2 – Delayed Consistent (N = 25, 15.43%): This group of students’ ap-
proach in first two assignments was quite different from the six remaining assignments.
However, assignment 3 onward their work patterns steadily got more consistent.

• Student Cluster 3 – Incrementally Consistent (N = 19, 11.73%): This cluster repre-
sents the group of students whose time-series, reflecting engagement with assignment
material, became more and more similar as the assignments progressed.

• Student Cluster 4 – Early Consistent (N = 48, 29.63%): This cluster is similar to
Cluster 2 in that the students’ engagement patterns with assignment materials in the
very first assignment were less similar to the subsequent assignments but assignment
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Figure 7.1: Box plots representing five number summary for the five student clusters. The
box plots are color-coded by the student cluster they belong to. The y-axis represents
all possible assignment-assignment pairs and the x-axis denotes the corresponding DTW
measures for each pair.

2 onward, their work patterns steadily became more consistent. However, it never
reached the level of consistency of Cluster 2.

• Student Cluster 5 – Inconsistent Users (N = 8, 4.94%): This cluster constitutes the
smallest group of students. These students exhibited remarkably different temporal
work patterns and even though the similarity increased (i.e., DTW measures start get-
ting smaller) as the assignments progressed, they were still relatively large compared
to the DTW measures from the previous four clusters.
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Analysis of cluster differences based on overall grade

Since we found a high degree of correlation between assignment score and final grades (r
= .85), we decided to test any underlying cluster differences on the overall student grades
before proceeding to check for differences with respect to assignment grades in particular.
In order to do so, we used the ANOVA test due to their robustness to mild violations of
normality [90], with cluster assignments as the independent variable and final academic
grade as the dependent variable. The analyses of the degree of variation in adopted tempo-
ral consistency patterns was found to be significantly associated with the overall academic
performance score, with a moderate effect size (F(4,157) = 5.943, p < 0.001, η2 = .13). The
pairwise comparison of clusters with respect to the final grade (i.e. percentage) revealed
that Cluster 3 performed significantly lower than all the other clusters (all ps < 0.005),
even after adjustments to the p-values using the Tukey HSD procedure. However, the dif-
ference between the two highly contrasting groups, i.e. Cluster 1 and 5, was not statistically
significant.

Transitions in work patterns at activity-specific level

To inspect whether the transitions in temporal work-pattern were because of switching to
different modality (from desktop to mobile, or vice versa), variations in intensity of peaks
(higher or lower activity peaks due to procrastination) or a combination of the two, we
examined the prototype2 time-series of the clusters. Since the computation of the optimal
prototype poses some challenges, we used DTW Barycenter Averaging (DBA) algorithm
[190] to determine the cluster centroids (prototypes). This approach computes an ‘average’
sequence, called barycenter, such that the sum of squared DTW between the barycenter
and the set of considered sequences is minimum. Upon observing the prototypes, we found
almost no contribution of varying modalities to the varying consistency patterns within
assignment phases. This is because students relied mostly on desktops for all assignments
and the use of mobiles for this learning activity was sparse, with under 10% of the class
using it at most 2-3 times in the 11-day timeline (in conjunction with desktops) in any given
assignment.

Table 7.1 sheds further light on the shift in work pattern timeseries from one assign-
ment to the other for each of the five clusters described above, with the black trend-line
representing the prototype time series. We graphed the number of times assignments were

2A prototype effectively summarizes the most important characteristics of all series in a given cluster
[213].
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. Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5

A1

A2

A3

A4

A5

A6

A7

A8

Table 7.1: Prototype activity patterns for the five student clusters (Cluster1 : Cluster5)
at the eight assignment tasks (A1 : A8). The x-axis represents number of days before the
assignment, starting from 10th day before the deadline up to the day of submission and
the y-axis represents the number of assignment views. To allow cross graph comparison, all
graphs have been plotted with x-axis scale [-10,0] and y-axis [0,15].
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accessed on each day (until the deadline) to demonstrate changing patterns of access over
the course. Since, it was observed that the use of mobile modality for this learning activ-
ity was sparse, only desktop accesses are plotted. Based on Table 7.1, we can draw some
inferences regarding frequently-occurring patterns which were present across multiple as-
signments. (Note: Each column in Table 7.1, representing a cluster, has the same number
of time series in each of the 8 corresponding assignments; however, some time-series were
composed of all zeroes, i.e. zero-engagement level on any given day in timeline, and hence
may have been obscured by each other at the bottom of the graph.)

For most assignments, students in cluster 1 were active quite early on (five or six days
before the deadline) but their level of engagement with the assignment was low (less than
5 views) and infrequent (at most two peaks in 11 day time-frame). The Cluster 2 students’
engagement with the first two assignments differed compared to the later six assignments.
While the level of engagement in assignments A1 and A2 was high (5 or more views in a day)
and evenly spaced out in the days leading up to the deadline, assignment A3 onward the
engagement levels dropped immensely and a high level of activity was witnessed closer to the
deadline. The Cluster 3 students were barely active with the assignment activity on the LMS
(except for the first two assignments, which were relatively easier in terms of task difficulty).
Any engagement with assignment activities was witnessed much closer to the deadline only,
thus explaining their incrementally consistent (but rather poor) approach observed. The
level of activity revealed in all the assignments in Cluster 4 was higher than that of any
other group. Except for assignment A1 where exceptionally large peaks in activity levels (7
or more views in a day) were present throughout the 11-day timeline, the Cluster 4 students
were steady in their approach, with preparations starting quite in advance and small peaks
in engagement (5 or less views) observed around four-five days before the deadline. The
students belonging to the smallest group, Cluster 5, demonstrated unique activity patterns
with each assignment. There were some instances (for example assignment A2 and A8)
where exceedingly high spikes in activity levels (more than 10 views) were found on the
day of submission whereas in other cases (for example assignments A3, A5, and A7) the
engagement was regular before the deadline and even higher compared to those found in
other groups.

7.5.2 Analysis of cluster differences based on assignment grade

After examining the differences between clusters based on final grade, we proceeded to
further check for the differences between the discovered clusters with respect to their per-
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formance in the assignments, per se. In total, scores obtained in the eight assignment sub-
missions represented the main data source for analyzing cluster differences.

A non-parametric one-way analysis of variance was conduced with the students’ cluster
assignment and the final assignment score (average of the eight assignments) as the single
independent and dependent variable, respectively. The main effect analyses from the test
revealed that the final assignment scores were statistically significantly associated with the
learners’ consistency profile, with a small-medium effect size (χ2(5) = 17.463, p = 0.001,
ε2 = .11). The pairwise comparison of clusters with respect to the assignment grade (i.e.
assignment percentage) revealed that Cluster 3 (52.44 ± 32.14) performed significantly
lower than all other clusters (all ps < 0.01), even after adjustments to the p-values using
the Benjamini-Hochberg (BH) procedure. Additionally, performance was significantly better
for students in Cluster 5 (92.45 ± 5.86) compared to Cluster 1 (74.72 ± 17.66, p < 0.01)
and Cluster 4 (75.04 ± 18.67, p < 0.01). For completeness, the Cluster 2 percentages were
(76.57 ± 21.48).

7.5.3 Clustering of students based on consistency in discussion activities

The solution with 6 clusters was found as optimal. The resulting clusters indicating the
six different patterns of consistency in temporal patterns that students tended to display,
when reviewing the discussions in the forum whilst working towards a deadline. Figure 7.2
presents the box-plots for each of the six consistency profiles (with the interpretation of the
several plot elements same as in Figure 7.1).

As can be observed from Figure 7.2, except Cluster 2 and 5, the median DTW measures
for all three discussion-discussion pairs were well below the half of the maximum threshold.
From the perspective of the pairwise DTW measures described in Section 7.4.3, the clusters
can be described as follows:

• Student Cluster 1 – Highly Consistent (N = 9, 16.36%): This group of students had
the least variation in their work patterns in going from one discussion to the other,
as exhibited by the low DTW measures.

• Student Cluster 2 – Incrementally Inconsistent (high DTW) (N = 6, 10.91%): This
group of students’ patterns became increasingly dissimilar with each successive dis-
cussion.

• Student Cluster 3 – Early Consistent (N = 12, 21.82%): This cluster constitutes the
second largest group of students wherein engagement patterns in the first discussion
are less similar to the other two discussions tasks. However, discussion 2 onward, their
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Figure 7.2: Box plots representing five number summary for the six student clusters. The box
plots are color-coded by the student cluster they belong to. The y-axis represents all possible
discussion-discussion pairs and the x-axis denotes the corresponding DTWmeasures for each
pair.
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work patterns became more similar, although it never reached the level of consistency
of Cluster 1.

• Student Cluster 4 – Incrementally Inconsistent (low DTW) (N = 11, 20%): This cluster
is similar to cluster 2 in that the patterns become increasingly dissimilar discussion 2
onward. However, it never reached the level of inconsistency of Cluster 2.

• Student Cluster 5 – Steep Consistent (N = 4, 7.27%): In this cluster, students’ engage-
ment patterns with discussion posts in the very first discussion were highly dissimilar
to those in the subsequent discussions. However, a remarkable level of consistency
between timeseries patterns of discussion 2 and 3 was seen (low D_3 DTW measure)
such that Cluster 1’s level of consistency was achieved.

• Student Cluster 6 – Fairly Consistent (N = 13, 23.64%): This cluster constitutes the
largest group of students wherein least variation in their work patterns were observed
between subsequent discussion tasks but the overall consistency was slightly lower
than that observed in Cluster 1.

Analysis of cluster differences based on overall grade

The analyses of the degree of variation in adopted temporal consistency patterns was found
to be significantly associated with the overall academic performance score, with a large
effect size (F(5,49) = 3.381, p < 0.01, η2 = .32). The pairwise comparison of clusters with
respect to the final grade (i.e. percentage) revealed that Cluster 1 performed significantly
lower than Clusters 2 and 4 (both ps < 0.01) while Cluster 2 performed better than Cluster
3 (p = 0.04), even after adjustments to the p-values using the Tukey HSD procedure.

Transitions in work patterns at activity-specific level

Table 7.2 depicts the shift in work pattern timeseries between discussion tasks for each of
the six clusters described above, with the black trend-line representing the prototype time
series. Much like the assignment activity, the use of mobile phone modality was sparse for
the discussion activity as well and the variations in work patterns are mainly attributed to
the change in intensity of engagement levels (from desktops).

For Cluster 1, the high consistency was a result of almost no discussion-viewing activity
throughout the 11-day timeline. On the contrary, the consistency achieved by Cluster 6
was achieved as a result of regular evenly spaced out work patterns, with a majority of
viewing activity occurring from 3-4 days before the deadline. The work patterns for both
Cluster 2 and 4 went from consistent in first two discussions (D1 and D2) to inconsistent in
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last two discussions (D2 and D3), although the change for Cluster 4 was not that extreme.
For Cluster 2, the majority of the discussion-viewing activity in D1 and D2 took place in
the middle of the timeline (approximately 10 views in a day) whereas the strategy for the
third assignment included preparations starting much in advance (almost 10 days before
the deadline) and finishing with another peak in discussion activities just a day before the
deadline. For Cluster 4, work patterns in D1 and D2 were fairly consistent but in D3, the
students performed discussion-viewing activity on the deadline only. Both Cluster 3 and 5
achieved higher consistency in work patterns as the discussion tasks progressed. However,
the extremely high consistency levels witnessed in D2 and D3 in Cluster 5 were a result of
students doing minimal work, whereas in Cluster 3 it was due to the similar activity levels
(approx 3 views in a day) with students showing larger activity 2-3 days before the deadline.

. Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6

Disc1

Disc2

Disc3

Table 7.2: Prototype activity patterns for the six student clusters (Cluster1 : Cluster6) at
the three discussions tasks (Disc1 : Disc3). The x-axis represents the number of days before
the discussion, starting from 10th day before the deadline up to the day of submission and
the y-axis represents the number of discussion views. To allow cross graph comparison, all
graphs have been plotted with x-axis scale [-10,0] and y-axis [0,15].

7.5.4 Analysis of cluster differences based on discussion grade

The ANOVA analyses revealed statistically significant associations between final discussion
scores (average of the three discussions) and learners’ consistency cluster, with a large effect
size (χ2(5) = 22.73, p < 0.001, ε2 = .40). The pairwise comparison of clusters revealed that
performance of Cluster 1 (28.15 ± 32.05) was significantly lower than all other clusters
(Cluster 2 = 82.48 ± 14.06, Cluster 4 = 85.45 ± 19.22, Cluster 6 = 64.79 ± 30.3; all ps <
.05) except Cluster 3 (54.99 ± 24.03) and Cluster 5 (29.67 ± 15.49) where the differences
were non-significant. The differences between the two incrementally inconsistent groups
– i.e. Cluster 2 and 4 – were non-significant although the former performed significantly

123



better than Cluster 5 and latter performed significantly better than Cluster 3 and 5. The
differences between the two incrementally consistent groups, i.e. Cluster 3 and 5, were
again non-significant. Overall, it seems that students who drastically changed their work
patterns in the later discussions were more bound to be successful compared to those whose
performance remained constant throughout.

7.6 Discussion

It may be regarded with fair certainty that academic progress is non-linear and so are
students’ learning approaches [175, 36]. Changes in student behaviour are inevitable and
so, in this paper we focus on examining within-activity consistency of online work habits
in a blended learning environment. We investigated consistency in two different learning
contexts – assignment-reviewing and discussion-reading behaviour – and the subsequent
impact on academic achievements. Since the assignments in this study were multimedia
programming activities requiring various design and logic features to be implemented in the
code, it was necessary to refer to the assignment specifications time and again. Similarly,
the discussion activity was a collaborative process wherein arguments had to be built upon
other students’ post and thus, regularly keeping up with the discussion forum and reading
through the discussions posted by others was essential if one wanted to make a contribution
to it.

Upon observing the consistency profiles obtained from each of the two activities - discus-
sions and assignments, we found some commonalities. First, for both the learning activities,
the preferred technological modality for engaging was primarily desktop. It was initially
hypothesized that for discussion activity at least, mobile use would be prominent in the
early days to “keep-in-touch” with the forum, followed by a switch to desktop modality as
the deadline approached for creating stronger arguments requiring deeper knowledge con-
struction. However, this was not found to be true (as seen in Section 7.5.1 & 7.5.3) and
thus, it is safe to assume choice of technological modality remains consistent throughout
the learning activity phases. Therefore, we agree with Sher et al. [219]’s recommendation
that it is imperative for instructors to educate their students on the benefits of choosing a
modality which has been theoretically-established as appropriate for a particular learning
activity, as it is likely that once a modality is adopted, it will be continually used.

Second, overall student performance decrease throughout the course, as exemplified by
the decline in non-zero time-series from A1 to A8 (in Figure 7.1) and D1 to D3 (in Figure
7.2), although the pattern was more prominently visible in assignment activity. This is
consistent with recent research findings by Ahadi et al. [5] who found a noticeable decline
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in the number of students who belong to the high-performing quantile as the semester
progresses, partially explainable by the incremental nature of programming.

Third, contrary to the trend in the recent literature implying a far greater degree of
time management skills as learners progress in their course [97], the notion of increased
consistency in temporal work patterns across subsequent learning tasks was unrelated to
improvement in deadline management. In our study, we found a substantial number of
students in each activity (12% (Cluster 3) and 24% (Cluster 1 and 5 combined) in assignment
and discussion activity, respectively) who maintained high consistency profiles, meaning
there was little to no change in their work patterns throughout the semester. However, these
were often students performing bare minimal activity in each (assignment or discussion)
task or performing activity on the deadline only. In fact, these students scored the lowest
in terms of academic achievement in both final grade and activity-specific grades, and
qualify for those needing interventions and support the most. This data suggests that high
consistency is not always a sign of excellence in learning and relying entirely upon students
to ensure good time management practice is not a sign of sound pedagogical practice.
Consequently, it is necessary for instructors to carefully sieve out learners with habits of
effort and participation that are too similar to detrimental work patterns as identified in
the literature [112, 107].

Much like lecture-specific traits are known to be associated with student persistence and
engagement [72], we found possibility of some activity-specific traits to be associated with
student consistency after comparing the work patterns in the two contexts – discussion and
assignment. This is because the profiles obtained from assignment activity all seemed to
converge (decreasing DTW measures from A1 to A8 in each of the five profiles in Figure
7.1). i.e. the engagement patterns in a specific assignment were more or less similar to the
next subsequent assignments. The degree of sameness varied depending on the profile as
some converged after the very first assignment (Cluster 2) whereas others after the second
one (Clusters 4 and 5). On the other hand, the discussion activity witnessed instances where
instead of converging, the work patterns turned excessively varied (increase in DTWmeasure
from D1 to D3 for Cluster 2 and 4 in Figure 7.2). For instance, the top two high performing
groups in discussion activity (Clusters 2 and 4) demonstrated very varied consistency in work
patterns between the three discussion tasks as seen in Table 7.2. In discussions D1 and
D2, Cluster 4 demonstrated patterns conventionally associated with good performance such
as stable participation throughout the 11-day timeline and non-reliance on the day of the
deadline to complete task and Cluster 2 showed consistency in terms of when in the 11-day
timeline majority of the coursework would take place. However, for discussion D3, both

125



clusters experimented with temporal patterns that did not match the patterns from the
preceding discussion tasks, but instead were indicative of active procrastination [271], i.e.
their time management strategies involved deliberately delaying task participation until the
deadline. These findings suggest a continuing need to understand the nature of consistency,
including when and why learners break patterns to opt for widely varied work habits and
whether activity-specific traits such as inherent group dynamics, assessment methods and
instructional conditions play a role in it.

In summary, for the assignment activity learners’ engagement patterns were incremen-
tally consistent with each of the eight assignment tasks. However, for the discussion activity,
evidence suggested one third of the class deviated from consistent patterns towards the end
(RQ1).

In the discussions surrounding aspects of consistency in learning, question of variability
versus consistency does not yield an ‘either-or answer’ [254], since empirical support for
this presumed conceptual structure is limited and conflicting. On the one hand, we can
argue sticking to a routine is better while on other assert that strategies must evolve with
time and needs. To give some perspective to this discussion on utility of a consistent vs.
evolving learning approach, the results show that most successful group of students in terms
of academic performance were those who were able to adapt their work patterns to each
individual task, as a result of which their weekly patterns were unable to follow consistency
(high DTW measures for each activity pair). These results partially contradict the claims
by Du et al. [60] that students who study at consistent times outperform those with more
varied time patterns. In fact, in our study, students whose consistency levels increased
incrementally throughout the course scored lower in academic achievement than those whose
consistency levels dropped. This also serves as a cautionary note to researchers using entropy
[122, 60] or standard deviation [117, 66] of LMS activity measures (counts and time spent) as
a measure of consistency since it could be the case that high consistency could be attributed
to series of bad engagement patterns which the learner is not correcting. Thus, achieving
consistency is not always analogous to excellence in learning and while time management
and effort regulation may positively predicts academic grade [24], time-management skills
need not be consistent but evolved enough to stabilize these efforts.

In summary, there is an association between identified patterns of consistency with stu-
dent’s academic performance for both assignment and discussion learning activity, although
the associations are not always positive (RQ2).

Lastly, as a by-product from this study we were able to confirm claims by existing re-
search that link certain activity patterns to academic success. The study confirmed that
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consistent participation is more important than high frequency [112]. Cluster 6 in discussion
activities was perhaps the only cluster wherein engagement patterns were highly symmet-
rical in all activity phases and the high consistency in work patterns was not a result of
near-zero activity. Their strategy involved studying a little bit every day which is usually
associated with a ‘willingness to pursue longer-term academic goals over immediate grati-
fication’ ([21], as cited in [107]), thereby explaining highest grade amongst all clusters. We
also found evidence of poor academic performance linked to students working minimally on
the assigned tasks or working only on deadline, in accordance with claims by Młynarska
et al. [174], as exemplified by Cluster 3 in assignment and Cluster 1 and 5 in discussion
activity.

7.7 Conclusions

The current study analyzed consistency, or persistence in work patterns on an activity-
specific level, in the presence of multiple modalities. The Dynamic Time Warping (DTW)
measure was proposed for quantifying the similarity between pairs of temporal sequences
(representing work patterns). We found that the use of mobile modality is constantly min-
imal (almost negligible) throughout the semester whereas its counterpart i.e. desktop, ex-
periences some fluctuations.

The results showed that students were incrementally consistent in their work habits
using desktops over different assignments up to some extent, although students do vary
in their consistency of work patterns during the discussion activity. Further, there were
significant associations between identified patterns of consistency with student’s academic
performance for both assignment and discussion learning activity, although the associations
were not always positive.

While we acknowledge that time scheduling patterns may be impacted by external fac-
tors relevant to a student – e.g., heavy course-load, freshman vs. senior time-management
skills, personal commitments – in the current study we assumed that learners render equal
importance to the courses used in this study (since these were mandatory and important
pre-requisites to future courses) and to any other courses they may be simultaneously en-
rolled in. In future research, we aim to consider whether external factors are at play which
may hamper or promote consistency in work patterns.
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Chapter 8

Discussions of Cumulative Results

If you can’t explain it simply, you don’t understand it well enough.
- Albert Einstein

8.1 Context of Interpretation of Thesis

Like most studies in the field of learning analytics, this research made use of post-hoc data to
assess and make claims. Thus, it is important to keep in mind any claims of causality, indirect
or otherwise, were not intended, especially given the lack of experimental manipulation
possible with post-hoc data. To establish causality, one needs to satisfy three main criteria:
(1) association, (2) time ordering (or temporal precedence) and (3) non-spuriousness [39].
So far, this thesis has set the stage for establishing causality by focusing on the association
stage. In future, we need experimental manipulation for the remaining two stages and also
testing any confounding “third variable” such as digital literacy skills, study-life balance,
socio-economic status, etc that might impact their access to and usage of modalities in TEL
environments.

It is also important to note that the post-hoc data helped us analyze learner behavior
with respect to multiple devices in a naturalistic setting, one where students engage with
LMS like they normally would on a daily basis under normal classroom conditions. Drawing
on the benefits of naturalistic setting for providing “quite different insights into people’s
perceptions and their experience of using, interacting, or communicating through the new
technologies in the context of their everyday and working lives” [235] , this method gave us
a good starting point to produce some novel findings about student learning in presence of
multiple devices. The naturalistic environment also provided an ideal setting to answer the
research problems posed at the beginning of thesis (see Section 3.6.3) as we were interested
in understanding modality-use without any instructor intervention.
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8.2 Physical affordances of learning tools

Depending on the learning context, certain devices offer better opportunities for learn-
ing [145, 169]. Mobile technologies afford real-time information based on when and where
learner needs it [148], desktop PCs afford high computational power and their dedicated
keyboards allow easy inputs [45], and finally tablets with their virtual keyboards, larger
screens and specialized softwares support specialized tasks such as graphic designing and
academic writing [155]. In this thesis, analyses of the affordances of multiple modalities in
blended learning environment were assessed from the viewpoint of the physical size of the
modality itself (detailed description and reasoning in Section 3.6.1). In this regard, desktop
PCs and laptops are comparable in that both allow easy navigation between LMS pages,
opening multiple windows as opposed to mobile phones that support a simple LMS view and
where screens are smaller and navigation is cumbersome, if not entirely problematic. For
instance, even reviewing written text (say during discussion activity or reading the course
material) requires considerable scrolling on a mobile phone, as compared to desktops or
tablets. Hence, interpretations of the learning behaviors of students using multiple devices
was done keeping in mind that choice of screen size might impact the results obtained in
our research.

Perhaps, this physical affordance of size can partially explain the supportive role that
mobile phones were found to play in our research results. That is, even though we found
a small yet substantive group of students in Chapter 4 (Cluster 3: Intensive) that engaged
in learning sessions using mobile modality, further inspections revealed that mainstream
use of mobiles was mainly for ‘course planning and management’ kind of activities, such
as calendar, announcements and notification settings (as seen in Table 4.1 in Chapter 4).
Although we observed 20% of accesses to the assignments page in the LMS from mobile
phone modality (see Table 4.1), these accesses were distributed in a certain way such that
Intensive learners accounted for majority of those accesses (approximately 51%). Further,
mobile modality’s supportive role was reaffirmed in Chapter 7 wherein mobile use was found
almost negligent for two main learning activities i.e. assignments and discussions. While we
found majority of students used mobile phones at least once to access the LMS, only few of
them (less than 10% of the class) used mobile phones in the studied activities (assignments
and discussions), and even then their prolonged usage over the semester (through the eight
assignment phases) was not visible, not even for reading assignment specification on the
mobile phones. Collectively, these point towards the fact that mobile phones are still not
being used up to their maximum potential for learning activities. This might suggest lim-
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itations of mobile phones for targeted activities that we tend to overlook, especially given
that they are widely used for several other activities.

These results further solidify our initially noted gap in literature regarding a higher usage
of mobile phones only when they are being used for dedicated purposes, as in mobile apps.
As a result, we agree with some of the ideas put forth by Krull [145] who suggested academic
and technological support needs for students such as provision of ‘audio-visual materials’ and
advice regarding ‘specific devices and device configurations for specific learning activities’.
We consider this will help students create a more seamless learning environment making use
of all available modalities. These support guidance will also help us identify instances where
mobile modality may be unsuitable for learning processes, contrary to common assumptions
that mobile phones can be effectively used for all activities simply because students are using
them for social, leisure and personal activities.

Finally, the results obtained in this thesis with respect to the device affordances are, to
some extent, context-dependent. For the same modalities and similar activities we inves-
tigated, their assessment in a different context would possibly yield different results. For
instance, discussions are an essential component of Massive Open Online Courses (MOOCs)
and are vital for deepening the understanding of the course content [216]. The same can
be said about watching lecture videos as being a common MOOC behaviour. Within the
context of these activities and owing to the online nature of MOOCs, mobile use is much
more probable compared to desktops. Furthermore, given the inability to gauge a modality’s
mobility affordances i.e. collect location-specific information in logged data due to privacy
concerns, we were not able to depict a richer picture of our learners’ actions on-the-move.
The lack of location or GPS data for user actions with respect to each modality has some
implications for synthesis of our results. For instance, knowing about the location informa-
tion is helpful in thoroughly understanding how feasible the actionable interventions (see
Implications for Research in Section 5.6.3) based off of time-of-day and modality associa-
tions are, as desktop accesses could be scrutinized to know if actions were undertaken on a
laptop from lecture or laptop from lab or on a desktop PC from home.

8.3 Implications of the Research

We established early on in the thesis a gap in literature, stemming from the dearth of studies
assessing how multiple devices are used for common learning activities. The main theoret-
ical framework by Krull [145] (discussed in Section 3.5.2) does contribute substantially
towards bridging that gap, however, the claims made by him were based mainly on survey
and semi-structured interview data. Though useful, the shortcomings associated with such
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data are well known within the learning analytics community [280, 267]. Thus, this thesis
adopted a data-driven approach to assess how multiple devices are used in blended learn-
ing environments whilst simultaneously corroborating some of the claims made in Krull’s
theory.

The results in Chapter 4 were able to not only confirm Krull’s claims that students make
use of multiple modalities in learning environments separately (Strategic and Minimalist)
and together (Intensive), but also that how frequently these modalities will be used for
learning is associated with their academic outcomes and performance at online discussion
activities. Further, we used trace data to confirm Krull’s claims regarding desktop and
handheld devices’ use in learning as being central and supplementary, respectively. That is,
we found in Chapter 4 that desktops were the main modality used for engaging in studied
activities, i.e. assignments and discussions, whereas mobile modality was rarely used for
this purpose. Instead, students used mobile devices for housekeeping activities like course
management and planning. Finally, in Chapter 6, we saw the role of device affordances,
which Krull hypothesized as an important factor for influencing how frequently a modality
will be utilized for learning. That is, we were able to observe a variance in not only the
magnitude of impact but also the direction of impact of a modality on a learning activity.
This has an important implication for good practices for instructional strategies, that is,
considering modality should become part of what we recommend to students as successful
learning strategies.

In addition to corroborating some of Krull’s claims using data-centric approaches, the
findings in this thesis were also able to contribute to the literature by providing new lens
to advance Krull’s theory for future researchers and designers. For instance, the theory in-
cludes time availability (with respect to task complexity) as an important factor in deciding
whether or not a modality will be used [145, p. 62]. By introducing the associations between
the concept of time of day and technological modalities, as done in Study 2, we were able
to observe in our context that time availability, in addition to when that time is available
in the 24-hour day has significant bearing on whether students have an increased tendency
to use the modality or not. This has implications for the way LMS designers can customize
and personalize the delivery of notifications/reminders in a way that fits learner’s schedule
and available modalities, although with caveat that the impact on learning still needs to
be confirmed. For instructors, this knowledge has implications for creation of new learning
designs. For instance, the knowledge that students do most of their LMS accessing from
computers (PCs or laptops) in the evening (see Results in Chapter 5), at times in quite
short sessions, can be used for re-design of activities such that the new activities are char-
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acterized by short time cycle of analyzing-strategizing-completion of task. As a result, this
would prompt more active participation from student’s end, even at the end of a regular
school day.

From a practical perspective, the most significant implication of our work is for (re)design
and implementation of learner models. The ‘one-size-fit-all’ theory [87] claims generalized
models of learner success are not effective since they tend to over/under estimate effect
of predictors. Hence, we were able to improve upon the prediction power of the models
developed for each course by directing attention towards the modality through which the
access occurred and thus presenting a more nuanced view of how technological modality
may matter for learning.

The field of learning analytics, though equipped with ample research on designing and
evaluating mobile LMSs (learning management systems) and desktop-based LADs (learn-
ing analytics dashboards), still lacks a decent framework for assessing how learning unfolds
in the presence of multiple devices. In this regard, the present thesis serves as one of the
first examples on how the development of learning analytics can be linked with the existing
literature on technological modality use in learning environments. We see a potential for
getting the conversation surrounding usefulness of modalities started within the LA com-
munity. Given the ability to mine and analyze large amount of educational data, it was
surprising to find so few LA researchers recording and developing analytics surrounding
modalities. Even the immensely popular Moodle learning platform used all over the world,
which stores huge amount of data related to learning processes, does not store the infor-
mation about ‘user-agent’ (informing the modality/browser used) for each action in the
stored event-logs. As students increasingly rely on multiple devices for learning, it may be
beneficial to track the modality sources of their accesses. By simply logging the user-agent
field in trace analysis, researchers (and instructors) can unlock potentially useful analytics,
which has implications for educational practitioners. That is, through analysis of the learn-
ers’ modality support throughout different activities, they have more means to strategically
design more nuanced recommendations and instructor interventions.

The seminal exploratory work on technological modalities included in this thesis provides
necessary first steps to formulate more precise research questions and hypotheses. From
hereon, LA researchers can advance their research in multiple directions, most important of
which involves assessing how soon into the course, can the technological modality strategy
of a student be detected. There is also a potential line of enquiry into analyzing whether
the accesses to learning activities from multiple modalities is done as part of conscious
decision-making or not. With the proliferation of online learning context like MOOcs, it is
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essential to scale up existing analyses to fully online learning contexts where modality use
is not just a medium that helps facilitate the learning process but rather the central entity
used for delivering complete learning programs.

8.4 Critical Reflection

The four main studies introduced in this thesis (Chapter 4-7) were conducted and published
over period of one and a half year. Since then, we have gained a deeper understanding of the
domain and in this section would like to take the opportunity to reflect on some decisions
and interpretations made at the time when work was done.

In the very first study introduced in Chapter 4, we opted for hierarchical clustering
of the sequences (learning sessions) to determine patterns of modality usage, even though
95% of the sequences were mono-modal i.e. composed of single modality use. Instead, we
could have opted for a much simpler grouping of sessions (after elimination of the remaining
5% of mixed sessions) based on two criteria: modality used (desktop, mobile, tablet) and
session length (short, long) based on the number of actions in the session, to create six
technological modality profiles (short-desktop, long-desktop, short-mobile, .. and so on).
There was trade-off between computational time (for performing computationally complex
optimal matching of sequences) and quality of clusters, and our chosen clustering strategy
allowed us to avoid some of the spurious groupings like ‘long-mobile’ use.

Furthermore, discussion surrounding the naming of clusters in this study was left out
of the main text in published paper due to space constraints. To shed some light on it, the
naming of the three technological modality strategies was done with the intent of showing
how modalities were used: intensive users ‘intensively’ used all available modalities, mini-
malist users made ‘minimal’ use of mobile modality and strategic users ‘strategically’ used
desktops mainly for advancing their learning and outperformed all other students. In hind-
sight, better nomenclature could have been adopted for strategic group as the current name
suggests intent, for which there isn’t enough evidence. Similarly, the term minimalist reflects
the amount of modality used as opposed to the type of modality used, and is inconsistent
with how intensive cluster was named.

Within the same study, we saw a significantly large amount of variance in quality of
discussion messages (calculated using Coh-Metrix analysis) explained by the student’s tech-
nological modality strategy. It was interesting to see that while variance in the measures
of meaningfulness (concreteness), degree to which ideas overlapped across sentences (ref-
erential cohesion) and use of simple and familiar structures in the discussion messages
(syntactic simplicity) was explained by the modality strategy, two important Coh-Metrix
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aspects were unaffected. That is, how deeply the ideas in the discussion messages (posted
or replied) were coherently connected (deep cohesion) and whether the text inside those
messages conveyed a story (narrativity) were similar for all modality strategies. These two
aspects are directly relevant to a deeper understanding of the text per se (rather than the
structure of the sentences). It was our initial understanding that those using desktop modal-
ities would perform significantly better than others given the ability to create richer content
doing research on multiple tabs of a PC or laptop. Consequently, even though the strategic
users were found to outperform the other groups on these two measures, the differences
were non-significant. Additionally, we observed a large effect size (68%) from the MANOVA
analysis in this study, quantifying the important relationship between modality strategies
and performance at online discussions. Though quite optimistic, this high percentage must
be interpreted with necessary precautions as it reflects the multivariate eta-squared which
can be substantially higher than the eta-square for any of the individual outcome variables
(Kline [135, pp.4-5] discussed this effect size in detail). In our case, we had a large pool
of dependent (outcome) variables, such as word count, quality measures, counts and time
spents, some potentially correlating with each other and thus 68% is the multivariate pro-
portion of explained variance in the total data set (i.e. all the outcome variables considered
together).

In the second study introduced in Chapter 5, the 24 hours available to the learner during
the day were binned into four discrete categories (morning, afternoon, evening and night)
prior to the analyses. While the bins reflect how students might organize their day based on
their general activities, some bins occupied a larger duration of the day (for instance, night)
while others retained smaller number of hours (evening). We took necessary precautions
for normalizing results based on the number of hours in each bin, although it would be
interesting to investigate these results with varying distribution of time of day clusters,
perhaps in an exceedingly different learning context of part-time learners. Additionally, it
may be of use to extend the discussion beyond time-modality associations by looking into
what elements in a course are accessed at certain hours of the day. This in turn would help
formalize more solid hypothesis for modality-inclusive learner models (like those introduced
in the third study in Chapter 6), especially if a course material access has been recorded at
multiple times throughout the day from the same modality.

As part of the fourth study in Chapter 7, we study the variations in modality use
patterns across assignments and discussion tasks to see if the patterns in week 1 are more
or less similar to the ones from week 2 and so on. We consider this as an important area of
study to see how coherence and consistent usage can explain certain criteria for approaching
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the task (and ultimately the quality of the academic artefact produced). For example, do
students always choose to begin the planning phase of an assignment on their mobile phones,
then follow it up with detailed engagement via a desktop in later days. Given the lack
of time series data from mobile phones, the aimed objective was only partially achieved.
Furthermore, the consistency patterns of modality-usage were obtained from the viewing
(reading) patterns of the messages in online discussion forum. However, we did not consider
the effect, if any, of the timing of these discussion messages. This is necessary since the
reading activity is highly influenced by the posting activity of the group members. Thus,
student belonging to a highly active discussion group would have registered more viewing
on the LMS as opposed to another highly motivated student belonging to a less active
discussion group. We conducted the research, however, with an assumption that regardless
of the posting intensity the student would still regularly monitor the forum by visiting
it. Similarly, in case of assignments, if some students decided to take printouts i.e. hard-
copy of the assignment requirements, then their ‘actual’ assignment-view patterns were not
registered by the LMS. Such limitations are widespread and inevitable in research using
post-hoc data but which must nonetheless be explicitly stated out for future researchers.
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Chapter 9

Conclusions and Future Directions

To raise new questions, new possibilities, to regard old problems from a new angle,
requires creative imagination and marks real advance in science.

- Einstein

The overarching idea of this thesis is to use data collected by learning environments to
provide assessment and better understanding of students’ learning processes and strategies
in presence of multiple modalities. Using techniques from the field of learning analytics
and educational data mining, we provide valuable insights into the multi-device use in
technology-enhanced learning environments from several view points.

In this chapter, we first briefly summarize the main findings of our work and dedicate
special attention to the impact of the present work and its implications, both for research
and practice. Finally, we conclude the thesis with fruitful avenues for future work.

9.1 Summary of the present work

The present thesis serves as one of the first examples on how the techniques from learning
analytics can be leveraged to gain insights on learning processes of students adopting various
technological modalities.

In Chapter 4, we present the sequential and simultaneous patterns of usage of multiple
modalities together for engaging with the learning management system for self-regulatory
activities. We found distinct patterns of usage such as short-desktop and mobile-oriented
and based on the usage of such patterns, we were able to derive meaningful clusters of stu-
dents, representing their unique technological modality strategy. We also demonstrate how
learner’s choice of modality, and by extension his/her modality strategy, has a significant
impact on their learning outcomes and performance at discussion activities. There are im-
portant implications of such results since so far only limited attention has been paid to the
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role of modality in formal learning [219]. Our results provide strong theoretical foundation
for the need for educators to be aware of what modalities students have access to and how
they use them. In particular, being aware of the nuances associated with using each modal-
ity will allow educators to provide better support to their students and design appropriate
learning experiences. For instance, exploitation of the potential of different modalities for
personalization of learning experiences, and seamless integrated within everyday activities.

In Chapter 5, we analyze the aspect of time, associated with use of multiple modal-
ities i.e. when do learners utilize a modality to engage in learning activities. Given that
learners possess unique time-management strategies [271] and chronotype i.e. morningness-
eveningness preference [160], it is pragmatic to speculate that there exists some associations
between modality-usage and temporal preferences. The results presented in this chapter offer
support for this hypothesis as significant associations between modality-usage patterns and
specific times during the day were observed. For instance, mobile and short-desktop sessions
were more prominent during afternoon and night time, respectively. Not only that, depend-
ing on whether the learning session took place on a weekend or weekday, specific modality
usage was more prominent than others. These and similar observations are extremely useful
from a design perspective as they provide LMS designers with the understanding of how
learning activities are distributed across different contexts. By understanding the temporal
aspect associated with a modality, not only can they design systems which send learners
their notifications and reminders on their preferred modality, but more importantly, it im-
proves the accessibility of these prompts i.e. a learner’s chances of acting upon them are
maximized.

In Chapter 6, we highlight the usefulness of capturing a learning action’s modality in
learner models for improving the prediction accuracy. Most conventional learner models
are modality-agnostic, meaning they are generated from logs that do not take into account
the modality utilized by the learner to perform a learning action. Our results confirm that
models where predictor measures were partitioned based on the modality (desktop, mobile
and tablet) were significantly better at predicting student’s course grade, compared to the
null model wherein predictors were generated from cumulative measure. From a practical
standpoint, these results indicate that much like contextual factors such as instructional
conditions [87], student’s learning approaches [185], and their personality traits [42] are
known to influence the outcome of prediction models, similarly, modality-source of the
logged trace data, has a better potential for explaining the variability in student learning
outcome compared to a generalized linear model, one that uses cumulative measures of
predictor variables. Moreover, our study also identified important differences with respect
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to the learning activity since the magnitude and direction of the variance in the learning
outcome, explained by the modality, was found to differ based on the learning activity.

In Chapter 7, we reveal the consistency with which different modalities are used for
subsequent phases of a learning activity and their impact on the academic outcomes. We
derived consistency profiles to conduct an exploratory analysis into the habits or effort
and participation using various modalities. Contrary to our initial hypothesis that mobile
modality would be utilized more for initial phases of an activity, their use was constant
throughout the semester. Desktops, on the other hand varied considerably during subsequent
learning activities. The results render some perspective to the discussion surrounding utility
of a consistent vs. evolving learning approach, and provide evidence suggesting that an
increment in the consistency levels of modality-usage is not always an indicator of academic
success, given that some of the most consistent learners were also found to be the worst
academic performers. These findings have important research implications for researchers
using entropy or standard deviation of LMS activity measures (counts and time spent) as a
measure of consistency, and subsequently high academic achievement, since it could be the
case that high consistency has been achieved as result of series of bad engagement patterns
from a modality which the learner is failing to correct.

9.2 Impact of the present Work

In this section, we revisit some of the higher level research goals introduced at the beginning
of the thesis (in Section 3.6.3)

9.2.1 Research Goal I: Access to and use of multiple devices

The findings show that students in blended learning environments engage with both sta-
tionary and handheld devices in order to access learning material on the LMS. However, the
use of desktop PCs, laptops and mobile phones was predominant while fewer tablet use was
observed. These findings are similar to the results of the 2016 ECAR study [29] that found
desktop-mobile combination as the most common modality combination that learners own.

We detected a very small overlap in terms of usage of different modalities within the
same learning session (5% of sessions were of types mixed i.e. composed of two or more
modalities). We also found that usage of the desktop modality differed based on the number
of actions completed on them. That is, students engaged in both short and long sessions
on the desktop modality whereas sessions on the mobile modality were mostly uniform (see
Figure 4.2).
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9.2.2 Research Goal II: Learning activities and Modality affordances

Given the blended nature of learning, the use of modalities was observed for a range of
learning-related tasks within the LMS environment such as accessing assignments, quizzes,
discussions, course-related material and participating in online discussions (see Table 4.1).
All these activities witnessed greater use of desktop modality as compared to mobiles, except
course management and planning where the reverse was true. The latter can be explained
by the small screen of mobiles conducive to performing management tasks on-the-go like
accessing calendar or checking notifications. In fact, our results revealed that mobile phones
are being used in supportive roles mainly since their use was almost non-existent for two
main learning activities i.e. assignment and discussions. Our results resonate with those
of [145] who revealed that ‘handheld devices such as tablets and smartphones are seen as
supplementary by students in online learning contexts. As a result, the large screen desktop
and laptops still continue to dominate the learning environments.

9.2.3 Research Goal III: Temporal associations with modalities

The findings revealed some significant associations, not only between patterns of modality
usage and time of the day (TOD), but also with day of the week. In brief, mobile sessions
were found more prominent in the afternoon whereas short-desktop sessions at night. More
interestingly, the modality-TOD associations were similar on weekdays and weekends for
strategic and minimalist learners, two groups which are strikingly different in terms of their
academic performances. From a practical perspective, these associations can be leveraged
for customizing recommender systems such that notifications and feedbacks are delivered
on appropriate modalities, not at random or inappropriate times, but when the learner can
act upon them.

9.2.4 Research Goal IV: Modalities and Academic Success

The findings revealed significant associations not only between the learner’s modality strate-
gies and their overall course grade but also between these strategies and their performance
at specific learning tasks, such as online discussions. Surprisingly, and contrary to what was
expected, learners with heavy use of mobile phones (intensive learners) were not able to
outperform those who made limited use of mobile phones (strategic learners) and in fact
there were instances where quality (referential cohesion and syntactic simplicity) of intensive
students’ discussion messages was significantly lower than strategic learners’.

Leveraging these associations, we were also able to prove the usefulness of metrics based
on the modalities for modeling learner achievements. That is, we were able to improve upon
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the course-specific learner models by accounting for the modality through which a learner
accesses elements of LMS. In the process of doing so, we unveiled how impact of a modality
on a learning task can either positively or negatively impact predictions, thus presenting a
more nuanced view of how technological modality may matter for learning.

9.3 Directions for future work

There are many promising directions for future work to expand the findings from this
thesis. Apart from the ones mentioned in the four main chapters (Chapter 4 - Chapter 7),
we discuss here a few general research findings that would benefit from further exploration
and research.

Our research was focused exclusively in a blended learning context. Given the impor-
tance of learning contexts on students’ learning behaviours [24, 87], an important direction
for future research is an examination of the extent to which findings from this study are
replicated in other contexts. For instance, similar research assessing multi-device use in
learning settings could be designed and conducted in online institutions, where much of
the coursework and learner-learner interactions happen online. Additionally, much of the
analyses in our research was conducted using data from undergraduate level STEM courses.
While the use of different modalities was prevalent in these courses, it might be the case
that modality-use strategies identified in Chapter 4 differ in courses from other domains
with a different course organization and structure, for example, a graduate psychology class.

In addition to understanding the role of course context on the patterns of modality usage,
an important area of future work relates to the role of instructor autonomy/guidance on
use of modalities. Our research was based in a context where the learning experiences were
designed such that the extent of modality-usage was entirely under learner autonomy. That
is, the usage was unstructured as opposed to structured use wherein technology is embedded
within a learning tasks so as to enhance the overall learning process (for instance, short
lectures followed by extensive practice on the laptop [127]). In future, it would be interesting
to see variations in the behavior, mainly time-of-day preferences of modality-usage presented
in Chapter 5, once structured modality-use is introduced as a pedagogical intervention. We
hypothesize that structured use may significantly impact the time-management strategies
i.e. how time is spent for on-task activities from various modalities, and also peculiarities
surrounding their preferences for day of the week for learning.

From the analysis of the user-agents in our trace data, we identified desktop, smart-
phones and also tablets (to some extent) as the main modalities used by students. However,
in future, there is a possibility that with emergence of newer technologies, student pref-
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erences as well as associated patterns of usage of these contemporary modalities might be
impacted. Thus, a consideration for future research is a systematic review of the newer tech-
nologies such as wearables and their influence on work habits. The recognition of new tech-
nologies in learning arena would also prove beneficial for improving the modality-inclusive
learner models presented in Chapter 6, since the newer modalities might prove more relevant
for explaining the variance in academic outcomes.

Finally, key findings surrounding the consistency of modality usage in Chapter 7 focused
on within-activity patterns mainly. A suggestion for future research is to track students lon-
gitudinally over the course of their studies to determine how patterns of use are developed
and change over time (especially with the introduction of new modalities). Though diffi-
cult to administer, such studies would help in revealing modalities that are conducive or
detrimental to learning activities, after assessing learning trends and outcomes over time.
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Appendix A

Details of the Learning Tasks

A.1 Discussion Task Description

For the online discussion task, the students were given a set of open-ended questions related
to the course content. The students were expected to engage in these discussions by exploring
different aspects surrounding the topic, formulating ideas and justifying those ideas with
clear rationale, facts and resources. The marking criteria (see Figure A.1 and guidelines for
participation in the discussion task (see Figure A.2) were presented in each of the three
individual discussion task pages in the LMS. The three discussion tasks investigated as part
of Chapter 7 are as follows:

• Discussion 1: Importance of learning a particular programming language for the web
Question: “In a course like IAT 352, is it or is it not important that students learn
how to program web applications in the programming/scripting language X?” Discuss
and come up with pros and cons arguments for the question. Support with facts and
sources. Discuss what the language X should be, and why.

• Discussion 2: Challenges and opportunities of big data
Question: What are the NEW challenges and opportunities that the big data phe-
nomenon brings when compared to database technology of yesterday?” Discuss all
possible angles of the topic ranging from technical and management issues, through
societal, policy making aspects to personal (and anything else you identify). Support
with facts/sources.

• Discussion 3: Personalization/Recommendation in Canvas
Question: As a group, develop a design brief for adding personalization and/or rec-
ommendation to Canvas. Outline main data, how the system would collect those, and
main technical components of the proposed system and how these components would
inter-operate. Highlight potential deployment and uptake issues and how you would
address them.
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Figure A.1: Marking criteria for the discussion tasks.

A.2 Assignment Task Description

The objective of the assignment tasks was to allow opportunities for students to learn object
oriented programming (OOP) concepts. As part of each week’s assignment, students wrote
snippets of code using the Java programming language, showcasing the concept learnt in
that week’s lecture. The overarching aim of the code snippets in the eight assignments (four
main assignments (A1, A2, A3, A4) composed of two phases each - P1 and P2) was to
create a simulation of a natural world with animals (birds, fish, insects, mammals, etc)
that move, eat, die and predators that hunt them. The assignments were incremental in
nature, meaning they were built on top of one another by adding new functionalities and
features to previous week’s assignment. Thus, the complexity gradually increased with each
assignment. A brief description of the objectives and concepts assessed in the assignments
are as follows:

• Assignment A1 (P1+P2): Learn how to create different objects of the same class, and
implement movement in the simulation model.

• Assignment A2 (P1+P2): Learn how to process mouse events, work with ArrayList,
handle between-objects collisions, and improve the simulation model by incorporating
forces.
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Figure A.2: Guidelines for participation in the discussion tasks.

• Assignment A3 (P1+P2): Learn how to design program with subclasses, add textual
information into the display using fonts, and process events from the keyboard.

• Assignment A4 (P1+P2): Learn how to build user interface (UI) using Java Swing
components, control functionality of the program via UI, expand on the functionality
of the simulation in one of several possible ways, such as by creating complex UI, or
storing the state of the simulation and restoring it later.

The detailed description of the eight assignments are as follows:
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