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Abstract

A rat robot is an animal robot, where a rat is connected to a machine system via a brain-
computer interface. Electrical stimuli can be generated by the machine system and delivered
to the rat’s brain to control its behavior. The sensory capacity and flexible motion ability

of rat robots highlight their potential advantages over mechanical robots.

There are two challenges of rat robot automatic navigation. The first challenge is to recog-
nize the action status of the rat robot, which is an essential feedback for determining the
stimuli/instructions for it to accomplish certain movements. The second challenge is the
design of the automatic instruction model that steers the rat robot to perform navigation.
Due to inherent characteristics and instincts of the rats, the controlling strategy of the rat

robots is different from mechanical robots.

In this thesis, we propose a new idea for analyzing the action states of the rat robot. A
miniature camera is mounted on the back of the rat robot and the egocentric video captured
by the camera is used to analyze its action. We propose two action analysis methods. The
first method is based on an optical flow algorithm and the second method incorporates deep
neural networks. We propose two automatic instruction models. The first model learns from
manual control data to mimic the human controlling process, and the second model issues
instructions according to human experts’ knowledge. We build a rat robot and apply these

models to enable it to navigate in different scenes automatically.

In order to produce more accurate optical flow estimation, we propose a row convolutional
long short-term memory (RC-LSTM) network to model the spatial dependencies among
image pixels. Our RC-LSTM network is integrated with Convolutional Neural Networks
and achieves competitive accuracy. To analyze potentially more complex actions from the
egocentric videos, we extend our deep neural networks used for rat states analysis to be a
two-stream architecture. A spatial attention network is incorporated to help our model to
focus on the relevant spatial regions to recognize actions. Our model is evaluated on two

egocentric action recognition datasets and achieves competitive performance.

Keywords: Automatic Navigation; Action Recognition; Instruction Model; Rat Robot;

Deep Neural Networks
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Chapter 1

Introduction

1.1 Research Background

An animal robot is an animal that is connected to a machine system, usually by a brain-
computer interface (BCI). Electrodes are implanted into the specific brain regions, through
which electrical stimuli can be delivered to the animal’s brain to induce certain behavior,
thereby driving the animal to take actions that are specified by humans [33]. During the
past years, various animal robots have be developed based on aerial, aquatic, and terrestrial
animals. Animal robots have advantages over traditional mechanical robots due to the
specific motion and perceptual abilities of animals [67] and have great potential for use in
rescue and search applications [23].

A rat robot is an animal robot which was first developed in [95]. The rat robot system
is built based on rat. It also contains three main components: implanted electrodes, a rat-
mounted pack, and a controller, as shown in Figure 1.1. The controller is a computer or
a portable device that allows human to specify the instructions and send them to the rat
robot through its wireless modules. The rat-mounted pack is a small set of hardware circuits
assembled on the rat’s back, which receives the instructions and generates corresponding
electrical stimulation pulses. The electrical stimuli are delivered to the specific brain regions
via the implanted electrodes, which motivates the forward and turning movements of the
rat robot. The rat robot could be guided to navigate along human specified routes under
manual control. During the manual control process, humans need to identify the arrange-
ments of objects in the environment and observe the action status of the rat before giving
appropriate instructions to facilitate navigation, which limits the applications of rat robots
in environments that humans cannot observe. This disadvantage motivates the need of rat
robots that are capable of performing automatic navigation without the need of human
operations.

The research on rat robot automatic navigation is still in a preliminary stage. A few rat
robots have been developed that can perform simple tasks automatically in constrained ar-

tificial scenes [91, 123]. The rat robot automatic navigation systems employ computer vision
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Figure 1.1: The main components of the rat robot system.

algorithms, such as object detection and tracking, to help understand the environmental
layouts and analyze the rat robot action states. These visual cues are utilized by the con-
trolling algorithms to issue instructions automatically to guide the rat robot to accomplish

navigation.

1.2 Challenges

There are two challenges of rat robot automatic navigation:

The first challenge is to automatically recognize the action and motion states of the rat
robot. The rat states provides essential feedback for determining the appropriate instruc-
tions to be sent for the rat robot to accomplish certain movements. For example, suppose
that the rat robot reaches a junction and it is expected to take a left turn. One “left” in-
struction may be sufficient if its head is pointing forward in the same direction as its body,
whereas two “left” instructions would be necessary if its head is currently pointing to the
right. In addition, to obtain a successful motion, the “left” instruction should be followed
by a “forward” instruction when the rat’s head actually turns left. In order to monitor the
rat states, existing automatic navigation systems equip a bird’s eye camera on top of the
scene, as illustrated in Figure 1.2. With the video captured by this third person view cam-
era, computer vision algorithms are employed to segment the rat from the background and
analyze its action states. However, the requirement of a top camera limits the applications
of these rat robots.

The second challenge is the design of the instruction model that steers the rat robot
to perform navigation. Due to the inherent characteristics and instincts of the rats, the
control of the rat robots is very different with the mechanical robots. For example, the
thigmotactic scanning [64, 62] is the one of the instinct behaviors of the rat to use the
vibrissae to sense the edge/wall of a path while traversing. During navigation, the head
of the rat robot tends to lean to one side if it’s using the vibrissae of this side to scan

the edge. In this case, it is easier to make the rat robot to turn to this side, while more
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Figure 1.2: Existing automatic navigation systems with a bird’s eye camera.

instructions would be needed to make the rat robot to turn to the path of the other side at
a junction. Besides, the response to a stimulus varies slightly for different rats and depends
on the physical condition of the rat, and it may also be affected by the action triggered
by its own instincts and habits. Therefore during manual control, humans need to observe
the rat’s states and issue a series of instructions to enable the rat robot to perform a
corresponding motion successfully. Some existing automatic control algorithms attempt to
mimic the human control process by building the connections between the rat states and
the instructions. However, the effectiveness of the automatic control is still not as good as

that of the manual control.

1.3 Contributions

We address the aforementioned challenges and achieve effective rat robot automatic navi-
gation. We propose a new idea for analyzing the states of the rat robot without the need of
a top bird’s eye camera. A miniature camera is mounted on the back of the rat robot, and
the rat action states are analyzed using the video captured by the rat-mounted camera. To
the best of our knowledge, our work is the first attempt to use first-person camera to facili-
tate rat robot automatic navigation. In this work, we propose two action analysis methods
and automatic instruction models, based on which we build a new rat robot for automatic
navigation. We then propose two models based on deep neural networks, which are useful
for potentially more complex rat robot action analysis tasks. In the following, we highlight

our main contributions in detail.

1.3.1 Egocentric Action Analysis for Rat Robot

We mount a miniature camera on the back of the rat in the way that its optical axis is
arranged in the same direction as the rat head. When the rat head moves, the camera
moves accordingly. The rat action states are defined to be its head orientation and head

motion direction, which can be represented by the orientation and motion of the camera



and therefore be analyzed from the egocentric video captured by the camera. We propose
two methods for the egocentric action analysis for the rat robot. The first method is based
on a traditional optical flow algorithm, in which the rat head motion direction is estimated
using the average motion of the feature points in the consecutive frames. The rat head
orientation is inferred based on the position of the objects in the frame and the motion
of the rat head. In the second method, we model the rat states analysis as a classification
problem, where each video frame is assigned to a orientation and motion category. We
incorporate Convolutional Neural Network (CNN) and Long Short-Term Memory (LSTM)
for orientation analysis. A devised CNN that takes the two consecutive frames as input
is used to predict the motion direction. These models produce the rat action states for

automatic navigation in open scenes without the need of a top camera above the scene.

1.3.2 Automatic Instruction Models for Rat Robot Control

In order to achieve successful manual control, the human operators usually observe the
environmental layout as well as the rat states, based on which they give a series of stimuli
to the rat robot. Inspired by this fact, we believe that automatic instruction models need
to take into consideration of the following two visual cues: 1) the feedback of the rat robot
states obtained from the egocentric videos, 2) the objects of interest that indicate the action
expectations for the rat robot, e.g. road signs. We propose two instruction models that issue
a stimulus sequence automatically according to these visual cues. The first model employs
a human-like instruction model which learns to mimic the human controlling process using
data collected during the manually controlled navigation. The visual cues that correspond
to each instruction are extract from the video to train a three-class support vector machine
(SVM). The second model incorporates a rule-based instruction model designed according
to human experts’ experience and knowledge. A thorough set of rules of issuing stimulus
are defined for all possible scenarios during the automatic navigation. This model is able
to decide whether to issue a stimulus and what stimulus to issue, based on the rat states,
detected objects as well as the previous stimuli.

We build a new rat robot system, which we refer to as a rat cyborg, and apply the
egocentric action analysis methods and the instruction models to enable it to perform auto-
matic navigation in different scenes. The rat cyborg was built by a group of colleagues. The
electronics work and rat surgical work were completed by the collaborators. The author’s
contributions were the analysis of the visual data and transforming the results to the neural
stimuli to control the rat robot for automatic navigation. The experiments that involve rats
were conducted and finished when the author was at Zhejiang University, China. All of
the rats used in the experiments were cared well by the animal keepers. All of the exper-
iments were conducted in accordance with the guidelines issued by the Ethics Committee
of Zhejiang University as well as the Guide for the Care and Use of Laboratory Animals of
China Ministry of Health. This study was approved by the Ethics Committee of Zhejiang



University, and the Ethics Committee of Zhejiang University performs strict and sustained

ethical monitoring to guarantee that this technology will not be misused.

1.3.3 Deep Recurrent Network for Optical Flow Estimation

Optical flow encodes the motion between the consecutive frames and is used in one of our
methods to analyze the action states of the rat robot. We believe that a more accurate optical
flow model can result in a better rat states estimation. Therefore we explore the research of
using deep neural networks for dense per-pixel optical flow estimation. It is challenging to
adapt CNNs designated for high-level vision tasks to handle pixel-level predictions. This is
because CNNs do not have a mechanism to explicitly model contextual dependencies among
image units. Besides, the convolution and pooling operations result in reduced feature maps
and hence produce coarse outputs when upsampled to the original resolution. These aspects
render CNNs limited ability to delineate object details, which often result in inconsistent
predictions. We propose a recurrent neural network to alleviate this issue. Specifically, a
row convolutional long short-term memory (RC-LSTM) network is introduced to model
contextual dependencies of local image features. This recurrent network is integrated with
CNNs to form an end-to-end trainable network, which can learn context-aware features for

more accurate optical flow estimation.

1.3.4 Deep Attention Networks for Egocentric Action Recognition

In order to handle potentially more complex action analysis from the egocentric videos, we
extend our deep neural networks used for rat states analysis to be a two-stream architec-
ture, which consists of an appearance-based stream and a motion-based stream to recognize
actions. This follows the successful practices to decompose videos into spatial and temporal
components for action recognition [88, 63]. The appearance stream learns the spatial com-
ponent, which contains appearance information about scenes and objects depicted in the
raw frames. The motion stream learns temporal component, which conveys the motion of
the camera and objects in the scene across the frames. We incorporate a spatial attention
network in each of the streams to predict an attention map. The attention maps help our
model to identify and focus on the most relevant spatial region of the frames to recognize
actions. A temporal network is incorporated in each stream, which contains a bi-directional
LSTM to better exploit the temporal structures of the egocentric videos for action recog-
nition. Our model is evaluated on two egocentric action recognition datasets which contain

fine-grained human actions with more categories and achieves competitive performance.

1.4 Organization

This thesis is organized as follows: in Chapter 2, we review some of the related work. We

present our action analysis methods for rat robots using the egocentric videos in Chapter 3,



and we describe our automatic instruction models in Chapter 4. Our rat cyborg automatic
navigation system based on the action analysis and instruction models is introduced in
Chapter 5. In Chapter 6, we introduce our deep recurrent network for optical flow estimation,
which is intended for providing more accurate optical flow for the first rat states analysis
method in Chapter 3. In Chapter 7, we present our deep attention networks for egocentric
action recognition, which is an extension of the deep neural networks used for rat states

analysis in Chapter 3. Chapter 8 is the conclusion.



Chapter 2

Related Work

In this chapter we review some of the previous work that are related to the problems studied
in this research. We start by introducing the different types of animal robots. We then review
the action recognition methods for third-person videos as well as egocentric videos. More

related work can be found in some of the following chapters.

2.1 Animal Robots and Navigation

Existing animal robots can be categorized according to three classes: aerial, aquatic, and
terrestrial animal robots.

The first aerial animal robot was described in 1997, where the locomotory reaction of
a Periplaneta americana in response to various electrical stimuli was analyzed. Using two
photosensors as inputs, an electronic backpack was used to drive the insect to walk along a
black line [33]. The success of the Periplaneta americana robot greatly inspired research into
animal robots based on insects. Microprobes were implanted in Manduca sexta during its
early metamorphosis to allow direct control of its wing motions [9], thereby controlling the
flight direction in Manduca sexta. In [81], stimuli were delivered to the brains of beetles to
elicit, suppress, or modulate wing oscillations, thereby controlling flight initiation, cessation,
and elevation. Turns were triggered by direct muscular stimuli. In [5], the flight initiation
and cessation behaviors of honeybees were generated in a reproducible manner by using
electrical pulses between two wire electrodes implanted in the honeybee’s brain. The effects
of different stimulus patterns on the honeybee’s behavior were compared.

The second category of animal robots is based on aquatic animals. In [45], locomotion
control in the horizontal plane was accomplished in goldfish by stimulating the Nfim region
in the midbrain. When the stimulation site was closer to the Nflm region, a lower stimulus
intensity was required to evoke movements in goldfish. In [69], it was shown that turning
left, turning right, moving forward, and moving backward behaviors could be induced in

adult carp via electric stimulation of the cerebellum.



Terrestrial animal robots such as Gekko gecko [112] and rats [95, 23, 36, 57, 101, 113]
have also been investigated. A rat robot was first developed in [95], where applications of
electrical stimuli to the somatosensory cortices (SI) and medial forebrain bundle (MFB)
were used as cues and rewards, respectively. The rat could easily be guided through pipes
and across elevated runways, and it could even be instructed to climb or jump from trees.
A new method for rat robot navigation was proposed in [36], which was based on virtual
punishment. Electrical stimuli were delivered to the thalamic ventral posterolateral nucleus
and amygdala nucleus of the rat brain. In response to these virtual sensations, rats would
change directions and escape in an active manner. In [57], the immobility behavior triggered
by dorsolateral periaqueductal gray (AIPAG) stimulation was investigated. By stimulating
the MFB or dIPAG during navigation, a rat could be switched between active and motionless
states, where the motionless period was controlled to a certain extent. In [101], a new
locomotion control scheme was developed for rat navigation. A few efforts have been made
to develop a rat robot that is able to perform automatic navigation [91, 123]. The existing
systems usually required a bird’s eye camera to be equipped on the top of the scene to

monitor the rat states, which limits the applications of these rat robots.

2.2 Action Recognition and Egocentric Vision

Action recognition has been one of the key problems in computer vision [1]. It is often
studied in a surveillance setting, where the action of the people captured in a third per-
son view camera is recognized. A large family of action recognition methods were based
on high-dimensional encodings of local features, such as histogram of oriented gradients
(HOG) [15], histogram of flow (HoF) [16] and motion boundary histograms (MBH) [103].
These features were usually extracted from Space-Time Interest Point (STIP) [50] or along
dense trajectories (DT) [102], and could be encoded into the bag of word (BoW) represen-
tation for action recognition in third person videos. There have been a number of attempts
to develop deep neural networks for action recognition [42, 39, 105]. A two-stream archi-
tecture was proposed in [88], which fed video frames and optical flow images into separate
CNN streams and the scores of the two streams were fused for the prediction. Temporal
models such as long short-term memory (LSTM) [32] were employed on top of the CNNs for
modeling long-range temporal dependencies for action recognition in videos [17, 37, 106].
The convolution and pooling operations of CNNs were extended to 3D in models such as
C3D [97] and I3D [13], which directly learn spatiotemporal features from the videos. The 3D
operations were factorized into separate spatial and temporal components in [98] to facili-
tate the optimization and obtain significant results. The non-local neural network proposed
in [107] captured long-range dependencies for action recognition by computing the response

at a position as a weighted sum of the features at all positions.



There have been several advances in egocentric vision, such as video summarization [115,
120], video stabilization [47, 46, 2], object recognition [73] as well as action recognition [44,
71]. A pairwise deep ranking model was proposed in [120] for video highlight detection. The
obtained highlight video segments were used to generate video summarization in both video
time-lapse and video skimming ways. Gaze tracking information (e.g. fixation) can be used
to help the summarization task and enables deriving personalized summaries [115], and the
model was formulated as sub-modular function maximization with partition matroid con-
straints. It was shown in [35] that the egocentric video provides unique identity information.
The camera motion includes the body motion information of the camera wearer and can be
used to recognize his/her identity. In [122], the dynamics of social interactions between two
people were analyzed by recognizing their actions and reactions using the paired egocentric
videos. Action maps were generated for the egocentric videos to indicate the action that the
camera wearer can perform on the specific regions, which indicate the functionality of the
parts in the scene [76]. The egocentric video were also used to predict the future behavior
of the wearer, such as future localization [90] and activity forecasting [77].

In egocentric action recognition, the first-person videos or egocentric videos are used to
understand the camera wearer’s behavior. Researchers have found that traditional spatial-
temporal features do not work well due to the camera motion [20, 22]. With the help of
motion compensation, large improvement were achieved using these features [54]. Object-
centric features [71] were used to capture the appearance changes of objects, and egocentric
cues based on head movement, hand pose and gaze were proposed for better characterizing
egocentric actions [54]. Many attempts have been made to employ deep CNNs to tackle
egocentric action recognition problem [63, 89, 126]. To directly incorporate egocentric cues,
an Ego ConvNet [89] was proposed to train on stacked input of hand mask, homography
image, and saliency maps. The ego stream was then fused with other two streams for the
final prediction. In [63], networks were trained to segment hand and localize object, and
then the object of manipulation was cropped as the input to the appearance stream. The
appearance and motion streams were fused by a fully-connected layer to recognize the

objects and action jointly.



Chapter 3

Egocentric Action Analysis for Rat
Robot

The rat states provide essential feedback for determining the appropriate instructions to
be sent for the rat robot to accomplish certain movements. Instead of relying on a bird’s
eye camera equipped on top of the scene to monitor the rat action, we mount a miniature
camera on the back of the rat robot with its optical axis arranged in the same direction
as the rat head. The rat action states are defined to be its head orientation and head
motion direction, which can be represented by the orientation and motion of the camera
and therefore be analyzed from the egocentric video captured by the rat-mounted camera.
In this chapter, we introduce our methods which use a traditional optical flow algorithm

and deep neural networks to analyze the rat action states.

3.1 Rat States Analysis based on Optical Flow

We define the rat action state as S = (0, V), where V is the rat head motion direction and 6
is the rat head orientation. The rat head motion direction is estimated based on the average
motion of the feature points in two consecutive video frames. It should be noted that when
the rat head moves in one direction, the feature points in the video move in the opposite
direction. The main steps used to estimate the motion direction of the rat’s head comprise

feature detection, feature tracking, and direction computation.

e Feature detection: In this step, we initialize a set of feature points for tracking in
consecutive frames. We use the Harris corner detection method [29] to extract corner
features from the frame I(x,y,t). The autocorrelation matrix M is computed from

the image derivatives as follows:

> I
M= w(z,y) [ vy ] : (3.1)
x,y Ix[y I%
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Figure 3.1: Rat head orientation estimation.

where w(z,y) is a window function and I, denotes the partial derivative of the pixel
value with respect to the = direction. The corner response is defined as R = det(M) —
k x trace(M)?, where k is a constant, and det(-) and trace(-) are the determinant and
the trace of a matrix, respectively. The Harris detector finds the points where the
corner response function R is greater than a threshold, and it takes the points with

the local maxima of R as the corner feature points.

e Feature tracking: The Lucas-Kanade method [61] is applied to compute the optical
flow between consecutive frames, I(x,y,t) and I(z,y,t+ 1). We assume that v and v
are the x and y components of the velocity of the corner feature (x,y). Thus, we have
I.u+ Iyv+ I; = 0. This equation is computed over a 5-by-5 window around the pixel

(z,y), thereby yielding the following overconstrained system:

I:(p1) Iy(pl) Ii(p1)
A[u]:b, where A= | b= 1 | (32

I.(p25) 1Iy(p2s) Ii(pas)

The solution is [u v]T = (AT A)~'ATb. The corresponding pixel in I(z,y,t+ 1) of the

corner (z,y) is then found using u and v.

e Direction computation: The corner feature point (z1,y1) in image I(x,y,t) and its
corresponding pixel (24, y}) in the next frame I(z,y,t+1) form a vector vi = (aq, b1),
which indicates the motion of the feature point between the two frames. The rat’s
head motion direction V is calculated as the opposite direction of the average feature

point motion, i.e., V = —3 7 v;/n, where n denotes the number of feature points.

For the rat head orientation, the line between the rat cyborg and the current target is
considered to be the reference direction. The rat’s head orientation is defined as the angle

between the camera’s optical axis and the reference direction, as shown in Fig. 3.1. Assume
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Figure 3.2: Our orientation network for rat head orientation analysis.

that the position of the target in the frame is d pixels from the center in the x direction.
The rat’s head orientation € is computed as 6 = arctan(d/f), where f is the focal length.
If the rat cyborg deviates from the reference direction by a large distance, the target will
move outside the video frame. In this case, the distance d is estimated by the last target
offset distance d,;q and the rat’s head motion, d = d,;q — V,, where V,, is the x component
of V.

3.2 Rat State Analysis based on Deep Neural Networks

The rat head orientation in the first method is inferred based on the position of the detected
object in each frame. Therefore the rat state estimation is vulnerable to the detection errors
(e.g. false positive) and can be unreliable when the object is out of sight. We intend that this
method is able to analyze the rat states based on the raw video frames, which does not rely
on preprocessing steps such as object detection and feature tracking. Therefore we model
the rat state analysis as a classification problem, where each video frame is assigned to a
category corresponding to the head orientation and motion. An orientation network and
a motion network are proposed for classifying rat head orientation and motion direction,

which are described in this section.

3.2.1 Rat Head Orientation

The video captured by the rat-mounted camera contains rich set of information to indicate
the camera orientation, such as road layouts and object arrangements. We consider 3 possible
orientations in our model: left, middle, and right. Therefore the rat head orientation analysis
is a 3-class image classification based on the video frames captured by the rat-mounted
camera. Convolutional Neural Network (CNN) and Long Short-Term Memory (LSTM) are
incorporated for orientation analysis, as illustrated in Figure 3.2.

We employ a generic CNN in this model, which has been immensely successful in high-
level vision tasks, such as image classification [48, 93|, due to its powerful feature learning
ability based on large-scale datasets. The CNN operates on a single video frame and aims to
capture appearance features related to the rat head orientation. A small dataset is collected

to train the CNN for orientation classification. We manually control the rat cyborg to
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Figure 3.3: A diagram of LSTM.

navigate in an artificial maze to record the videos of the rat-mounted camera. The videos
are labeled frame by frame by a person who examines the frames and decides the ground
truth rat head orientation. It is very time consuming to label sufficient amount of data to
train the CNN from scratch. Instead, we first pre-train the CNN on ImageNet [80] dataset,
and then finetune the network on our dataset for rat head orientation classification. After
the training process, the CNN is able to determine the rat head orientation based on the
current video frame.

We believe that the information in the previous frames is useful for determining the
current rat head orientation. This is based on the insight that the consecutive frames often
have the same orientation label, due to the continuous motion of the rat head. Besides, in
most cases the labels of the neighboring frames can only change either between “left and
middle” or between “middle and right”. In order to model the temporal dependencies of the
consecutive frames, we incorporate LSTM in our orientation network.

Long short-term memory (LSTM) [32] is stable and effective for modeling long-range
temporal information. Its innovation is the introduction of the “memory cell” ¢; to accumu-
late the state information. The cell is accessed, written and cleared by several controlling
gates, which enables LSTM to selectively forget its previous memory and learn long-term
dynamics without the vanishing gradient problem of simple RNNs. Figure 3.3 illustrates a
diagram of the LSTM model.

Assume that z; is the input of LSTM at time ¢. The hidden state representation h; is

the modulated memory cell ¢; by the output gate o;:

hy = 01 © ¢(ct)
Oy = U(onxt + Whoht—l + bo)

where ® denotes the element-wise multiplication, ¢ stands for the tanh function, o stands
for the sigmoid function, and W,,, Wp, are the weight matrices for the input and the

previous hidden state respectively, and b, is the bias term.
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Figure 3.4: An illustration of the architecture of our motion network for analyzing the rat
head motion direction.

The memory cell ¢; is computed as a weighted sum of the previous memory cell ¢;_q

and the candidate new memory content g;:
= ftOc-1+1it O g

where 7, f; are input and forget gates. The input gate i; controls what information in g,
to be accumulated into the cell ¢;. While the forget gate f; helps the ¢; to maintain and
selectively forget information in previous cell memory ¢;—1. The input and forget gates are
computed by

it = o (Weize + Whihi—1 + b)

fo = o(Wapxy + Wiphe—1 + by)

and g; is computed by the input modulation gate as:
gt = ¢(ch$t + Whehi—1 + bc)-

The overall structure of the memory cell and the regulating gates make LSTM suitable
for modeling temporal relationships. The LSTM is placed after the first fully connected
layer (fc layer) of the CNN and its output representation is used to predict the rat head
orientation (Fig. 3.2).

3.2.2 Rat Head Motion Direction

We intend that our model is capable of analyzing the horizontal motion using the consec-
utive frames. This is because only the horizontal component of the rat head motion is of
interest during our navigation control. We devise a generic CNN to take the stacked two
consecutive frames with their original resolution as input. Its output indicates the two pos-
sible motion directions, i.e. left or right. An illustration of the architecture and the feature

map resolutions of the CNN is shown in Figure 3.4.
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In order to obtain the training data with ground truth horizontal motion labels, we
employ a large dataset used for optical flow estimation and generate the left/right labels
based on its ground truth flow vectors. The Flying Chairs dataset [18] is a synthetic dataset
which contains 22872 image pairs with resolution 512 x 384. The ground truth for each
image pair contains the optical flow vectors for every pixel in the first image. To generate
the ground truth horizontal motion label, we sum the z component of the flow vectors of
all pixels as:

n m
sumy, = Z Z Uiy, (3.3)
i=1j=1
where n and m are the image width and height, and u;; is the 2 component of the ground
truth flow vector (u;;,v;;) of the pixel at position (i, j). If sum,, is larger than 0, the overall
motion of the image pixels is toward right. Therefore the camera is moving left and the
ground truth motion label is set to be left. Otherwise, the label is set to be right.

One naive way is to use the image pairs and the generated motion labels to train our
motion network from scratch, which does not work in our experiments. We believe this is
because the supervision of the left /right label is not explicit enough for the CNN to learn
the motion related features from the image pairs.

Inspired by the successful applications of CNNs for optical flow estimation [18] and
multi-task learning [72, 55|, we propose a two stage multi-task training process for our
motion network (see Figure 3.4). In the first training stage, we discard the fully-connected
layers and use 3 x 3 convolution filters after the convolution layers to predict a 2-channel
optical flow map. By minimizing the error between the predicted flow map and the resized
ground truth flow map, the convolution layers of the CNN learn the motion related features.
The standard error measure for optical flow estimation called the endpoint error (EPE) is
used as the training loss, which is the average Euclidean distance between the predicted

flow vectors and the ground truth for all pixels:

EPE = %Z \/(ul —ugTi)? + (v; — veri)? (3.4)

where N is the total number of pixels in the predicted flow map, (u;,v;) and (ugri, vari)
are the predicted flow vector and the ground truth flow vector for pixel 4, respectively.

In the second training stage, we remove the flow prediction layer and add the fully con-
nected layer after the convolution layers. In this stage, the kernel weights of the convolution
layers are kept fixed. The fully connected layers are trained to predict the left /right motion
label based on the convolution features that are related to motion. After the two stage

training, our model is able to predict the motion direction from the stacked frames.
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(b)

Figure 3.5: (a) Estimation of the rat’s head orientation (viewed from the top by a bird’s eye
camera). Left: Head orientation estimated using the rat-mounted video (blue arrow) and the
top-mounted video (yellow arrow) when the sign was visible. Right: Estimated orientations
when the sign was not visible. (b) Estimation of the rat’s head motion direction (viewed
from the rat-mounted camera). Left: Corner features (red dots) detected in the first frame.
Right: Original feature location (red dots), the registered features (green dots) in the next
frame, and the estimated rat’s head motion direction (yellow arrow).

3.3 Experiments
3.3.1 Evaluation of the Optical Flow-Based Method

In this section, we present an assessment of the accuracy of the first rat state extraction
method which is based on optical flow. The experiment is conducted using a four-armed
maze (see Figure 3.5(a)). We design eight routes for rat state estimation. For each arm of
the maze, the rat cyborg is initially placed at the end and a colored arrow is placed at a
junction in the maze, where the rat cyborg is required to move from the starting point to the
end of the adjacent arm indicated by the direction of the arrow, as shown in Figure 3.5(a).
There are two possible directions for the arrow, so each arm had two possible routes. Thus,
there are eight routes in total for the four arms. As the rat cyborg traverse the routes, we
continuously estimate the rat’s head motion direction V' and the rat’s head orientation 6
from the videos recorded by the mounted camera (see Figure 3.5(a) and Figure 3.5(b)). We
test each route four times, thus there are four trials and 32 routes.

To obtain the “ground truth” for V' and 6, we use a bird’s eye camera which is mounted
above the scene, to record videos while the rat cyborg performs the tests. In these stable
videos, we label the rat’s head in the first frame and use the Lucas-Kanade method [61] to
track the head and to compute the rat’s head orientations 6. These results are compared with
the results estimated from the rat-mounted camera and we compute the average differences
and standard deviations, as shown in Table 3.1. For the rat’s motion direction V', a similar
method is used to obtain the rat head motion directions from the videos captured by the
bird’s eye camera. However, it should be noted that the motion direction is in a vector
space and the results obtained from the bird’s eye videos use different scales compared with

those computed from the videos recorded by the rat-mounted camera. Thus, we perform
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Table 3.1: Average difference and standard deviations between the rat’s head orientations
estimated from the rat-mounted camera and from the top-mounted camera, and the accu-
racy of the estimated rat’s head motion direction.

Route #1 Route #2 Route #3 Route #4 Route #5 Route #6 Route #7 Route #8

Trial #1 AD*(degree) 8.92 13.10 12.68 7.71 10.21 8.41 9.10 9.74
SD*(degree) 6.60 6.09 6.90 5.11 6.69 6.34 6.17 6.67
Accuracy (%) 88.37 84.67 82.49 93.33 91.21 88.89 89.30 92.31
Trial #2 AD (degree) 8.68 6.86 8.44 7.74 8.19 8.58 11.54 11.38
SD (degree) 6.55 5.97 6.81 5.33 5.52 5.95 6.18 7.14
Accuracy (%) 91.03 89.77 90.39 91.65 93.59 84.17 85.21 90.67
Trial #3 AD (degree) 10.55 9.67 11.04 10.07 8.44 11.93 10.87 11.54
SD (degree) 7.27 6.87 7.27 7.02 6.81 6.43 6.59 6.99
Accuracy (%) 94.19 89.84 89.96 91.58 93.26 85.16 87.24 92.13
Trial #4 AD (degree) 8.27 13.57 8.58 8.48 11.02 8.41 9.94 8.13
SD (degree) 7.18 7.21 5.90 6.66 6.66 5.90 6.61 6.36
Accuracy (%) 86.09 85.48 88.16 94.17 91.71 89.58 91.67 89.38

* AD denotes the average difference, SD denotes the standard deviation.

a qualitative comparison to determine whether the two motion estimates are in the same
direction: “left” or “right.”

Table 3.1 shows the average difference and standard deviations between the rat’s head
orientations estimated from the rat-mounted camera and those from the bird’s eye camera,
as well as the accuracy of the estimates of the rat’s head motion direction. In all trials,
the average differences are usually about 8 degrees. These differences generally have trivial
effects in determining whether the rat’s head is currently located left or right of its body.
On average, approximately 90% of the rat’s motion directions are estimated correctly. In
our navigation experiments, this performance can satisfy the requirement of the automatic

instruction model.

3.3.2 Evaluation of the Deep Neural Networks-Based Method

In this section, we evaluate the second rat state analysis method which is based on deep
neural networks, and we compare it with our first optical flow-based state analysis method.
In the previous section, the first method is evaluated by comparing with the reference rat
states extracted using a top camera, which can be incorrect in some cases. In order to
conduct a more reliable comparison, we use new datasets and design new experiments. We
assess the performance of our orientation network on four videos with human labeled ground
truth orientation, which are recorded by the rat-mounted camera during manual control.
The rat head motion direction accuracy is then evaluated using four datasets with reliable

motion labels, which are generated based on public available optical flow datasets.
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Figure 3.6: The U-shaped route on the urban planning model.

Table 3.2: The number of frames in the videos captured during each trial for evaluating
our orientation network.

Path 1 Path 2 Path 3 Total
Trial #1 239 282 88 609
Trial #2 371 581 160 1112
Trial #3 198 570 211 979
Trial #4 491 409 239 1136

Rat Head Orientation

We manually control the rat cyborg to navigate on an urban planning model to record
videos to evaluate the rat head orientation analysis performance of our orientation network.
We design a U-shaped route on the maze which consists of 3 pathes (see Figure 3.6). The
objects at the end of path 1 and 3 provide cues for orientation estimation, which makes the
estimation on these two pathes relatively simple. The path 2 is more challenging due to the
limited visual cues in sight.

We perform the manual navigation 4 times and one video is recorded during each trial.
The frame number of each video are listed in Table 3.2. We label each video frame with
a ground truth rat head orientation label. We test our orientation network on each of the
videos. When one video is considered as testing set, the rest three videos are used as training
data. Our model is pre-trained on ImageNet dataset and fine-tuned on the training videos.
In order to analyze how the LSTM in our model contributes to the accuracy, we conduct
an ablation study by training only the generic CNN of our orientation network and testing
its performance.

Table 3.3 shows the rat head orientation estimation accuracy of our orientation network,
the generic CNN, as well as our first method, which is denoted as M1. We report the

orientation classification accuracy on each of the 3 pathes and the overall accuracy on the
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Table 3.3: The orientation estimation accuracy of our orientation network, the generic
CNN, and our optical flow-based method, which is denoted as M1. The numbers are in
percentage.

Path 1 Path 2 Path 3 Overall

Method | M1 | CNN | Ows | M1 | CNN [ Ours | M1 [ ONN | Ows | M1 | CNN | Ours

Trial #1 | 92.89 | 89.12 | 94.56 | 53.90 | 77.66 | 87.23 | 92.04 | 94.32 | 97.73 | 74.71 | 84.56 | 91.62

Trial #2 | 90.84 | 95.69 | 97.57 | 57.14 | 74.01 | 82.62 | 84.38 | 91.25 | 93.75 | 72.30 | 83.72 | 89.21

Trial #3 | 92.42 | 93.43 | 98.48 | 57.19 | 85.61 | 88.77 | 84.83 | 93.84 | 96.21 | 70.27 | 88.97 | 92.34

Trial #4 | 84.32 | 93.89 | 96.33 | 63.57 | 86.55 | 91.69 | 92.05 | 91.63 | 97.49 | 78.49 | 90.78 | 94.91

-

i

Figure 3.7: Sample video frames that our orientation network classifies correctly. The top
frames contain object of interest while the bottom frames do not. The ground truth orien-
tation label for each frame from left to right: left, middle, and right.

whole route. It can be found that our model consistently outperforms the generic CNN. This
demonstrates that by incorporating the LSTM, our orientation network is able to capture
the temporal information and obtain better orientation estimation.

Our first method is able to produce a continuous number # which is the angle between
the head orientation and the reference direction. In order to compare it in the 3-class
classification task, we use human defined threshold to discretize the estimated rat head
orientation. The first method uses the location of the object of interest as reference to infer
the rat head orientation. When the object is out of the video frames due to the rat head
motion, it uses feature tracking algorithm to estimate the object location. This method
achieves good accuracy on path 1 and 3, where the object is often available in the video.
However, the estimated object location can be unreliable when the object is unavailable for
long time. This results in the significant performance drop of this method on the path 2.
Our orientation network is able to outperform the first method, especially in the challenging
scenario of path 2. Sample frames that are classified correctly by our orientation network

are shown in Figure 3.7.
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Table 3.4: Comparison of the motion estimation accuracy of our motion network with our
first method based on optical flow. The numbers are in percentage.

Our First Method Our Motion Network

Flying Chairs 85.78 90.47
Sintel Clean 83.77 85.30
Sintel Final 79.44 80.69
KITTI 70.10 74.74

Rat Head Motion Direction

It is difficult to obtain accurate left /right motion label for the rat video frames, because the
videos are usually blurry and shaky due to the unpredictable motions of the rat. In order
to quantitatively evaluate our motion network, we incorporate 4 publicly available optical
flow datasets and generate the motion labels by averaging the ground truth flow vectors as
described in section 3.2.2. The datasets used in our experiments are briefly introduced as

follows:

e Flying Chairs dataset [18] is a large synthetic dataset which is built to provide
sufficient data for training CNNs for optical flow estimation. It contains 22232 train-
ing image pairs and 640 testing image pairs with dense per-pixel ground truth. The
images have resolution 512 x 386 and are generated by rendering 3D chair models on

background images from Flickr.

e KITTI dataset [25] contains 194 image pairs. An average of 50% pixels in the images
have ground truth optical flow. The images are captured using cameras mounted on
an autonomous car in real world scenes, and the image resolution is about 1240 x 376.

This dataset contains strong projective transformations and special types of motions.

e Sintel dataset [12] contains computer rendered artificial scenes of a 3D movie with
dense per-pixel ground truth. It includes large displacements and pays special atten-
tion to achieve realistic image properties. The dataset provides “Clean” and “Final”
versions. The Final version includes atmospheric effects (e.g. fog), reflections, and mo-
tion blur, while the Clean version does not include these effects. Each version contains

1041 image pairs and the image resolution is 1024 x 436.

We train our motion network on the training set of the Flying Chairs dataset, and test
it on the testing set of the Flying Chairs dataset, as well as on the Sintel Clean, Sintel Final,
and KITTT datasets. We compare our model with the motion estimation method based on
optical flow, and the results are shown in Table 3.4. Our motion network is able to produce
more accurate motion direction estimation than the first method.

We also test our motion network on the videos captured by the rat-mounted camera

and the qualitative results are shown in Figure 3.8. We stack the previous frame and the
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Figure 3.8: The estimated rat head motion direction from consecutive video frames, which
is indicated by the yellow arrow drawn on the second frame.

current frame as the input of our model, which outputs the motion direction between these
two consecutive frames. A yellow arrow is drawn on the current frame to indicate the rat

head motion direction (see Figure 3.8).

Implementation Details and Time Efficiency

We implement our model using Caffe [40]. The generic CNN in our orientation network have
the same architecture as the CNN used in [17]. It is a minor variant of the network proposed
by Zeiler and Fergus [124], which contains 5 convolution layers and 3 fully-connected layers.
We devise the input of this architecture to take stacked image pairs with resolution of
512 x 386 and use it as our motion network. The LSTM implementation in [17] is adopted
in our orientation network. We use 8 timesteps and set the hidden vector dimension to be
1024 for the LSTM. Our orientation network is able to run at a frame rate of 35 fps and the
motion network runs at 55 fps, which is sufficient for real-time applications. The running
speeds are measured using an NVIDIA TITAN-X GPU on a desktop with an Intel i7-6850K
CPU.

3.4 Summary

In this chapter, we present two methods which are based on optical flow and deep neural
networks for analyzing the rat action states using the egocentric video captured by the

rat-mounted camera. Our methods provide rat head orientation and motion direction for
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the automatic control without the need of a bird’s eye camera on top of the scene. This

enables the rat robot to navigate in a wider range of scenes.
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Chapter 4

Automatic Instruction Models for
Rat Robot Control

In this chapter, we present our instruction models for rat robot automatic navigation.
Our automatic instruction models are able to consider the following two visual cues: 1)
the feedback of the rat robot states obtained from the egocentric videos, 2) the objects
of interest that indicate the action expectations for the rat robot, e.g. road signs. This is
inspired by the manual control process, where the human operators usually observe the rat
states and the environmental layouts, and then give a series of stimuli/instructions to the
rat robot. We propose two automatic instruction models. The first employs a human-like
instruction model which learns to mimic the human controlling process. The second is a

rule-based control model designed according to human experts’ experience and knowledge.

4.1 Human-like Instruction Model

The human-like instruction model issues instructions based on rat states and the object
of interest. This method attempts to learn from the human control data and operate in a

similar manner to human when they encounter similar situations during the manual control.

4.1.1 Learning from Human Control Process

In the manual control process, after the instruction C;_; is issued to the rat robot, its
posture changes from the state S;_1 to the next state S;. Next, humans observe the change
in the rat state and determine the current instruction C; to adjust the incorrect action or
to reward the correct action. Thus, the state change is considered an important factor for
deciding the current instruction in this model. In addition, the current object affects the
selection of the instruction. Different objects are related to different motion expectations
for the rat cyborg. Thus, different instructions will be sent even if the same state change
is observed for different objects. Therefore, the current motion expectation is treated as

another factor when deciding the current instruction.
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Figure 4.1: Human-like instruction model.

We assume that the state change extracted by our method is AS; = {6, —0;_1,V;—V;_1},
the current motion expectation F; indicated by the object detection result is one of Forward
(0), Left Turn (-1), and Right Turn (1), and the current instruction issued by humans is Cj.
We use X; = (AS;, E;) as input features and C; as output labels to train a support vector
machine (SVM) [14] classifier to construct the human-like instruction model. Given a set
of [ training data points (X;,C;), ¢ = 1,2,...,1, the SVM aims to learn a classifier for the
input data X with the form:

C = sign(w! X +b), (4.1)

where w! and b are parameters obtained by solving the following optimization problem:

l
1
min —||w]|*> + aZfi,
2 i=1 (4.2)

st. Ci(wiX;+b)>1-¢& and & >0,

where ¢ is a slack variable and the parameter a balances the weights between the two
terms. Because there are three possible values for an instruction: C' (Left (-1), Right (1), or
Forward (0)), we build a three-class classifier as the human-like instruction model using a
one-against-all scheme.

The training data are collected during the manually controlled navigation of the rat
robot. Both the control instructions and the videos from the rat-mounted camera are record-
ed. The rat motion state S; that corresponds to each instruction Cj; is extracted from the
videos by the method described in section 3.1 and used to compute the rat state change
AS;. The action expectation E; is obtained based on the object detection results. In the
testing stage, we compute the real-time state change AS and motion expectation E of the
rat robot. The instruction for the rat robot is then obtained based on the classification
results produced using our model. Figure 4.1 shows the training and testing framework

employed by our human-like instruction model.
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4.1.2 Detecting Objects of Interest with Soft-cascade and Color Model

In the automatic navigation, we utilize two common objects: colored objects and human
faces to indicate the action expectations. The colored turning signs indicate the direction
that the rat robot should turn and the human face acts as the destination. We develop
object detection algorithms for these two types of objects.

In colored object detection, a specific color is treated as a random variable c, which
conforms to a single Gaussian distribution, ¢ ~ N(u, ), where ¢ = (R, G, B)T is the color
vector, and g and X are the mean vector and the covariance matrix of the distribution
respectively. The parameters for a specific color are estimated from a group of natural

training images by:

(cj—m)(c; — )7, (4.3)
1

1 & 1 "
H:*ZCp Y=
n i —

n—1~*4
J

where n is the total number of color training samples c¢;. The probability of a pixel with

color vector x belonging to the specific color can be computed as:

1

xS (x—
p(x):(27r)1/2|2|1/26 FOe BT b, (4.4)

During detection, if p(x) is greater than a threshold T, the pixel is considered to be this
color. When the area of the bounding box of connected pixels in a frame exceeds a threshold
T,, the object is considered to be detected. In our experiments, T, is set to 0.9 and Ty is
set to 25 x 25 pixels, which obtains satisfactory performance.

For face detection, we develop a modified version of the fast face detection method called
soft cascade [8], which employs real AdaBoost as the learning algorithm. The classifier used

by soft cascade is,
Hy(z) =) hi(x), (4.5)

where z is a test sample and h;(x) denotes a weak classifier. Given a set of rejection thresh-
olds {v1,72, ..., v}, = will be accepted as a face if and only if every partial sum Hy(z) > ;.
This cascade structure makes the detector fast. The Haar feature is used in the detector
and a stump method is used to train the weak classifiers [8]. The detector is trained on a
face image set containing more than 20,000 face images and 100,000 non-face images, which

measures 10 x 10 pixels, and they are collected from the Internet.

4.2 Rule-based Instruction Model

The human-like instruction model in previous section issues instructions based on the SVM
classification result, which lacks a mechanism to determine whether it is appropriate to issue

an instruction. One of the three instructions (left, right, or forward) is issued at a fixed
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Figure 4.2: An illustration of the rule-based instruction model.

time interval even when it is unnecessary or inappropriate. However, the human operator
sometimes choose not to give an instruction during the manual control, rather than keeping
issuing one of the three instructions. This “no instruction” operation is nontrivial to be
learned by the classifier, because it is difficult to record the corresponding training data
during the manual control.

We propose a rule-based instruction model which is able to decide whether to issue an
instruction and what instruction to issue. This model is constructed according to human
experts’ experience and knowledge, in which a thorough set of rules of issuing instructions
are defined for all possible scenarios during the automatic navigation. We explicitly define
rules to specify the scenarios where no instructions will be given, which better mimics the
manual control strategy. Figure 4.2 is an illustration of our rule-based instruction model.
The input of our model is the visual information, including the rat states and the objects
that indicate the specified path. The rule-based model consists of a definition base, a rule

base and an inference engine, which are described in this section.

4.2.1 Definition Base

The definition base provides the definitions and terminologies, which are used to define the
control rules and describe the input visual information. The terms/variables used in our

model are listed as follows:

1. E¢ € {l, f,r}: the current motion expectation of the rat cyborg. Its possible values
are [, f,r, which represent left, forward, right and take numerical values of 0, 1, 2,
respectively. For example, suppose that the rat is on a straight path and there is a
left arrow placed at the intersection. The rat is expected to first walk forward towards
the arrow and then turn to the left path following the arrow. The motion expectation
is f at first, then it switches to [ when the rat reaches the intersection and gets close

to the arrow. Finally E; becomes f after the rat successfully turns into the left path.
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2. Oypj € {face,arrow;, arrow,,null}: the detected object. We place left/right arrows
and human face in the scene to indicate the motion expectation of the rat cyborg,
which is expected to follow the arrows and reach the human face. We use the faster
R-CNN [72] detector in our experiments. Oy; = null means object of interest is not

detected in the current frame.

3. Bz € N{: the bounding box size of the detected object, which indicates the distance
between the object and the rat cyborg. If By, is larger than a threshold 6, the rat is

considered to be close to the object.

4. Oy € {l, f,r}: the rat head orientation of time ¢. The orientation change of the rat
head can be represented by Ot = Oy — O;_1. For example if Ot < 0, the rat head

orientation has changed towards left.
5. Mg € {l,r}: the rat head motion direction of time ¢.
6. Iy € {l, f,r,n}: the instruction of time ¢. I; = n means no instruction at this time.

7. A € {T,F}: a boolean variable indicating if it is appropriate to issue a turning
instruction. During the manual control, experienced human operators usually avoid
giving too many consecutive turning instructions. In out model, A is set to be False

if there has been 2 previous turning instructions.

8. D € N{: the duration since the last instruction was issued, which is used to ensure
that the separation between two instructions are larger than a threshold 6, (e.g.
800ms).

4.2.2 Rule Base and Inference

The rule base contains a set of control rules which are specially designed according to the
experience and control strategy of the human experts, as listed in Table 4.1. With the
explicitly defined rules with I; = n, this model is able to decide when there is no instruction
to issue. The core of the rule base are the rules in part 2 and part 3 of Table 4.1. In part
2, the detected object and the distance of the object are used to derive the current motion
expectation of the rat cyborg. When the rat cyborg gets close enough to the human face,
we consider the navigation task to be successfully completed (see Rule #6). In part 3, the
instruction for the rat cyborg is decided based on the motion expectation, the rat states,
and previous instruction information.

We utilize a simplified forward chaining algorithm [30] in our inference engine, which
starts with the observed data and reasons towards the answer by repeated application of
modus ponens. Our model accumulates the duration D from the last instruction, and after
it is larger then a threshold, our model initializes the variables and starts to infer the
instruction to be sent. After the inference engine receives data Oyp; and B, it triggers one

of the rules in part 2 and derives F;. Once E; is ready, the rule with its condition satisfied
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Table 4.1: The Rule Base.

Part 1: Variable initialization.

1. if D < 02, then no operation.
2.if D > 6, then I = f,A=T.
3.ifI,_o=101;—1 =1 then A=F.
4. if Iy_o=7r,I1_1 =7, then A=F.

Part 2: Motion expectation derivation.

5. if Op; = face, Bs. < 01, then E; = f.
6. if Oy; = face, Bs. > 01, then Success.
7. if Op; = arrow;, Bs, < 01, then Ey = f.
8.
9.

if Oy; = arrow;, Bs; > 61, then E; = [.

if Oy; = arrow,, Bs, < 01, then E; = f.
10. if Oy; = arrow,, Bs, > 601, then E; = 1.
11. if Op; = null, then By = E;_

Part 3: Determining the instruction.

12.if By = f,0 = f, then I = f.

13.ift Bt = f,Or =r,My =r,A =T, then I; = I.

4. if B, = f,0.=r,My =r,A=F, then I, =n.

15.if By = f,Or = r, My =1, then I; = n.

16. if By = f,O, =1, My =1,A=T, then I; = r.

17 it By = f,O0, =1, My =1,A=F, then I; = n.

18.if By = f,0r =1, My = r, then I; = n.

19.if By = 1,0 =, then I, = f.

20.if By = 1,0, = f,I,_1 = 1,0; < 0, then I, = f.

21.if By =1,0,=f,I;_1=1,0, >0,A=T, then I, = .
22 if B, =1,0, = f,[;_1 =1,0; > 0,A =F, then I, = n.
23.if B: =1,0: = f,I;—1 = f, then I; =I.

24. if By =1,0, =r,A=T, then I, = [.

25.if By =1,0, =r,A=F, then I} = n.

26. if By =r,0O; = r, then I; = f.

27 if By =70, = f,I1_1 = 1,0y >0, then I, = f.

28. if By =70, = f,I1_1=7r,0, <0,A=T, then I, = r.
2. if By =r,0r = f, ;1 :r,ét <0,A=F, then I, = n.
30.if By =r,Op = f,I;_1 = f, then I} = 7.

31.it B, =r,0, =1,A=T, then I, = r.

32.if By =r,0, =1,A=F, then I} = n.

Part 4: Resetting variables.
33.if I+ #n, then D = 0.

in the part 3 will be triggered, which results in the selected instruction for the rat cyborg.

If an instruction is issued, our model will reset D.
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Table 4.2: Average confusion matrix for the off-line instruction classifications obtained using
our human-like instruction model.

% Forward Left Right
Forward 93.83 2.95 3.22
Left 11.81 88.19 0
Right 12.37 0 87.63

4.3 Experiments
4.3.1 Evaluation of the Human-like Instruction Model

In order to evaluate the human-like instruction model, we first conduct an off-line instruction
classification test for this model. We manually controlled the rat cyborg to collect data for
training and testing the human-like instruction model. Next, we design several turning tasks
to test whether this model can automatically direct the rat cyborg to perform navigation.

To train the human-like instruction model and to verify its performance in an off-line
test, we perform 60 trials in the four-armed maze (Figure 3.5(a)) and the urban planning
model (Figure 3.6). In these trials, we place the pictures of colored arrows and human
faces in different positions. The rat cyborg is manually controlled to walk toward the arrow
pictures, to turn in the directions indicated by the arrows, and it finally reached the human
face target. During navigation, we collect the instructions issued by humans and record the
videos from the rat-mounted camera. The objects in the videos are detected using the object
detection methods and the rat’s states are extracted. For each manually issued instruction,
we determine the synchronous rat state changes and the objects detected to form a dataset.
There are 1171 instructions in 60 trials, thus the dataset contained 1171 samples. We select
574 random samples as the training data to learn the human-like instruction model and use
the remaining 597 samples as testing data. The off-line test results are shown in Table 4.2.
There are three types of instruction: “Forward,” “Left,” and “Right.” The average confusion
matrix shows that the accuracies of classification for the three instructions are 93.83%,
88.19%, and 87.63%, respectively.

To verify whether the human-like instruction model can automatically direct the rat
cyborg to perform a specified motion, we design four simple routes: a single left /right turn,
and a left/right turn followed by a right/left turn. The pictures of arrows are placed at
intersections to indicate the turning directions, and a human face picture is placed at the
end of the route to represent the destination. We use two rat cyborgs and test the first two
routes 50 times and the other two routes 20 times for each rat cyborg. If the rat cyborg
follows the arrow and reaches the destination, we consider it as a successful trial. We also
record the time costs to compute the speed during each trial to evaluate the efficiency of
our model. Moreover, the same experiments are conducted using manual control for the

purposes of comparison.
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Table 4.3: Comparison of the success rates obtained by our human-like instruction model
and manual control in four turning tasks.

Ours Ours Manual Manual

Success/Total Average speed (m/min) Success/Total Average speed (m/min)

Rat Cyborg No.1 Left Turn 42/50 2.88 47/50 2.84
Right Turn 44/50 2.60 48/50 2.63
Left—Right 15/20 2.83 17/20 2.89
Right—Left 17/20 2.33 19/20 2.38
Rat Cyborg No.2 Left Turn 45/50 3.78 49/50 3.85
Right Turn 44/50 3.42 43/50 4.10
Left—Right 16/20 3.26 18/20 3.74
Right—Left 15/20 3.34 18/20 3.34

Table 4.3 compares the success rates for achieving the specified motions using our au-
tomatic instruction method and manual control in the four turning tasks. In all cases, the
success rates of our model are close to those of manual control. The speed of motion com-
pletion is also similar for the two methods. This indicates that the human-like instruction

model can automatically control the rat cyborg to perform specified motions.

4.3.2 Evaluation of the Rule-based Instruction Model

To evaluate the rule-based instruction model, we use the same turning tasks for the rat
cyborg to perform automatic navigation as in the previous section, i.e., a single left/right
turn and a left/right turn followed by a right/left turn. We use two rat cyborgs and test
the first two routes 50 times and the other two routes 20 times for each rat cyborg, and we
record the success rates for each task. We also record the number of instructions during each
trial, this is because we believe that fewer number of instructions usually indicates more
fluent and efficient control process. In order to facilitate a direct comparison, we conduct
the same experiments using manual control and the human-like instruction model using
these two rat cyborgs.

Table 4.4 shows the success rates and the average instruction numbers of the human-like
instruction model, the rule-based instruction model, and manual control for these turning
tasks. In most cases, our rule-based instruction model is able to achieve higher success rate
than the human-like instruction model. It also requires fewer number of instructions to
complete these tasks. This indicates that our rule-based model can provide more effective
and fluent control. It can be found that the success rates of our model are even comparable
to those of the manual control.

Finally, we perform some relatively complex automatic navigation missions on a small
urban planning model, using both the rule-based model and the human-like model. We
place pictures of colored arrows and human face in the scene to specify the routes for the rat
cyborg, which mimics the search-and-rescue application. The experiments show that both

of our instruction models can steer the rat cyborg to complete the automatic navigation
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Table 4.4: Comparison of the success rates and the average instruction numbers of the
human-like instruction model, the rule-based instruction model, and manual control based
on four turning tasks.

Human-like Model Rule-based Model Manual Control
Success Average Success Average Success Average
/Total Instr. # /Total Instr. # /Total Instr. #
Rat Cyborg No.3 | Left Turn 44/50 42.3 47/50 39.7 48/50 26.2
Right Turn | 49/50 27.8 49/50 27.4 50/50 16.4
Left—Right 18/20 40.8 20/20 47.5 20/20 35.8
Right—Left 15/20 42.4 17/20 41.1 18/20 30.6
Rat Cyborg No.4 | Left Turn 45/50 31.0 47/50 31.6 48/50 30.9
Right Turn 47/50 29.8 48/50 24.1 48/50 12.7
Left—Right 17/20 59.5 17/20 39.5 18/20 40.2
Right— Left 16/20 72.9 19/20 53.5 18/20 55.1

tasks successfully by following the path indicated by the arrows and reaching the target

human face, more details are in Section 5.5.

4.4 Summary

In this chapter, we propose two instruction models that issue a stimulus sequence automat-
ically according to the states of the rat robot as well as the objects of interest. The first
model learns to mimic the human controlling process by employing a human-like instruc-
tion model. The second model uses a rule-based control model designed according to human
experts’ knowledge. Our models are able to provide effective automatic control for the rat

robot navigation.
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Chapter 5

Rat Robot Automatic Navigation
System

We build our rat robot system and apply the egocentric action analysis methods and control
models to enable it to perform automatic navigation. In this chapter, we introduce our rat
robot system, which we refer to as a rat cyborg. We first give an overview of the components
of our rat cyborg. Then we introduce the hardware modules in our rat cyborg system.
We also describe the principle about the electrical stimuli and the induced rat behavior.
Then we introduce the training procedure that is required to establish and reinforce the
correspondence between the stimuli and the rat behavior. Finally we give an automatic

navigation example of our rat cyborg.

5.1 Overview

Figure 5.1 shows the three main components of our rat cyborg, i.e., implanted electrodes,
a rat-mounted pack, and a computational component.

The electrodes are implanted in specific regions of the rat’s brain and electrical stimuli
can be delivered to the rat’s brain via the implanted electrodes. The stimuli induce the
corresponding rat behaviors of turning left, turning right, or moving forward.

The rat-mounted pack consists of the following components:

e A stimulator that generates electrical stimuli to be delivered to the rat’s brain via the

electrodes implanted in the brain.

e A miniature camera that captures real-time video of the scene in front of the rat. The
miniature camera measures 20 mmx8 mmx1 mm and its optical axis is in the same

direction as the rat’s head.

e A wireless module that receives stimulus instructions from a PC and sends videos
from the miniature camera to the computational component on the PC for action

analysis. Thus, it includes an instruction receiver and a video transmitter.
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Figure 5.1: Three main components of our rat cyborg system. The electrode picture is taken
under a microscope. The rat-mounted pack includes a miniature camera, a wireless module,
and a stimulator.

The computational component comprises the egocentric action analysis methods and in-
struction models that have been described in previous chapters. The action analysis method
extracts the rat states in the video data transferred from the rat-mounted pack. Based on
the results, the instruction model determines the stimulus sequence delivered to the rat-

mounted pack to stimulate the rat to take the correct actions.

5.2 Hardware Modules

In this section, we present the details of the stimulator in the rat-mounted pack.

The stimulator circuit generates stimulation pulses. The size of the circuit is minimized
by using surface-mounted devices. As shown in Fig. 5.2, the main processor in the stimulator
is a Mixed-Signal ISP FLASH MCU (C8051F020), which is characterized by its high speed,
small size, and low power consumption. These features make it suitable for use in the small
rat-mounted pack. This processor has two 12-bit Digital to Analog Converters (DACs),
which produce outputs for jitter-free waveform generation.

The electrical stimulation pulses exported from the two DACs of the C8051F020 MCU
are used to control a constant voltage driver circuit and a constant current driver circuit,
thereby producing a monopolar pulse. The pulses of the constant voltage/current pass
through three analog switches and are then delivered to the implanted electrodes.

The first analog switch is used to select between the input pulses, where the output is
a monopolar pulse with either a constant voltage or a constant current. The second analog
switch converts the monopolar input into a bipolar output. It reverses each half of the
positive pulse into a negative pulse, and the resulting bipolar pulse has the same duration
and amplitude in the positive and negative phase. The third analog switch acts as a selector
to choose among the four output channels, which are connected to the implanted electrodes.

Using the three analog switch circuits, the stimulator operates as a pulse generator, which
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Figure 5.2: Circuit schematic diagram of the stimulator. The stimulator obtains inputs
from the instruction receiver and sends outputs to the implanted electrodes. The system
comprises a C8051F020 MCU as the main processor, constant voltage/current drive circuits,
and analog switch circuits.

outputs a voltage or current pulse. The amplitudes of the output pulses are variable. Thus,

the stimulator can produce signals with various waveforms to satisfy different requirements.

5.3 Stimulation-action Principles

In this section, we describe the principles about the stimuli and the induced rat behavior.
Electrical stimuli can be delivered to specific brain regions as rewards [75, 31] and as steering
cues [79] to control rat behavior. The MFB in the rat’s brain is known as a pleasure center,
thus the application of electrical stimuli to the MFB can be used as rewards [31]. Applying
a stimulus to the MFB will increase the level of dopamine (a neurotransmitter with an
important role in reward-motivated behavior) in the rat’s brain [82, 31|, thereby motivating
its motion and reinforcing its behavior [95]. The application of stimulation to the SI can
be used as a steering cue [108]. Rats use their vibrissae (whiskers) to sense object surfaces
while exploring the environment. The whisker barrel fields in the SI receive projections from
the contralateral facial vibrissae. A stimulus on one side of the SI is represented as a virtual
touch on the contralateral vibrissae, which makes the rat perform a turn [95]. Thus, three
pairs of electrodes are implanted in the rat’s brain. One of the electrodes is placed in the
MFB and the other two are implanted symmetrically in the whisker barrel field of the left
and right Sls.

5.4 Rat Preparation and Training

Surgery is performed on rats to implant electrodes in their brains. Adult Sprague-Dawley
rats are used in our experiment. During surgery, the rats are anesthetized with chloral
hydrate and placed on a stereotaxic apparatus. One millimeter holes are drilled in the skull

in order to insert three electrodes in the brain. One of the electrodes is placed in the MFB
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(AP -3.8, ML +1.6, DV +8.2) [31]. The other two electrodes are implanted symmetrically
in the whisker barrel field of the left and right SIs (AP -1.8, ML £5.0, DV +2.8) [68]. Dental
acrylic is used to fix the electrodes to the skull. After surgery, each rat is allowed at least 7
days of post-operative recovery.

Before the rat robot can perform navigation tasks, a training procedure is required to
establish and reinforce the correspondence between the stimuli and the behavior of the rat.
We employ the rat behavior training method described in [23], which consists of the MFB
reward training and SI steering training methods.

In MFB reward training, the rat is first trained to press a bar to obtain the MFB stimulus
reward, until it presses the bar continuously to obtain the MFB stimuli after it has been
placed before the bar. Next, the rat is placed on a narrow runway to train the continuous
movement behavior by delivering MFB stimuli continuously. After training is complete, if
an MFB reward is sent to the rat, it will move forward. In SI steering training, the rat
is trained to make correct turns in an eight-armed maze. SI stimulations are delivered to
drive the rat so that it performs turns. After each correct turn, an MFB reward is given
immediately to reinforce the correct behavior.

After training, the basic rat robot can perform approximate turning left, turning right,
or moving forward actions given the corresponding stimulus. Thus, humans can control a
rat to navigate in an environment by observing its states and sending suitable stimulus

instructions.

5.5 Automatic Cue-guided Navigation

We design two automatic navigation tasks for our rat cyborg. In the first task, the rat cyborg
is expected to walk towards a human. When it reaches the human, the human moves to
the next position for the rat cyborg to search. In the second task, we place colored pictures
of arrows with left/right directions and a human face picture in a small urban planning
model. Figure 5.3 shows the urban planning model, which contains buildings, trees, roads,
and junctions. The colored arrows indicate the next route that the rat cyborg should take
at junctions and the face picture is the target. The positions of the objects are changed
to specify the different routes/missions. The rat cyborg is expected to follow the signs and
reach the target human face. These tasks mimic the search-and-rescue applications, such as
during earthquake remedy. Our experiments show that our rat cyborg successfully completes

the cue-guided navigation tasks (Fig. 5.3).

5.6 Summary

In this chapter, we present an overview of our rat cyborg and introduce the components

in the system. We also describe the principle and the training procedure that allows the
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Figure 5.3: Automatic navigation examples. (a) Task 1: the rat cyborg walks towards a
human. (b)(c) Task 2: the rat cyborg follows the signs to reach the target human face
picture in the urban planning model.

rat cyborg to be controlled to take specified actions. Two examples of visual-cue guided

automatic navigation performed by our rat cyborg are also presented.
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Chapter 6

Deep Recurrent Network for
Optical Flow Estimation

Optical flow encodes the motion between the consecutive frames and is used in one of our
methods to analyze the rat action states, as described in Chapter 3. The rat head mo-
tion direction is directly computed by the average optical flow direction, and the object
offset used for rat head orientation is also inferred based on optical flow estimation. We
believe that a more accurate optical flow model can result in a better rat states estimation.
Therefore, we explore the research of using deep neural networks for dense per-pixel opti-
cal flow estimation. We propose a row convolutional long short-term memory (RC-LSTM)
network to model contextual dependencies of local image features. This recurrent network
can be integrated with CNNs to learn context-aware features for more accurate optical flow

estimation.

6.1 Introduction

Convolutional Neural Networks (CNNs) [51] have brought a revolution in computer vision
community with its powerful feature learning capability based on large-scale datasets. They
have been immensely successful in high-level computer vision tasks, such as image classifi-
cation [48, 93] and object detection [26, 65]. CNNs are good at extracting abstract image
features by using convolution and pooling layers to progressively shrink the feature maps,
which produces translation invariant local features and allows the aggregation of information
over large areas of the input images.

Recently, researchers have been attempting to employ CNNs to tackle pixel-level pre-
diction tasks, such as semantic segmentation [60, 125] and optical flow estimation [18, 96].
These tasks differ from the previous high-level tasks in that they not only require precise
single pixel prediction, but also require semantically meaningful and contextually consistent

predictions among a set of pixels within objects. Optical flow estimation is even more diffi-
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cult because it requires finding the x-y flow field between a pair of images, which involves
a very large continuous labeling space.

There are significant challenges in adapting CNNs to handle dense per-pixel optical
flow estimation. First, CNNs do not have a mechanism to explicitly model contextual de-
pendencies among image pixels. Although the local features learned with CNNs play an
important role in classifying individual pixels, it is similarly important to consider factors
such as appearance and spatial consistency while assigning labels in order to obtain precise
and consistent results. Besides, the convolution and pooling operations result in reduced
feature maps, and hence produce coarse outputs when upsampled to the original resolution
to produce pixel-level labels. These two aspects render CNNs limited ability to delineate ob-
ject details, and can result in blob-like shapes, non-sharp borders and inconsistent labeling
within objects.

In this method, Recurrent Neural Networks (RNNs) are incorporated to alleviate this
problem. RNNs have achieved great success in modeling temporal dependencies for sequen-
tial data, and have been widely used in natural language processing [27], image caption-
ing [41], etc. Long short-term memory (LSTM) [32] is a special RNN structure that is
stable and powerful for modeling long-range dependencies without suffering from the van-
ishing gradient problem of vanilla RNN models [66]. We propose a row convolutional LSTM
(RC-LSTM), which has convolution operators in both the input-to-state and state-to-state
transitions to handle structure inputs. We treat an image as a sequence of rows and use our
RC-LSTMs to explicitly model the spatial dependencies among the rows of pixels, which
encodes the neighborhood contexture into local image representation.

The proposed RC-LSTM structure can be integrated with CNNs to enhance the learned
feature representations and produce context-aware features. In our experiments, we inte-
grate our RC-LSTM with FlowNet [18], the first successful CNN-based model for optical
flow estimation, to form an end-to-end trainable network. We test the integrated network
on several datasets, the experimental results demonstrate that our RC-LSTM structure can

enhance the CNN features and produce more accurate and consistent optical flow maps.

6.2 Related Work
6.2.1 Optical Flow Estimation

Optical flow estimation has been one of the key problems in computer vision. Starting from
the original approaches of Horn and Schunck [34] as well as Lucas and Kanade [61], many
improvements have been introduced to deal with the shortcomings of previous models. Most
of those methods model the optical flow problem as an energy minimization framework, and
are usually carried out in a coarse-to-fine scheme [10, 109, 92]. Due to the complexity of the
energy minimization, such methods have the problem of local minima and may not be able

to estimate large displacements accurately. The methods in [11, 110] integrate descriptor
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matching into a variational approach to deal with large displacements problem. The method
in [74] emphasizes on sparse matching and uses edge-preserving interpolation to obtain dense

flow fields, which achieves significant flow estimation performance.

6.2.2 CNNs for Pixel-level Prediction

CNNs require fixed-size inputs, and the fully connected layers transform the feature maps
into vector representations which are difficult to reconstruct for 2D predictions. Therefore,
it is not straightforward in adapting CNNs to tackle the tasks of pixel-level predictions.
Fully Convolutional Networks (FCN) is proposed in [60] which can take input of arbitrary
size and produce output in the same size. The key insight is to transform the fully connected
layers into convolution layers which produce coarse predictions. Then deconvolution layers
are incorporated to iteratively refine/upsample the prediction to the original size. A similar
scheme is utilized in FlowNet [18] to predict an optical flow field with convolution and
deconvolution layers. The difference is that not only the coarse predictions, but the whole
coarse feature maps are “de-convolved”, allowing the transfer of more information to the
final prediction.

The central issue in the methodology of [60, 18] is that the convolution and pooling
operations result in reduced feature maps and hence produce coarse outputs when upsam-
pled to the original resolution. Besides, CNNs lack smoothness constraints to model label
consistency between pixels. To solve this problem, Zheng et al. [125] combines CNNs with a
Conditional Random Fields (CRFs)-based probabilistic graphical model. Mean-field approx-
imate inference for the CRFs is formulated as Recurrent Neural Networks, which enables
training CRFs end-to-end together with CNNs. This CRF-RNN network is integrated with
FCN [60] and achieves more precise segmentation results. However, the inference of mean-
field approximation in [125] is for discrete labeling, making it not applicable to refine optical

flow maps which is a continuous labeling task with very large label space.

6.2.3 RNNs for Structural Modeling

Recurrent Neural Networks (RNNs) have been extended to model spatial and contextual
dependencies among image pixels [56, 99, 100]. The key idea is to define different con-
nection structures among pixels within an image and build spatial sequences of pixels.
Multi-dimensional RNNs are proposed in [28] and are applied to handwriting recognition.
2D-RNNs [85], tree-structured RNNs [94], and directed acyclic graph RNNs [86] are pro-
posed to model different connections between image pixels for different tasks. Applying
RNNSs to specifically defined graph structures on images are different with the idea of CRF-
RNN [125]. Instead of implicitly encoding neighborhood information with a pairwise term
in an energy minimization framework, the RNNs enables explicit information propagation

via the connections.
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Our approach intergrates ideas from these methods. We propose to model the contex-
tual dependencies among each row of pixels with a row convolutional LSTM (RC-LSTM).
Similar as [84], our RC-LSTM utilize convolution operators in both the input-to-state and
state-to-state transitions instead of the full matrix multiplication in LSTM to handle struc-
ture inputs. The feature vectors of the pixels in each row form one input to the RC-LSTM,
and the rows are processed in sequence. The RC-LSTM enables the information propaga-
tion/message passing among the rows of pixels, which encodes the contextual dependencies
into the local feature representations. This RC-LSTM structure is integrated with convolu-
tion and deconvolution layers, giving rise to an end-to-end trainable network. To the best
of our knowledge, our work is the first attempt to integrate CNNs with RNNs for optical

flow estimation.

6.3 The Proposed Approach

To predict dense pixel-level optical flow from a pair of images, the images are processed by
three types of network components: convolution layers, deconvolution layers, and our RC-
LSTM network. Functionally, the convolution layers transform raw image pixels to compact
and discriminative representations. The deconvolution layers then upsample the feature
maps to the desired output resolution. Based on them, the proposed RC-LSTM models the
contextual dependencies of local features and produce context-aware representations, which
are used to predict the final optical flow map.

In this section, we will introduce our RC-LSTM for modeling contextual dependencies
among image rows. After that, we will explain how our RC-LSTM model can be integrated

with CNNs to form an end-to-end trainable network.

6.3.1 RC-LSTM for Modeling Spatial Dependencies

Long short-term memory (LSTM) [32] has been introduced in section 3.2, which is designed
to model temporal dependency for a data sequence. To applying LSTMs to one image, a
spatial order of the image pixels needs to be defined. The simplest way is to consider each
pixel as an individual input data, and the image is reshaped to a sequence of pixels to
feed into the LSTM model. However, the interactions among pixels are beyond this chain-
structured sequence. This simple way will loss the spatial relationships, because adjacent
pixels may not be neighbors in this sequence.

In order to model the spatial relationships among pixels, we consider each row of the
image as one input data, and consider the image as a sequence of rows. This results in
structure inputs which LSTM has difficulty to handle. We propose a row convolutional long
short-term memory (RC-LSTM) to cope with the structure inputs and learn the contextual
dependencies among the rows of pixels. Our RC-LSTM is illustrated in Figure 6.1. The

feature vectors of the pixels in the rth row form one input matrix X, € R™*" to the RC-
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Figure 6.2: Illustration of top-to-bottom message passing among the image pixels with k
equals 1, 3, and 5.

LSTM, where n is the number of pixels in each row and m is the feature dimension. The
RC-LSTM determines the hidden state H, by the input X, and the states H,_1, C,._1 of the
previous row. Convolution operations are used in both the input-to-state and state-to-state
transitions, and the RC-LSTM can be formulated as:

iy = 0(Wg @ Xy + wpi @ Hy—1 + b;)
fr=0(wgr @ X +wps @ He—1 + by)
0r = 0(Weo @ Xy + who @ Hyr—1 + by)
9r = O(Wee @ Xy + Whe ® Hy—1 + be)
Cr=fr©Cr1+1ir ©gr

H,=o0.0© d)(cr)

where the w-s are convolution kernels with size 1 X £ and ® denotes convolution. The
distinguishing feature of our RC-LSTM is that the inputs X, cell states C,, hidden states
H,, and the gates i., fr, gr, 0, are all matrices. In this sense, our RC-LSTM can be considered
as a generalization of the traditional vector-based LSTM to handle structure input.

The RC-LSTM model enables the message passing in one direction: from the top to the
bottom of the image. The pixel v(, ) at location (r,c) will get the information propagated

from its ancestors in the previous row, which are a small neighborhood of k pixels near
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Figure 6.3: The overall framework of an end-to-end trainable network. RC-LSTMs can be
used in any point to refine the feature maps, by modeling the spatial dependencies of local
features and produce context-aware representations.

the pixel v(,_1). Figure 6.2 illustrated the message passing among the pixels. Our RC-
LSTM explicitly models the contextual dependencies among the pixels using this 1-direction
message passing.

Spatial dependencies of a pixel come from surrounding pixels in all directions within
an image, and the 1-direction message passing might not be enough to model all these
dependencies. This can be addressed by using the RC-LSTM 4 times: row by row from top
to bottom, from bottom to top, column by column from left to right, and from right to left.
We call this method 4-direction message passing RC-LSTM, which is able to model more

complete contextual dependencies.

6.3.2 Integration with CNNs

Our RC-LSTMs can be integrated with any CNNs structures, other networks (e.g. auto-
encoder [78]), and even hand-crafted features, to model the spatial dependencies of the
local features and produce context-aware feature representations. Figure 6.3 shows a generic
framework that integrates the RC-LSTM model with a general CNN. The RC-LSTM model
gets input from the CNN feature maps, refine the local features with message passing,
and output context-aware feature maps, which can be further processed by CNN layers or
directly used to predict output flows.

In our experiment, we integrate our RC-LSTM with FlowNetS [18], which has a gener-
ic network structure and is shown to have better generalization abilities. The image pair
is stacked as the input of the FlowNetS, and the network has 10 convolution layers and
4 deconvolution layers. Detailed structure of the integrated network can be found in Sec-
tion 6.4.1.
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Figure 6.4: Sample images from (a) Middlebury, (b) Sintel Clean, (c¢) Flying Chairs, and (d)
Sintel Final dataset. The Final version of Sintel (d) includes motion blur and atmospheric
effects to the Clean version (b).

6.4 Experiments
6.4.1 Datesets and Experiment Setup

Optical flow evaluation requires dense per-pixel ground truth, which is very difficult to
obtain from real world images. Therefore, the amount of real images with dense ground
truth optical flow field is very small. In Middlebury dataset [4], optical flow ground truth
of 6 image pairs are generated by tracking the hidden fluorescent paint applied to the scene
surfaces, with computer-controlled lighting and motion stages for camera and scene. The
KITTT dataset [25] is larger (389 image pairs) and the semi-dense optical flow ground truth
is obtained by the use of 4 cameras and a laser scanner.

In order to facilitate the evaluation of optical flow algorithms, some larger synthetic
datasets with a variant of motion types are generated [12, 18]. In our experiments, we
attempt to use both real world images and synthetic images to evaluate our method. The
datasets used in our experiments are introduces below, and example images from some of

these datasets are shown in Figure 6.4.

e Middlebury dataset [4] contains 8 training image pairs and 8 testing image pairs
with dense optical flow ground truth. Six image pairs are real world images and others
are synthetic ones. The image resolution ranges from 316 x 252 to 640 x 480, and the
displacements are small, usually less than 10 pixels. The ground truth flows of the

training images are publicly available, while the ground truth of the testing images is
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Figure 6.5: Optical flow color coding scheme: the vector from the center to a pixel is encoded
using the color of that pixel.

hidden from the public, researchers can upload their testing results to an evaluation

server.

e KITTI dataset [25] contains 194 training image pairs and 195 testing image pairs.
An average of 50% pixels in the images have ground truth optical flow. The images
are captured using cameras mounted on an autonomous car in real world scenes, and
the image resolution is about 1240 x 376. This dataset contains strong projective
transformations and special types of motions. Similar with Middlebury dataset, the
ground truth flows of the training images are publicly available, while the testing

results are evaluated on a server.

e Sintel dataset [12] contains computer rendered artificial scenes of a 3D movie with
dense per-pixel ground truth. It includes large displacements, and pays special atten-
tion to achieve realistic image properties. The dataset provides “Clean” and “Final”
versions. The Final version includes atmospheric effects (e.g. fog), reflections, and
motion blur, while the Clean version does not includes these effects. Each version
contains 1041 training image pairs, and 552 testing image pairs. The image resolution
is 1024 x 436. The ground truth flows of the training images are publicly available,

while the testing results are evaluated on a server.

e Flying Chairs dataset [18] is a large synthetic dataset which is built to provide
sufficient data for training CNNs for optical flow estimation. It contains 22232 training
image pairs and 640 testing image pairs. The images have resolution 512 x 386 and
are generated by rendering 3D chair models on background images from Flickr. The

ground truth flows of the whole dataset are publicly available.

We train our network on the training set of Flying Chairs dataset, and test the network
on the Sintel, KITTI, Middlebury, and the testing set of Flying Chairs datasets. Note that
we only train our model on the training set of Flying Chairs dataset, and we do not train

or fine-tune our model on the other datasets. Therefore, both the “train” and “test” data of
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Table 6.1: A summary of the datasets used to TEST our method.

Dataset image pairs # Evaluation Method
Sintel Clean Train 1041 Compare results with GT
Sintel Clean Test 552 Upload to evaluation server
Sintel Final Train 1041 Compare results with GT
Sintel Final Test 552 Upload to evaluation server
KITTI Train 194 Compare results with GT
Middlebury Train 8 Compare results with GT
Flying Chairs Test 640 Compare results with GT

other datasets can serve as testing data in our experiments, the same scheme is used in [18].
The datasets used to test our method are summarized in Table 6.1.

Two architectures of our RC-LSTM as described in Section 6.3.1, i.e. 1-direction and
4-direction message passing, are integrated with FlowNetS to build an end-to-end train-
able network. We do not include the variational refinement because it is essentially using
CNN results to initialize a traditional flow estimation [11] and is not end-to-end trainable.
Specifically, our RC-LSTMs are plugged into FlowNetS after the last deonvolution layer and
before the final prediction layer. The detailed network structure can be found in Table 6.2
and our implementation is based on Caffe [40]. The kernel size is set to be 1 x 3. For the
sake of convenience, we call the integrated networks Proposed-1dir and Proposed-4dir. The
networks are evaluated both qualitatively and quantitatively described as follows.

The endpoint error (EPE) is used to evaluate the performance of different methods,

which is define as:

EPE = Y\t — ugri)? + (v — vri)? (6.2)

where N is the total number of image pixels, (u;,v;) and (ugri, veri) are the predicted flow
vector and the ground truth flow vector for pixel ¢, respectively.

The optical flow field of an image pair is also visualized as an image by color-coding the
flow field as in [4, 12]. Flow direction is encoded with color and flow magnitude is encoded
with color intensity. Figure 6.5 shows the color coding scheme: the vector from the center
to a pixel is encoded using the color of that pixel. We use the open source tool provided
in [4] to generate color-coded flow maps. The estimated flow maps on Flying Chairs test,
Sintel train, and Middlebury train are visualized and compared with the visualized ground
truth.

6.4.2 Results

Figure 6.6 compares the Proposed-1dir and Proposed-4dir networks to the FlowNetS method
on the Flying Chairs and Middlebury datasets. The results produced by FlowNetS are
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Table 6.2: The detailed structures of the Proposed-1/4dir networks with RC-LSTM +
FlowNetS. The illustrated input/output resolutions are based on the input image with size
512 x 384. pr stands for prediction, and pr’ stands for the upsampled pr.

Layer name | Kernel sz | Str | I/O Ch# | InputRes | OutputRes Input

convl 77 2 6/64 512 x 384 | 256 x 192 Stacked image pair
conv2 5x5H 2 64/128 256 x 192 128 x 96 convl

conv3 5x5 2 128/256 128 x 96 64 x 48 conv?2
conv3_1 3x3 1 256/256 64 x 48 64 x 48 conv3

conv4 3x3 2 256/512 64 x 48 32 x 24 conv3_1

convd 1 3x3 1 512/512 32 x 24 32 x 24 conv4

convd 3x3 2 512/512 32 x 24 16 x 12 conv4d_ 1
convh_1 3x3 1 512/512 16 x 12 16 x 12 convh

conv6 3x3 2 512/1024 16 x 12 8% 6 convh_1
conv6_1 3x3 1 | 1024/1024 8% 6 8% 6 conv6
pr6+loss6 3x3 1 1024/2 8% 6 8% 6 conv6__1
deconvb 4x4 2 1024/512 8% 6 16 x 12 conv6_1
pro+lossd 3x3 1 1026/2 16 x 12 16 x 12 convh_ 1+deconvd+pr6’
deconv4 4 x4 2 1026/256 16 x 12 32 x 24 convs_ 14+deconvs+pr6’
prd-+loss4 3x3 1 770/2 32 x 24 32 x 24 conv4d 1+deconv4+prd’
deconv3 4 x4 2 770/128 32 x 24 64 x 48 conv4d 14deconv4+prd’
pr3+loss3 3x3 1 386/2 64 x 48 64 x 48 conv3_ 14+deconv3+prd’
deconv2 4 x4 2 386/64 64 x 48 128 x 96 | conv3_ 1+deconv3+prd’
RC-LSTM 1x3 1 194/200 128 x 96 128 x 96 conv2+deconv2+pr3’
pr2+loss2 3x3 1 200/2 128 x 96 128 x 96 RC-LSTM
upsample - - 2/2 128 x 96 | 512 x 384 pr2

often blurry and inconsistent, which lose some of the object details (e.g. chair legs). Both
our proposed networks are able to produce better visualized flow maps, which are more
accurate and contains more consistent objects with finer details. This demonstrates that
our RC-LSTM is able to enhance the CNN features of FlowNetS, by explicitly modeling
the spatial dependencies among pixels and producing context-aware features for optical
flow estimation. It can be found the Proposed-4dir network produces lower endpoint errors
(EPE) than the Proposed-1dir network.

In Figure 6.7, we qualitatively compare our Proposed-1dir to FlowNetS as well as the
state-of-the-art method, EpicFlow [74], on more examples from Sintel Final dataset. The
images of EpicFlow and FlowNetS are from the results in [18]. It can be seen from the figure
that in most cases (Row 1-8), the Proposed-1dir method produces visually better results
and lower endpoint errors (EPE) than the FlowNetS. Although the EPEs of the proposed
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Figure 6.6: The estimated optical flow maps from the Flying Chairs dataset(top two) and
the Middlebury dataset(bottom two).

method are somewhat worse than that of EpicFlow, our model often produces better object
details, see Row 3-5, 7-8, and 10 in Figure 6.7.

Table 6.3 shows the quantitative comparison between our Proposed-1dir and Proposed-
4dir methods to many well-performing methods on Sintel Clean, Sintel Final, KITTI, Mid-
dlebury, and Flying Chairs datasets. It is shown that both our Proposed-1dir and Proposed-
4dir methods consistently outperform the FlowNetS method on all these datasets. This
demonstrates that our RC-LSTM is able to produce more powerful context-aware features
for optical flow estimation. The running time of FlowNetS and our models is measured
using an NVIDIA TITAN GPU on Middlebury dataset, and the time of other methods are
from [18].

On Sintel and KITTT train datasets, our models outperform the LDOF [11] method. And
our models are comparable to the real-time method EPPM [6], while our Proposed-1dir is
two times faster. Although the proposed methods performs not as well as the state-of-the-
art EpicFlow [74], it has been shown in Figure 6.7 that our model often produce more
consistent results. It is more interesting to see the quantitative results on the Flying Chairs
test dataset. Since our models are trained on the training set of Flying Chairs, they are
expected to perform better when testing on this dataset than on others. Table 6.3 shows

that both our models outperform all the state-of-the-art methods.
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Figure 6.7: Predicted optical flows on the Sintel Final dataset. In each row from left to right:
overlaid image pair, ground truth flow, the predicted results of EpicFlow [74], FlowNetS [18],
and Proposed-1dir RC-LSTM. Endpoint error (EPE) is shown at the top-right corner of
each prediction. In most cases (Row 1-8), the proposed method produces visually better
results with lower EPE than the FlowNetS. Although the EPEs of the proposed method
are somewhat worse than that of EpicFlow, our model often produces better object details,
see Row 3-5, 7-8, 10.
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Table 6.3: Average endpoint errors (in pixels) of our networks compared to several well-
performing methods on several datasets. Since we trained our network on Flying Chairs
dataset, we can test our model on both the train and test images on other datasets.

Method Sintel Clean | Sintel Final | KITTI | Middle | Chairs Time(s)
train  test | train test train train test CPU GPU

EpicFlow [74] 240 412 | 3.70 6.29 3.47 0.31 2.94 16 -
DeepFlow [110] | 3.31 5.38 | 4.56 7.21 4.58 0.21 3.53 17 -

EPPM [6] - 6.49 - 8.38 - - - - 0.2
LDOF [11] 429 756 | 642 9.12 | 13.73 0.45 3.47 65 2.5
FlowNetS [18] 450 742 | 545 843 8.26 1.09 2.71 - 0.05
Proposed-1dir 3.77  6.72 | 493 T7.94 7.55 1.02 2.64 - 0.08
Proposed-4dir 3.77  6.69 | 4.90 7.91 7.54 1.01 2.56 - 0.2

The overall experimental results show that our models achieve best performance on the
Flying Chairs dataset, and generalize well to other existing datasets. Note the fact that
training data is essential to the performance of the CNN models, while the Flying Chairs
dataset contains unrealistic images with 3D chair models rendered on background images.
These results indicate that our method is very promising and may perform even better, if

sufficiently large datasets with more realistic images are available.

6.5 Summary

In this chapter, we introduce a row convolutional long short-term memory (RC-LSTM)
network for modeling contextual dependencies of image pixels. The RC-LSTM is integrated
with FlowNetS to enhance its learned feature representations and produce context-aware
features for optical flow estimation. Our model can produce more accurate and consistent
optical flows than the comparing CNN-based models, and achieves competitive accuracy on
several datasets.

Optical flow is used in one of our methods to analyze the rat action states (Chapter 3).
The rat head motion direction is directly computed as the average optical flow direction,
and the object offset used for rat head orientation is also inferred based on optical flow
estimation. Our model introduced in this chapter can achieve more accurate optical flow
estimation, therefore it should be able to provide better rat states estimation for automatic

navigation tasks.
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Chapter 7

Deep Attention Networks for
Egocentric Action Recognition

The recognition of horizontal rat head orientation and motion is sufficient for our current rat
robot automatic navigation tasks. However, more complex navigation tasks may require the
recognition of more sophisticated actions. Therefore, we extend our deep neural networks
used for rat states analysis in Chapter 3 to be a two-stream architecture, which consists
of an appearance-based stream and a motion-based stream to handle more complex action
analysis for egocentric videos. We incorporate a spatial attention network in each of the
streams to predict an attention map. The attention maps help our model to identify and
focus on the most relevant spatial regions of the frames to recognize actions. A temporal
network is incorporated in each stream to better exploit the temporal structure of the
egocentric videos for action recognition. Our model is evaluated on two publicly available

egocentric datasets which contain fine-grained human actions with more categories.

7.1 Introduction

Understanding human behavior from videos has been a highly active research topic in com-
puter vision. With the availability of various wearable cameras, there is a growing interest
in using first-person videos to understand the camera wearer’s behavior. The wearable cam-
era is usually mounted on a person’s head and its optical axis is aligned with the person’s
field of view. Recognizing actions using first-person videos, or egocentric videos, is different
from that using third-person videos. This is because the camera wearer’s poses are mostly
unavailable in these videos. And unlike third person videos where the camera is either static
or moving smoothly, strong motions are commonly present in egocentric videos due to the
head motion of the camera wearer. These aspects make egocentric action recognition very
challenging.

Researchers have explored a rich set of visual features, including object-centric features

and egocentric cues for action recognition in first-person videos. The object features aim at
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Figure 7.1: The overview of our approach. The spatial attention networks predict attention
maps to select relevant regions to focus on. The temporal networks model the forward and
backward information for action recognition.

capturing the appearance changes of objects and are shown to be effective in characterizing
egocentric actions [20, 71]. The egocentric cues include the first person’s head /hand motion
and hand pose [21, 54], which can reveal the underlying actions of the camera wearer and are
shown to be complementary to object-centric representations. Recent works have attempted
to employ the feature learning capability of convolutional neural networks (CNNs) [51] for
egocentric action recognition and have achieved good performance [63, 89]. In order to
directly incorporate object and egocentric cues, these models use preprocessed inputs such
as hand mask, homography [89], and localized objects [63].

Using eye-tracking devices, the gaze or eye fixation of the person can be recorded while
interacting with the physical world, which is also utilized to facilitate egocentric action
recognition during object manipulation tasks [21, 52]. The eye movements reflect a per-
son’s thinking process and represent human attention [121], which can be divided into two
categories: bottom-up attention and top-down attention [7, 43]. The bottom-up attention
includes the human attention when they are performing free-viewing on a scene or an image,
in which the objects or regions that “stand out” relative to the neighboring parts (saliency)
attract human attention. In comparison, the human attention when they are performing cer-
tain tasks (e.g. object manipulation) belongs to the category of top-down attention, which
is task-driven. The human eye movements and fixation during performing these tasks are
very different from during free-viewing [121]. It is demonstrated in [49] that a substantial
percentage of human eye fixations falls on the task-relevant regions during object manip-
ulation tasks, which require hand-eye coordination. For example, when pouring water into
a bottle, instead of paying attention to the salient objects, the person has to fixate on the

opening of the bottle and also monitor the water level in the bottle. In these tasks, the point
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of eye fixation may not be at the location which is the most visually salient (bottom-up
attention), but rather will correspond to the most relevant location depending on the task
demands and human action (top-down attention).

Based on these insights, we propose an attention-based deep network that exploit the
spatial and temporal structure of the egocentric videos for action recognition. The proposed
model has a two-stream architecture which consists of an appearance stream and a motion-
based stream, as shown in Figure 7.1. A spatial attention network is incorporated in each
stream to learn human attention using gaze as ground truth. It shares the convolutional
layers in the stream and has a separate branch to predict a human attention map. This
attention map helps our model to focus on the most relevant spatial region of the inputs to
predict actions. The temporal network incorporates bi-directional long short-term memory
(LSTM) to model the long-range dependencies of the video frames.

Our contribution can be summarized as follows: (1) We propose a spatial attention
network and a temporal network, which are incorporated in a two-stream architecture for
egocentric action recognition. Our model achieves state-of-the-art performance on GTEA
Gaze dataset. (2) We provide detailed ablation analysis to demonstrate how the proposed
spatial attention network and temporal network contribute to the overall performance.
(3) To the best of our knowledge, our method is the first successful deep network-based
method that models human gaze behavior and top-down attention. By comparing to a
prediction-oriented attention model, we demonstrate both quantitatively and qualitative-
ly that our spatial attention network with gaze supervision is capable of learning better

attention mechanism for egocentric action recognition.

7.2 Related Work on Attention Model

Attention models have been proved successful in variance vision tasks, such as object recog-
nition [3], image and video captioning [119, 117], action recognition [83, 19, 59], and visual
question answering [114, 118]. The visual attention mechanism aims to identify interesting
regions in the visual data and focus on these regions to extract relevant information, which
mimics the human perception and thinking process during accomplishing certain tasks.

In the attention models, a probability distribution over a grid of features is first pre-
dicted to indicate the level of attention on each region. The soft attention models use the
attention distribution to re-weight the features, while the hard attention models select the
feature with the highest probability to represent the data. Both soft and hard attention mod-
els are explored in [117] for generating image captions. The soft attention model is trained
using back-propagation and the hard attention model is trained using reinforce algorithm.
Attention mechanism is extended to temporal domain in [119, 70], where the models learn
to select more relevant video segments for video description and action recognition. Based

on the insight that image question answering requires multiple steps of reasoning, stacked
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attention networks are proposed in [119] to progressively focus on different regions of the
image to infer the answer. The spatial transformer networks [38] introduce affine transfor-
mations to the CNN feature maps, which allows the model to attend to arbitrary regions
of the data.

These attention models learn to select the most relevant part of the data for the task
automatically. With the availability of human gaze information in egocentric videos, we are
able to use this real human attention to train our spatial attention model in a supervised
way. To the best of our knowledge, our work is the first attempt to use deep spatial attention
models in egocentric action recognition, which models gaze behavior and the task-dependent

top-down human attention..

7.3 The Proposed Approach

In this work, we employ a two-stream architecture composed of an appearance stream and a
motion stream to recognize egocentric actions. The spatial attention network is incorporated
in each stream to predict human attention distribution using gaze information as ground
truth. The attention distribution helps to selectively focus on the most relevant part of the
data to predict actions. The temporal network incorporates bi-directional LSTM to model
the long range temporal structure of the videos for recognizing actions. In this section, we
will describe our spatial and temporal networks, and provide detailed framework of our

two-stream architecture.

7.3.1 Spatial Attention Network for Predicting Spatial Relevant Regions

Our spatial attention network takes the feature map of the last convolutional layer in the
generic CNNs as input. We denote the feature map as X € RE*5*D where K is the spatial
resolution of the feature map and D is the number of the feature channels. We feed the

RK><K

feature map to a convolutional layer to predict an attention distribution A € over

the grid of features as:
A= f(X @w+Db) (7.1)

where w is the convolution kernel and b is the bias term.

The previous attention models do not have direct supervision on this predicted attention
distribution. Instead, they use the distribution to either weighted average the features or
select the features with highest attention, then the model is trained in a prediction oriented
manner by attempting to minimize the prediction error. Therefore, these attention models
implicitly learns an attention mechanism to focus on certain regions of the input that in
favor of the final prediction.

In this work, we utilize the gaze information of the human as ground-truth to enforce the
training our spatial attention network, see Fig 7.2. Therefore our model is able to predict

top-down task dependent human attention to select the relevant regions for better action
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Figure 7.2: The spatial attention network, which is trained with ground truth (GT) attention
map generated using human gaze location.

recognition. The eye movement can be tracked using wearable tracking system such as Tobii,
and synchronized with the egocentric videos. The eye fixation position in the scene is then
transformed to the image coordinate and represented as the gaze location (z,y) in each
frame. We compute the ground-truth human attention distribution by applying a Gaussian

bump on the gaze location:

@—fy+%j—dy)

gt _
Aij = exp(— 557

(7.2)

where A9" € RE*E 4 j € [1, K] are the spatial index in the attention map, and z’,y’ are
the scaled gaze location in the interval of (0, K). Euclidean loss is used to measure the

prediction error of our attention distribution as:
1 K K .
2
L:2KQ§:§}AU—A%). (7.3)
i=1j=1

Based on the attention distribution, we re-weight the feature map X by:
X=40X (7.4)

where ©® represent element-wise multiplication. Therefore the feature vector of position
(i,7), denoted as X'ij is the product of the scalar A;; and the corresponding feature vector
X € RP. This attention mechanism constructs a more informative feature map X, since

higher weight can be assigned to visual regions that are more relevant to the current action.
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Figure 7.3: The temporal network: bi-direction LSTM.

The feature map X is then processed by the consecutive fully connected layers to produce

a feature vector x.

7.3.2 Temporal Network for Modeling Temporal Structure

In the previous deep models, stacked optical flow is used to model the temporal dynamics of
the videos. In order to better exploit the temporal structure of egocentric videos for action
recognition, we incorporated a bi-directional LSTM in our temporal network.

Long short-term memory (LSTM) [32] is stable and powerful for modeling long-range
temporal dependencies without the vanishing gradient problem of the simple RNNs. Its
innovation is the introduction of the “memory cell” ¢; to accumulate the state information.
The cell is accessed, written and cleared by several controlling gates, which enables LSTM
to selectively forget its previous memory states and learn long-term dynamics. Given z; as

the input of an LSTM cell at time ¢, the cell activation can be formulated as:

o(Waize + Whihi—1 + b;)
o(Wasze + Whghi—1 + by)
o(Waomt + Whohi—1 + bo)
¢(Waews + Whehi—1 + be)

a=frOa1+iOg

hi = 0; © ¢(cy)

it
fi
O

' (7.5)
gt

where o stands for the sigmoid function, ¢ stands for the tanh function, and ® denotes
the element-wise multiplication. In addition to the hidden state h; and memory cell ¢,
LSTM has four controlling gates: is, f¢, 0;, and g¢, which are the input, forget, output,
and input modulation gate respectively. The input gate i; controls what information in g,
to be accumulated into the cell ¢;. While the forget gate f; helps the ¢; to maintain and

selectively forget information in previous state ¢;_1. Whether the updated cell state ¢; will
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be propagated to the final hidden state h; representation is controlled by the output gate
Ot

The overall structure of the memory cell and the regulating gates make LSTM suitable
for modeling complex temporal relationships that may span a long range. However, one
shortcoming of the conventional LSTM is that it is only able to make use of previous
context. We incorporate the bi-directional LSTM to process the data in both directions
with two separate hidden layers, see Fig 7.3. In addition to the forward LSTM layer that
produces a sequence of hidden states h;, we have a backward LSTM layer that produces a

sequence of hidden states h} based on the information of the next time step ¢ + 1:

iy = o(Waae + Wyihiq + b))
fi = oWy pe + Wighi sy + b))
0 = o (Waott + Wiohy iy + ;)
91 = d(Waeae + Wichi iy + bp)
¢ =fHOcdn+i0g

hy = 0, © ¢(c})

+~ o

~

The hidden states of the two LSTM layers are combined to produce the output by:
Y = Whyht + W}/zyh;f + by (77)
where W}, and W,’ly are the weight matrices and b, is the bias term.

7.3.3 Two-stream Architecture

It has been proved successful to decompose videos into spatial and temporal components
for action recognition [88, 63]. The spatial component, in the form of raw frame appear-
ance, contains information about scenes and objects depicted in the video. The temporal
component, in the form of motion across the frames, conveys the motion of the camera and
objects in the scene. The appearance stream and motion stream in our model cope with the
spatial and temporal video components respectively.

Each stream of our model contains a generic CNN to extract feature maps from the
spatial and temporal components. The CNN in the appearance stream operates on raw
video frames. It captures appearance features such as hand-object configuration and object
attributes. The CNN in the motion stream takes optical flow images as input and learns
complementary features. We adopt the flow image encoding method in [17]. The first two
channels of the flow image are computed by centering x and y flow values around 128 and
scaling the values to fall between 0 and 255. The third channel of the flow image is created
by computing the flow magnitude. This flow image models local temporal structure and

conveys short term information about the camera, hand or object motion.
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Figure 7.4: Framework details of our two-stream model.

The advantage of decoupling the appearance and motion streams is that it allows us
to utilize the large amount of annotated image data (e.g. ImageNet) for pre-training each
of the CNN. The CNNs extract discriminative feature maps, which are then used by our
spatial attention and temporal networks to recognize egocentric actions, as illustrated in

Fig 7.4. The softmax scores of the two streams are fused to predict the action labels.

7.4 Experiments
7.4.1 Datasets and Experimental Setup

We evaluate our proposed method on two public datasets: GTEA Gaze (Gaze) and GTEA
Gaze+ (Gaze+). These datasets are collected using a head-mounted camera and the ac-
tivities performed by the camera wearer involve hand-object interactions. These datasets
include action annotations as well as gaze information. Each action is represented by a verb
and a set of nouns, for example “put lettuce (on) plate”. The gaze information is represented
as a coordinate in the video frame, indicating the location where the person is looking at.

The details of the datasets are introduced below.

e Gaze dataset [21] contains 17 video sequences performed by 14 different subjects.
The total duration of these videos is one hour, and the frame resolution is 640 x 480.
Previous works usually report results on fix splits on this dataset, where 13 sequences
are used as training data and 4 sequences are used as testing data. There are 40 action

categories and a total of 331 action instances.
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Table 7.1: Comparison of the action recognition accuracy of our method with previous
methods.

Methods ‘ Gaze (40) ‘ Gaze+ (44)
Wang et al.: DT [103] 34.10 42.40
Wang et al.: IDT [104] 27.70 49.60
Li et al.: O+E+H [54] 35.10 57.40
Li et al.: O+M+E+H [54] 35.70 60.50
Li et al.: O+M+E+G [54] 39.60 60.30
Ma et al.: object-cnn [63] 35.56 46.38
Ma et al.: motion+object-svm [63] 16.00 34.75
Ma et al.: motion+object-joint [63] 43.42 66.40
Ours: appearance stream 42.86 57.63
Ours: motion stream 37.36 57.42
Ours: two-stream fusion 48.35 64.74

e Gaze+ dataset [21] contains 37 video sequences performed by 6 different subjects.
The total duration of these videos is 9 hours, and the frame resolution is 1280 x 960.
Previous works usually report leave-one-subject-out cross validation accuracy on this

dataset. There are 44 action categories and a total of 1958 action instances.

Each action instance in these datasets is a segment of the video with tens to hundreds
of consecutive frames, during which the camera wearer completes one action. Therefore
each instance and all the frames it contains have a single action label. We use the instance
level accuracy to evaluate the performance of our method, which is the percentage of the
instances that are classified correctly in the testing set.

Our model takes a set of consecutive frames as input (16 in our experiments), and use
the bi-directional LSTM to learn the forward and backward dependencies among the frames.
During each training iteration, we randomly select a start frame for an instance and use
the consecutive 16 frames to train the model. At test time, we extract 16 frame clips with
a stride of 8 frames from each test instance and average the score across the instance to

predict its action label.

7.4.2 Comparison with Previous Methods

We compare our method with well-performing methods using traditional features such as
DT [103] and improved DT (IDT) [104], as well as the best-known methods proposed
in [54, 63]. Li et al. [54] provide a systematic evaluation of different combinations of features
for egocentric action recognition, and the best performing ones are included in Table 7.1. O
stands for object features obtained by concatenating the Fisher Vectors (FVs) from HoG,
LAB color histogram and LBP; M stands for motion features, which are a concatenation of

the FVs from trajectory features, MBHx, MBHy and HoF'; E stands for egocentric features
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which are computed by concatenating FVs from head motion and manipulation point; G
and H represents the selected local descriptors near the gaze point and the manipulation
point estimated by hand shape. Ma et al. [63] propose a deep architecture that contains an
object CNN and a motion CNN to recognize actions.

The action recognition accuracies of our appearance stream, motion stream, and the
overall two-stream model are shown in Table 7.1. The score fusion can result in a significant
improvement over both the appearance stream and the motion stream, which demonstrates
that these streams learn complementary information for action recognition. Our method
consistently outperforms the DT [103], IDT [104] methods, as well as the top 3 feature
combinations proposed in [54] on both the Gaze and Gaze+ datasets. The confusion matrices
of our method are shown in Fig 7.5. The action categories are sorted with the decreasing
number of instances. Our method can get most of the categories correct on Gaze+ dataset.
The deviation of the last few categories in Gaze dataset is due to the imbalanced data
distribution in this dataset, which is preliminary and incomplete [54]. There are limited
training and testing instances (1-2) for those categories and misclassifying one instance can
result in a large penalty in the confusion matrix, similar problem is also discussed in [54].

The method in [63] performs action recognition with the help of an explicitly designed
object recognition network, which requires additional annotations of hand masks, object
locations and object labels. It first utilizes a fully convolutional network to segment hand
masks, based on which it fine-tunes an object localization network to detect the objects
being manipulated in egocentric videos. The cropped object images are used as input to
the object recognition network, which is combined with the motion network for joint action

4

recognition. Since an action is defined as “verb4object”, this object network provides ad-
ditional information for recognizing the action. Therefore the method in [63] is not directly
comparable to our model, and we would have also benefited if we were to utilize the object
recognition results. However, our model is able to achieve comparable performance on the
two datasets. Besides, our model has a simple end-to-end trainable architecture, while the

method in [63] has a complex pipeline with several stages.

7.4.3 Ablation Study

To analyze the performance of the spatial attention network and the temporal network in our
two-stream architecture, we conduct a detailed ablation study by testing each component
in each stream and their combinations to see how they contribute to the action recognition
accuracy. The ablation study is conducted on the Gaze+ dataset. Each stream contains a
generic CNN;, a spatial attention network and a temporal network. We add the components

one by one for each stream, which results in the models listed below:

1. RGB-o: this model contains only the generic CNN of the appearance stream.
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Figure 7.5: Confusion matrices of our method on Gaze (left) and Gaze+ (right) datasets.
Action categories are sorted based on decreasing number of instances as in [54].

2. RGB-s: this model contains the generic CNN and the spatial attention network of
the appearance stream.

3. RGB-st: this is the appearance stream of our method, which contains the generic

CNN, the spatial attention network and the temporal network.
4. Flow-o: this model contains only the generic CNN of the motion stream.

5. Flow-s: this model contains the generic CNN and the spatial attention network of

the motion stream.

6. Flow-st: this is the motion stream of our method, which contains the generic CNN,

the spatial attention network and the temporal network.

7. Fuse-o: the score fusion from RGB-o0 and Flow-o.
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Table 7.2: Detailed ablation study of our method on Gaze+ dataset. There are 6 subjects
in this dataset and we produce action recognition accuracies on each of the subjects and
compute the average.

Methods ‘ RGB-o ‘ RGB-s ‘ RGB-st ‘ Flow-o ‘ Flow-s ‘ Flow-st ‘ Fuse-o ‘ Fuse-s ‘ Fuse-st
Subject #1 | 49.85 | 51.65 51.65 50.83 | 52.27 | 53.10 | 54.55 | 57.02 | 58.26
Subject #2 | 72.26 | 72.63 71.17 67.15 | 67.88 | 66.42 | 75.18 | 75.18 | 76.28
Subject #3 | 51.22 | 51.00 52.77 51.00 | 53.44 | 52.11 | 55.65 | 56.98 | 58.31
Subject #4 | 62.00 | 62.29 61.43 66.29 | 64.57 | 65.14 | 68.86 | 71.42 | T72.57
Subject #5 | 57.64 | 61.81 59.03 52.78 | 50.00 | 52.08 | 57.64 | 62.50 | 61.81
Subject #6 | 52.74 | 55.27 55.70 56.96 | 56.96 | 57.81 | 63.71 | 64.97 | 67.09
Average 56.39 | 57.42 57.63 56.86 | 57.37 | 57.42 | 61.65 | 63.56 | 64.74

8. Fuse-s: the score fusion from RGB-s and Flow-s.

9. Fuse-st: the score fusion from RGB-st and Flow-st, which is our two-stream model.

The detailed results of these models are listed in Table 7.2. We can see a general increas-
ing trend from the accuracy of the ‘-0’,-s’, and ‘-st’ models. By including each component,
the performance of our model increases consistently. This demonstrates that our spatial
attention network and temporal network are able to better model the video structures for
action recognition. The results of different fusion combinations of the corresponding RGB
and Flow models are shown in columns 8-10 in Table 7.2. The score fusion can result in
the improvement of accuracy over each of the individual stream. The best performance is
achieved by the Fuse-st model, which fuses the score of our appearance stream and motion
stream.

Figure 7.6 shows three examples that the RGB-o model misclassifies but the RGB-s
model recognizes correctly. The first row is the video frames and we draw a blue dot in each
frame to represent the ground truth (GT) gaze location. The second row is the visualized
attention maps of the RGB-s model, which illustrate where the model actually attend to.
The values in each attention map are scaled so that the maximum value becomes 255 and
the minimum becomes 0. The attention maps are then shown as black-white images and
resized to the frame resolution. In these examples, the RGB-o model recognizes the objects
that exist in the frames but are not being manipulated, and it considers them as the ‘noun’
part of the action. The attention map helps the RGB-s model to identify the object being
manipulated and predict the correct action label. For example in the second column, the
RGB-0 model predicts the action to be ‘take oil container’ due to the appearance of the
object in the upper part of the frame. The attention map enables the RGB-s model to focus

on the lower part of the frame and obtain the correct label ‘take knife’.
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Figure 7.6: First row: the video frames with GT gaze locations drawn in blue dots. The RGB-
o model misclassifies the frames as ‘put knife’,‘take oil container’, and ‘cut mushroom’. The
GT labels are ‘put bread’, ‘take knife’, and ‘cut tomato’. With the help of the predicted
attention map (second row), our RGB-s model is able to recognize the actions correctly.

Table 7.3: Comparison of our spatial attention network (RGB-s) with the variance (RGB-v)
that does not use gaze to learn the attention mechanism.

Methods | RGB-o | RGBv | RGB-s
Subject #1 19.85 50.41 51.65
Subject #2 72.26 70.80 72.63
Subject #3 51.22 50.78 51.00
Subject #4 62.00 60.29 62.29
Subject #5 57.64 61.11 61.81
Subject #6 52.74 56.12 55.27
Average 56.39 56.65 57.42

7.4.4 Analysis of the Spatial Attention Network

Previous attention models do not have direct supervision on the predicted attention dis-
tribution. The success of these attention models indicates that the models can implicitly
learn an attention mechanism to focus on certain regions of the input to facilitate final
prediction. Therefore, there are two natural questions. Are these attention models helpful
in egocentric action recognition tasks? and Does our spatial attention network learn better
attention mechanism than these models with the help of human gaze?

To answer these two questions, we design an attention network variant and test its per-
formance on Gaze+ dataset. This model uses the same architecture as our spatial attention

network to predict the attention distribution. However, we does not use the Euclidean loss
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Figure 7.7: The video frames with ground truth gaze locations drawn in blue dots (top),
the visualized attention maps of RGB-v (middle), and the visualized attention maps of our
spatial attention network RGB-s (bottom). The ground truth action label for each frame
from left to right: open freezer, open fridge drawer, take oil container, take plate, take milk
container, and take plastic spatula. Our model is able to attend to the image regions that
are more relevant to the actions and is more consistent with the human attention (gaze).

with the ground truth attention map to train the layer. Instead, we let the network learn
the attention prediction in the prediction-oriented manner by minimizing the final action
recognition loss. We combine this attention prediction network with the generic CNN of the
appearance stream, and we call this model RGB-v. Table 7.3 shows the action recognition
performance of RGB-o, RGB-v and RGB-s methods on the Gaze+ dataset. The RGB-v
method outperforms the RGB-o model, which indicates that learning attention mechanism
can implicitly facilitate egocentric action recognition to a certain extent. Our spatial at-
tention network RGB-s is able to achieve higher accuracy than RGB-v. This demonstrates
that using the human gaze to explicitly train the network can result in a better attention
mechanism for egocentric action recognition.

We visualize the attention maps produced by the RGB-v and RGB-s methods, which
are shown in Fig 7.7. The first row are the raw video frames with the ground truth human
gaze locations drawn as blue dots. The second and third rows are the visualized attention
maps of RGB-v and RGB-s methods. It can be found that our RGB-s model is able to
attend to the image regions that are more relevant to the action and is more consistent
with the human gaze. For example, the first column represent the action of “open freezer”.
The RGB-v method tends to focus more on the upper region of the images, specially the
hand regions. While our RGB-s method is able assign most of the high weights to the

bottom region which represents the freezer.
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7.4.5 Implementation Details

We implement our model using Caffe [40], and we adopt the LSTM implementation in [17].
The VGG net [87] 16 layer architecture is adopted as the generic CNN in our appearance and
motion streams. We utilize the network weights pre-trained on the ImageNet [80] dataset
to initialize our CNNs and then train the networks on the Gaze and Gaze+ datasets.
Leave-one-subject-out cross-validation is performed by the comparing methods on Gaze+
dataset. However, this is very computationally intensive for deep learning frameworks and
makes hyper-parameter tuning challenging. In our experiment, we choose our parameters
using the first subject as validation set on Gaze+ dataset, and fix parameters for the rest of
the dataset as well as for the Gaze dataset. We used 16 timesteps and batch size 8 for the
bi-directional LSTM layers, and the LSTM has hidden vector with a dimension of 1024.
Similar to the training procedure used in [17], we first train the generic CNNs with
a base learning rate of 0.001 and decrease it by a factor of 0.1 for every 3000 iterations
until the maximum iteration 30000. Then we add the spatial attention network and train
the model by fixing the CNN convolution kernels. The base learning rate is set to be 1076
and the same learning rate decreasing criteria is used. Finally, the temporal network is
added and the whole stream is trained for 10000 iterations with the weights of the previous
components fixed. The base learning rate of this step is 0.01 and the learning rate decreases
in the same way. The advantage of this training procedure is that we do not need to worry
about the learning speed and loss magnitude differences of each component, and it also

makes the ablation study easier.

7.5 Summary

In this chapter, we propose a two-stream deep architecture each of which contains a spatial
attention network and a temporal network for egocentric action recognition. The tempo-
ral network utilizes bi-directional LSTM to model the long-range dependencies among the
video frames. The spatial attention network learns to predict attention maps by using gaze
information as ground truth. The produced attention maps help our model to identify the
most relevant parts in the frames and predict actions more accurately. By visualizing the
attention maps of our spatial attention network and a comparing model, we demonstrate
that our model is able to predict attention maps that are more consistent with human
attention while performing the actions. The overall two-stream model also achieves com-
petitive action recognition performance with the state-of-the-art methods on GTEA Gaze
and GTEA Gaze+ datasets.

The two-stream network proposed in this chapter laid the foundation for some funda-
mental issues in terms of ego-centric action recognition research. It is an extension of our
deep neural networks used for rat state analysis. The deep networks described in Chapter 3

are sufficient in current navigation tasks to extract rat states, which are defined to be the
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horizontal head orientation and motion direction. In the future, more complex action anal-
ysis from the egocentric videos would be needed in order to facilitate navigation in more
complex scenes such as real world environment. This two-stream network will be beneficial
in such navigation tasks. Currently, this model is not applicable to our rat cyborg automatic
navigation, this is because it is computationally expensive and unable to meet the real-time

navigation requirement.
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Chapter 8

Conclusion

Rat robot has advantages over traditional mechanical robots due to its special motion and
perceptual abilities and has great potential for use in rescue and search applications. In
this thesis, we address the two major challenges in the rat robot automatic navigation,
which are the recognition of the rat action states and the design of the automatic control
strategies. We propose a new idea for analyzing the states of the rat robot. We propose two
action analysis methods and automatic instruction models, based on which we build a new
rat robot for effective automatic navigation. We also propose two models based on deep
neural networks, which are useful for potentially more complex action analysis tasks. More

specifically, the contributions of this thesis can be summarized as follows:

1. Egocentric Action Analysis for Rat Robot

We mount a miniature camera on the back of the rat and the optical axis is placed
in the same direction as the rat head. We use the egocentric video captured by the
rat-mounted camera to analyze the rat action states, which are defined to be its head
orientation and head motion direction. We propose two egocentric action analysis
methods for the rat videos. The first method is based on a traditional optical flow
algorithm and the second method utilizes deep neural networks to analyze rat action
states. These methods produce the rat action states for automatic navigation in open

scenes without the need of a top camera above the scene.

2. Automatic Instruction Models for Rat Robot Control

Inspired by the human control process, we propose two instruction models that issue
an instruction sequence automatically according to the following visual cues obtained
from the egocentric videos: 1) the feedback of the rat robot states, 2) the objects of
interest that indicate the action expectations for the rat robot, e.g. road signs. The
first model learns to mimic the human controlling process using data collected during
the manually controlled navigation. The second model issues instructions according

to a set of control rules defined by human experts’ experience and knowledge.
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We build a rat robot system, which we refer to as a rat cyborg, and apply the egocentric
action analysis and automatic instruction models to enable it to perform automatic

navigation in different scenes.

3. Deep Recurrent Network for Optical Flow Estimation

Optical flow encodes the motion between the consecutive frames and is used in one of
our method to infer the rat states. In order to produce more accurate optical flow esti-
mation, we propose a row convolutional long short-term memory (RC-LSTM) network
to model the spatial dependencies among image pixels and produce context-aware
features. Our RC-LSTM network is integrated with Convolutional Neural Networks
(CNNs) to form an end-to-end trainable network. This model is evaluated on several

optical flow datasets and achieves competitive accuracy.

4. Deep Attention Networks for Egocentric Action Recognition

In order to handle potentially more complex action analysis from the egocentric videos,
we extend our deep neural networks used for rat states analysis to be a two-stream
architecture, which consists of an appearance stream and a motion-based stream. A
spatial attention network is incorporated in each stream to help our model to focus on
the most relevant spatial region of the frames to recognize actions. A temporal net-
work is incorporated to better model the temporal structures of the videos for action
recognition. Our model is evaluated on two egocentric action recognition datasets and

achieves competitive performance.

8.1 Future Work

While we have made multiple contributions to enable the effective rat robot automatic
navigation, much more can be done to further improve the rat robot system.

Extracting more information with the rat-mounted camera: Although the visual
clues obtained from the video captured by rat-mounted camera (rat states and objects) are
sufficient for our current navigation experiments, more information would be beneficial for
future navigation requirements. For example, in the systems that use bird’s eye cameras to
monitor the rat actions, the information of the entire scene and the location of the rat in
the scene are available. These additional information can facilitate more complex control,
such as path finding and route planning [123].

One future direction of our work is to perform simultaneous localization and mapping
(SLAM) [58] using the rat-mounted camera. The rat robot system are expected to construct
and update a map of the environment during navigation, while simultaneously keeps track
of its location within it. This task is challenging because the quick and unexpected motion of

the rat head usually result in very shaky videos. It could be helpful to incorporate additional
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hardware sensors and use some prior knowledge of the environment to help the localization
and mapping process.

Utilizing the sensory ability of the rats: In our work, we only use the motion ability
of the rats, and our rat cyborg perceives the environment purely relying on the computer
vision algorithms. The sensory abilities of the rats, such as olfaction and vision, are not
utilized. It would be interesting to use these abilities to facilitate the rat cyborg in search
applications. One possible way is to use behavioral training to enable the rats to find objects
(e.g. water, food) in the environment [123]. With the help of brain-computer interface, we
could identify the neural signal that indicates when the rats see/smell particular objects.
In this way, the rat can be considered as a powerful biological sensor, and the information
read out from the implanted electrodes can be helpful in exploring the environments.

Researchers have studied the neural response of rats to flashing lights [24, 116, 111].
The critical flicker frequency (CFF) threshold for cells in the rat visual cortex is estimated
in [111], which is defined as the frequency at which a flickering light is indistinguishable from
a steady, non-flickering light. The experiments show that for flashing lights with frequency
lower than CFF, the neurons have difference response histograms for different flickering
frequency. Xu et al. [116] propose a rat robot that is able distinguish lights with high
and low flashing frequencies, by analyzing features of neural signal recorded from primary
visual cortex of the rat. These works can be combined in our rat cyborg system for better
environment perception and more effective navigation.

Navigation in real world environments: Our rat cyborg has great potential for
use in search-and-rescue applications, such as during earthquake remedy. This research is
driven by these application requirements. However, our current navigation experiments are
performed in the lab environment such as the multiple-armed maze and urban planning
model, which are still relatively simple and preliminary comparing to real world environ-
ments. With the help of additional hardware sensors, the rat sensory capability, as well as
more advanced action analysis method and control strategy, hopefully new rat cyborg could

be built for search tasks in the real world environment in the future.
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