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## Abstract

Linear assignment problem (commonly referred to as just assignment problem) is a fundamental problem in combinatorial optimization. The goal is to assign n workers to do n jobs so that the linear sum of corresponding costs is minimized. The linear assignment problem is thoroughly studied and has a $O\left(n^{3}\right)$ solution with Hungarian algorithm. Nevertheless, a wide range of applications involving assignments are naturally modeled with more complex objective functions (for example quadratic sum as in quadratic assignment problem), and are much more computationally challenging.

In this thesis we discuss our results on the bilinear assignment problem, which generalizes the quadratic assignment problem, and is also motivated by several unique applications. The focus is on computational complexity, solvable special cases, approximations, linearizations as well as local search algorithms and other heuristic approaches for the problem. We also present our results on few applied projects, where modelling the underlying problem as a nonlinear assignment was instrumental.
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## Chapter 1

## Introduction

### 1.1 Assignments and linear assignment problem

Assignment problems are concerned with assigning $n$ jobs (items, facilities) to $n$ workers (items, locations). Given a $n \times n$ matrix of costs $c_{i j}$ and $n^{2}$ binary decision variables, where $x_{i j}=1$ stands for assigning job $i$ to worker $j$, we can write the following:

$$
\begin{array}{rlr}
\text { Minimize } & \sum_{i=1}^{n} \sum_{j=1}^{n} c_{i j} x_{i j} & \\
\text { subject to } & \sum_{j=1}^{n} x_{i j}=1 & i=1,2, \ldots, n, \\
& \sum_{i=1}^{n} x_{i j}=1 & j=1,2, \ldots, n, \\
& x_{i j} \in\{0,1\} & i, j=1,2, \ldots, n . \tag{1.4}
\end{array}
$$

Problem (1.1)-(1.4) is called linear assignment problem (LAP), as (1.1) is a linear sum w.r.t. variables. (1.2)-(1.3) are called assignment constraints and correspond to permutations of $n$-element set. Let $\Pi$ be the set of all permutations on $\{1,2, \ldots, n\}$. Then LAP can be also written in permutation form:

$$
\begin{equation*}
\min _{\pi \in \Pi} \sum_{i=1}^{n} c_{i \pi(i)} \tag{1.5}
\end{equation*}
$$

If, say, (1.3) is removed from the formulation, we will be dealing with the case where both $x_{i_{1} j}=1$ and $x_{i_{2} j}=1$ for $i_{1} \neq i_{2}$ can be present in a feasible solution. This type of constraints are semi-assignment constraints, and together with (1.1) define linear semi-
assignment problem:

$$
\begin{array}{lll}
\text { Minimize } & \sum_{i=1}^{n} \sum_{j=1}^{m} c_{i j} x_{i j} & \\
\text { subject to } & \sum_{j=1}^{m} x_{i j}=1 & i=1,2, \ldots, n, \\
& x_{i j} \in\{0,1\} & i=1,2, \ldots, n, j=1,2, \ldots, m . \tag{1.8}
\end{array}
$$

This problem admits a trivial $O(n m)$ solution, but the terminology will be useful for later parts of the survey.

LAP is an important problem in combinatorial optimization with numerous applications dealing with assignments of discrete objects. The famous Hungarian algorithm provides an optimal solution to LAP in $O\left(n^{3}\right)$ running time [90]. Many applications involving assignments require more complicated interactions between variables to correctly capture all processes in a model. The best example is Quadratic Assignment Problem, which gained the most attention among nonlinear assignment problems from the practitioners and Operations Research community. Generally speaking, this additional complexity in the objective function or/and assignments structures brings the problem into the NP-hard category, and thus will force an extra effort to find an optimal (or even near optimal) solutions. However, occasionally, a special information about an input of the problem will allow for a more efficient solution approach. In this chapter we will try to organize our knowledge about nonlinear assignment problems and establish connections between them in terms of generalization/special case relations. We will occasionally refer to several other seminal surveys in the area, as we do not hope for a perfectly detailed review of all the related research that has been done. However, for several of the nonlinear assignment problems new results have been recently obtained, and they will be discussed in such survey format for the first time.

An outline of this chapter is like this. Each section will talk about an important problem or set of problems and will follow the same structure. First a formulation will be presented to demonstrate the difference with LAP and connections to other assignment problems. Next we will give a quick overview of applications that sprung interest for the problem. Following, will be a discussion of results on complexity of the problem together with its special cases, approximability results, average and worst case analysis of solutions. Finally, we will mention algorithmic approaches that researchers attempted for those problems.

### 1.2 Overview of nonlinear assignment problems

### 1.2.1 Quadratic assignment and related problems

Quadratic assignment problem (QAP), introduced in [87], was dealing with assigning $n$ facilities to $n$ locations. The cost function here, besides the linear costs, also contains a part that depends on pairs of variables and is proportional to the value of the flow between two facilities, multiplied by the distance between two locations. Using same decision variables that we used for describing LAP, this Koopmans-Beckmann form of QAP can be stated like this:

$$
\begin{array}{lll}
\operatorname{minimize} & \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} \sum_{l=1}^{n} f_{i k} d_{j l} x_{i j} x_{k l}+\sum_{i=1}^{n} \sum_{j=1}^{n} c_{i j} x_{i j}, \\
\text { subject to } & \sum_{j=1}^{n} x_{i j}=1 & i=1,2, \ldots, n, \\
& \sum_{i=1}^{n} x_{i j}=1 & j=1,2, \ldots, n, \\
& x_{i j} \in\{0,1\} & i, j=1,2, \ldots, n, \tag{1.12}
\end{array}
$$

where $F=f_{i k}$ and $D=d_{j l}$ are $n \times n$ flow and distance matrices respectively. Objective function depends quadratically on decision variables $x_{i j}$, hence the quadratic in the name of the problem. Notice that QAP constraints (1.10) - (1.12) are identical to constraints of the linear assignment problem discussed above.

QAP in more general Lawler's [94] form is to

$$
\begin{array}{lll}
\operatorname{minimize} & \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} \sum_{l=1}^{n} q_{i j k l} x_{i j} x_{k l}, \\
\text { subject to } & \sum_{j=1}^{n} x_{i j}=1 & i=1,2, \ldots, n, \\
& \sum_{i=1}^{n} x_{i j}=1 & j=1,2, \ldots, n, \\
& x_{i j} \in\{0,1\} & i, j=1,2, \ldots, n . \tag{1.16}
\end{array}
$$

Instead of flow and distance matrices, we are using an array $Q$ of size $n \times n \times m \times m$. Koopmans-Beckmann QAP can be transformed into Lawler's form by setting:

$$
\begin{array}{lc}
q_{i j k l}=f_{i k} d_{j l} & i, j, k, l=1,2, \ldots, n ; i \neq k, j \neq l \\
q_{i j i j}=f_{i i} d_{j j}+c_{i j} & i, j=1,2, \ldots, n . \tag{1.18}
\end{array}
$$

The permutation formulation of QAP is

$$
\begin{equation*}
\min _{\pi \in \Pi} \sum_{i=1}^{n} \sum_{k=1}^{n} q_{i \pi(i) k \pi(k)}, \tag{1.19}
\end{equation*}
$$

where $\Pi$ is the set of all permutations on $\{1,2, \ldots, n\}$.
Note that for QAP we can assume without loss of generality that $q_{i j i l}=0$ when $j \neq l$ and similarly $q_{i j k j}=0$ when $i \neq k$. Also, by reassigning all $q_{i j k l}=q_{k l i j}=\frac{q_{i j k l}+q_{k l i j}}{2}$ we can make $n^{2}$ by $n^{2}$ matrix $Q$ symmetric, while maintaining equivalence to the original problem.

Numerous real-world applications established QAP as the focus of study for many from the Operations Research, Combinatorial Optimization and related communities. A nonexhaustive list of problems that could be modeled as QAP include: campus building planning, minimizing the number of connections in a backboard wiring problem, hospital and forest planning, computer manufacturing, scheduling, process communications, turbine balancing, typewriter keyboard design, turbine runner problem, ranking of archeological data, ranking of a team in a relay race, scheduling of parallel production lines, analysis of chemical reactions for organic compounds, arrangement of numbers around a dartboard under risk maximization, the arrangement of probes on microarray chips, combinatorial data analysis and shunting of trams in a storage yard. A detailed description and references to applications can be viewed in a great variety of surveys dedicated to and including QAP [25, 19, 95, 113, 21, 103].

QAP is also a generalization of several other important problems, such as: traveling salesman problem, minimum weight feedback arc set problem, graph partitioning and maximum clique problem, graph isomorphism and graph packing problems. Hence, it is possible to model their applications as QAP too.

## Complexity and solvable cases

QAP is NP-hard, as TSP is its special case. It is not possible to find a constant factor approximation for the QAP in polynomial time, unless $\mathrm{P}=\mathrm{NP}$ [116]. This results holds even for Koopmans-Beckmann QAP with $F, D, C$ satisfying triangle inequality [110]. However, maximization version of the QAP in which matrix $D$ satisfies the triangle inequality admits a $1 / 4$-approximation [9]. A special case of Koopmans-Beckmann QAP called linear dense arrangement problem, where matrix $F$ is the distance matrix of n points which are regularly spaced on a line and the number of 1-entries in $D$ is at least $k n^{2}$ for some constant $k$, is shown to have polynomial-time approximation scheme [10].

If we are to minimize the maximum cost instead of the sum (1.13), we would be dealing with quadratic bottleneck assignment problem [124].

It is known [19] that the average value of all solutions to a given QAP instance can be computed as:

$$
\begin{equation*}
\mathcal{A}=\frac{1}{n(n-1)} \sum_{i, j=1}^{n} \sum_{k \neq i} \sum_{l \neq j} q_{i j k l}+\frac{1}{n} \sum_{i, j=1}^{n} q_{i j i j} . \tag{1.20}
\end{equation*}
$$

With respect to domination analysis, authors of [67] presented a heuristic with no worse than the average value performance guarantee, that has the domination number at least $\frac{n!}{\beta^{n}}$, for any $\beta>1$. For every prime power $n$, the domination number of this heuristic is shown to be at least $(n-2)$ !.

The time complexity of 2 - and 3 -exchange methods for the QAP is exponential in the worst case $[100,103]$. Deciding whether a given local optimum solution of the QAP is also global optimum is NP-complete [101]. It is shown that the optimal value for the 2-exchange local search will be at most $n$ times larger than the average [6]. The solution with this value guarantee will be found by 2-exchange local search in polynomial number of steps.

## Solution approaches

QAP have been attempted to be solved by majority of the popular exact and heuristic methods. In terms of branch-and-bound [102, 68, 7, 1, 30] researchers considered different branching (pair assignment, relative positioning, polytomic branching), bounding and exploration strategies. A large variety of valid inequalities inducing facets was proposed for branch-and-cut [14]. See [19] for more details on exact and heuristic solution methods and an extensive survey on metaheuristics [43] applied to QAP.

Several linearizations were proposed to reformulate quadratic assignment problem as an integer linear program [79, 48, 94, 1]. Following this route, one can attempt to optimally solve this (larger in terms of number of variables and/or number of constraints) integer programming linearization, or relax the integrality constraints and use the relaxation solution as a bound for other methods.

## Quadratic semi-assignment problem

Similarly to semi-assignment case of its linear counterpart, quadratic semi-assignment problem [60] does not have constraint (1.15) and is dealing with assigning potentially larger number $n$ of facilities to $m$ locations, $n \geq m$, such that the quadratic cost is minimized:

$$
\begin{array}{lll}
\operatorname{minimize} & \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{l=1}^{m} q_{i j k l} x_{i j} x_{k l}, \\
\text { subject to } & \sum_{j=1}^{m} x_{i j}=1 & i=1,2, \ldots, n, \\
& x_{i j} \in\{0,1\} & i=1,2, \ldots, n, j=1,2, \ldots, m . \tag{1.23}
\end{array}
$$

The quadratic semi-assignment problem is NP-hard, as it generalizes QAP with a simple transformation. Namely, by adding a large number to all elements $q_{i j i l}$ where $j \neq l$ of $Q$, one can prohibit two facilities to be assigned to the same location. In this way an algorithm that solves quadratic semi-assignment problem will, therefore obtain an optimal solution to the original QAP.

This problem has been considered as a model for various applications such as supply support for space bases, schedule synchronization in transit networks, task scheduling on distributed computing systems and minimizing the mean flow time in parallel processors scheduling. Reader is referred to survey [19] for references of applications as well as lower bounds, polyhedral studies and admissible transformations for this problem.

In [15] author considers a class of polynomially solvable special cases of the quadratic semi-assignment problem. These cases deal with an input array $Q$ representing a flow graph ( $\sum_{j=1}^{m} \sum_{l=1}^{m} q_{i j k l}=1$ when $i$ and $k$ are connected with an edge and 0 otherwise). Authors provide an $O\left(n m^{2}\right)$ algorithm to solve such assignment problem when $Q$ represents flow graph of a tree. If $Q$ represents a flow graph that can be reduced to a single node by means of tail, series and parallel reductions, then a $O\left(n m^{3}\right)$ algorithm to find an optimal solution is given [28, 96].

In [13] authors propose to solve the quadratic semi-assignment problem using lower-first branch-and-bound algorithm that relies on Lagrangean relaxation bounds. Computational results are reported for instances of sizes up to $n=101, m=10$. In terms of heuristics researchers described adaptations of simulated annealing and tabu search [41, 132, 42].

## Cubic and quartic assignment problems

In the beginning of the chapter we considered extending the objective function from linear in LAP to quadratic in QAP. To generalize we can define $m$-tic assignment problem [94] as minimizing:

$$
\begin{equation*}
\sum_{i_{1}=1}^{n} \sum_{i_{2}=1}^{n} \ldots \sum_{i_{2 m}=1}^{n} q_{i_{1} i_{2} \ldots i_{2 m}} x_{i_{1} i_{2}} x_{i_{3} i_{4}} \ldots x_{i_{2 m-1} i_{2 m}} \tag{1.24}
\end{equation*}
$$

subject to assignment constraints as in (1.2)-(1.4).
To this point only 3 - and 4 -tic problems (called cubic and quartic or bi-quadratic respectively) have found applications, according to the literature. Cubic assignment problem appears as a model for finding the minimum shunting of trams in a storage yard, whether, the quartic assignment problem is useful in VLSI synthesis [26]. Authors of the paper provide several results on lower bounds and probabilistic behavior of the problem. Both problems have found use in improving existing lower bounds for QAP [1].

Reported solution methods for quartic assignment problem, due to complexity, are limited to heuristics such as combinations of 2 -exchange local searches, simulated annealing and tabu search [20].

### 1.2.2 Problems with multiple assignments

## Bilinear Assignment Problem

Let $Q=\left(q_{i j k \ell}\right)$ be an $m \times m \times n \times n$ array, $C=\left(c_{i j}\right)$ be an $m \times m$ matrix, and $D=\left(d_{k \ell}\right)$ be an $n \times n$ matrix. Then the bilinear assignment problem $(\mathrm{BAP})$ is to

$$
\begin{array}{lll}
\text { Minimize } & \sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{\ell=1}^{n} q_{i j k \ell} x_{i j} y_{k \ell}+\sum_{i=1}^{m} \sum_{j=1}^{m} c_{i j} x_{i j}+\sum_{k=1}^{n} \sum_{\ell=1}^{n} d_{k \ell} y_{k \ell} \\
\text { subject to } & \sum_{j=1}^{m} x_{i j}=1 & i=1,2, \ldots, m, \\
& \sum_{i=1}^{m} x_{i j}=1 & j=1,2, \ldots, m, \\
& \sum_{\ell=1}^{n} y_{k \ell}=1 & k=1,2, \ldots, n, \\
& \sum_{k=1}^{n} y_{k \ell}=1 & \ell=1,2, \ldots, n, \\
x_{i j}, y_{k \ell} \in\{0,1\} & i, j=1,2, \ldots, m, \quad k, \ell=1, \ldots, n . \tag{1.30}
\end{array}
$$

Let $\mathcal{X}$ be the set of all $m \times m 0-1$ matrices satisfying (1.26) and (1.27) and $\mathcal{Y}$ be the set of all $n \times n 0-1$ matrices satisfying (1.28) and (1.29). Also, let $\mathcal{F}$ be the set of all feasible solutions of BAP. Note that $|\mathcal{F}|=m!n!$. An instance of the BAP is fully defined by the 3 -tuple of cost arrays $(Q, C, D)$. Let $M=\{1,2, \ldots, m\}$ and $N=\{1,2, \ldots, n\}$. Without loss of generality we assume that $m \leq n$. The objective function of BAP is denoted by $f(\mathbf{x}, \mathbf{y})$ where $\mathbf{x}=\left(x_{i j}\right) \in \mathcal{X}$ and $\mathbf{y}=\left(y_{i j}\right) \in \mathcal{Y}$. The quadratic part of the objective function, i.e. $\sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{\ell=1}^{n} q_{i j k \ell} x_{i j} y_{k \ell}$, is denoted by $\bar{f}(\mathbf{x}, \mathbf{y})$. It may be noted that in BAP, constraints (1.30) can be replaced by $0 \leq x_{i j} \leq 1$ and $0 \leq y_{k \ell} \leq 1$ for $i, j=1, \ldots, m$, and $k, \ell=1, \ldots, n$.

Being a generalization of the well studied problems QAP and 3AP, applications of these models translate into applications of BAP. Further, Zikan [134] used a model equivalent to BAP to solve track initialization in the multiple-object tracking problem, Tsui and Chang $[128,129]$ used BAP to model a dock door assignment problem, and Torki, Yajima and Enkawa [126] used BAP to obtain heuristic solutions to QAP with a small rank $Q$.

## Bipartite Quadratic Assignment Problem

Closely related to quadratic semi-assignment problem, bipartite quadratic assignment problem $(B Q A P)$ can be written as the following integer program:

$$
\begin{array}{ll}
\text { Minimize } & \sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{l=1}^{n} q_{i j k l} x_{i j} y_{k l}+\sum_{i=1}^{m} \sum_{j=1}^{m} c_{i j} x_{i j}+\sum_{k=1}^{n} \sum_{l=1}^{n} d_{k l} y_{k l} \\
\text { subject to } & \sum_{i=1}^{m} x_{i j}=1 \\
& j=1,2, \ldots, m, \\
& \sum_{l=1}^{n} y_{k l}=1  \tag{1.34}\\
& k=1,2, \ldots, n, \\
x_{i j}, y_{k l} \in\{0,1\} & i, j=1, \ldots, m, k, l=1, \ldots, n .
\end{array}
$$

Here we have real valued four dimensional array $Q=\left(q_{i j k l}\right)$ of size $m \times m \times n \times n$, an $m \times m$ matrix $C=\left(c_{i j}\right)$, and an $n \times n$ matrix $D=\left(d_{k l}\right)$.

Applications for BQAP predominantly lie in the area of facility location. Moreover, BQAP is a proper generalization of QAP [109] and can be used as a model for variety of corresponding applications.

It is shown that BQAP can be considered as a special case of quadratic semi-assignment problem [109]. However, authors use a more general quadratic programming model to explore complexity. For this problem constraints are parametrized and may not be of an assignment kind. Following, NP-hardness is shown for several special cases.

In [37] authors study BQAP from the point of view of complexity, domination analysis and solvable special cases. The closed formula to calculate the average value $\mathcal{A}$ of all solutions is presented as:

$$
\begin{equation*}
\mathcal{A}(Q, c, d)=\frac{1}{m n} \sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{\ell=1}^{n} q_{i j k \ell}+\frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{m} c_{i j}+\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} d_{i j} . \tag{1.35}
\end{equation*}
$$

Every feasible solution with objective function value at most $\mathcal{A}$ has the domination ratio at least $\frac{1}{m n}$. Finding the median objective function value, however, is shown to be NP-hard. Computing a solution whose objective function value is no worse than that of $m^{m} n^{n}-$ $\left.\left.\left\lceil\frac{m}{\alpha}\right\rceil^{\left\lceil\frac{m}{\alpha}\right.}\right\rceil \frac{n}{\alpha}\right\rceil^{\left\lceil\frac{n}{\alpha}\right\rceil}$ solutions of BQAP, is NP-hard for any rational number $\alpha>1$. However, a solution with the domination number $\Omega\left(m^{m-1} n^{n-1}+m^{2} n^{n}+m^{m} n^{2}\right)$ for BQAP, can be found in $O\left(m^{3} n^{3}\right)$ time.

Although tools for bilinear programming can be used to solve BQAP, authors [109] look for a better tailored approaches that exploit additional problem structure. Several neighborhood search structures introduced that are based on chains of swaps in the solution as well as solving linear assignment sub-problems. Finally, a Tabu Search algorithm is
presented to enhance the performance of local search over described neighborhoods. In [37] it is shown that some heuristics that work well in practice could produce solutions with objective function value worse than the average value of solutions. However, a simple polynomial algorithm that guarantee a solution with objective function value no worse than the average value of solutions is provided in the paper.

### 1.2.3 Multi-dimensional assignment problems

## Axial and planar 3-dimensional assignment problems

Consider the $n \times n \times n$ cost array $A=\left(a_{i j k}\right)$. The axial 3-dimensional assignment problem (3AP) [104] can be written as the following integer linear program:

$$
\begin{array}{cll}
\text { minimize } & \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} a_{i j k} x_{i j k} & \\
\text { subject to } & \sum_{j=1}^{n} \sum_{k=1}^{n} x_{i j k}=1 & (i=1,2, \ldots, n), \\
& \sum_{i=1}^{n} \sum_{k=1}^{n} x_{i j k}=1 & (j=1,2, \ldots, n), \\
& \sum_{i=1}^{n} \sum_{j=1}^{n} x_{i j k}=1 & (k=1,2, \ldots, n), \\
& x_{i j k} \in\{0,1\} & (i, j, k=1, \ldots, n) . \tag{1.40}
\end{array}
$$

Alternatively, the permutation formulation for 3AP is to find

$$
\begin{equation*}
\min _{\pi, \phi \in \Pi} \sum_{i=1}^{n} a_{i \pi(i) \phi(i)} . \tag{1.41}
\end{equation*}
$$

3AP can be viewed as a special case of bilinear integer programming as discussed in [46], and, in particular, as a special case of BAP. The problem is then to find $\mathbf{x}, \mathbf{y} \in \mathcal{Y}$ such that

$$
\sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} a_{i j k} x_{i j} y_{j k}
$$

is minimized. Now it is easy to see that every 3AP instance with $A=\left(a_{i j k}\right)$ can be reduced to a BAP instance ( $Q, O^{n}, O^{n}$ ), where $q_{i j k \ell}$ is equal to $a_{i j \ell}$ if $j=k$, and to 0 otherwise.

Axial 3-dimensional assignment problem has applications in areas such as: investment of capital into physical locations over time horizon; ingot temperature stabilization via rolling mill; assembly of printed circuit boards; dynamic facility location; satellite launching; perishable production planning. The bottleneck version of the problem (minimizing
maximum cost) has been considered as a model for some time-cost trade-off problems. For more applications and references see [19], [122].

3AP is NP-hard [78] and no polynomial time algorithm can achieve a constant approximation ratio, unless $\mathrm{P}=\mathrm{NP}$ [33]. This statement holds even for two special cases of 3AP where the cost array $A$ satisfies

$$
\begin{equation*}
a_{i j k}=d_{i j}+d_{i k}+d_{j k} \quad(i, j, k=1, \ldots, n) \tag{1.42}
\end{equation*}
$$

or

$$
\begin{equation*}
a_{i j k}=\min \left\{d_{i j}+d_{i k}, d_{i j}+d_{j k}, d_{i k}+d_{j k}\right\} \quad(i, j, k=1, \ldots, n) \tag{1.43}
\end{equation*}
$$

for some $n \times n$ array $D$. However, if every $d_{i j}, d_{i k}, d_{j k}$ satisfy triangle inequality, these special cases of 3 AP admit $3 / 2$ and $4 / 3$ approximations respectively [33]. Authors of [123] show that if $d_{i j}, d_{i k}, d_{j k}$ correspond to euclidean distances between $3 n$ points in the plane, then 3 AP is NP-hard for both minimizing the perimeter (same as 1.42 ) as well as minimizing the area of the corresponding triangles. The maximization version of 3AP with cost array satisfying (1.42) is polynomially solvable when $d_{i j}, d_{i k}, d_{j k}$ represent polyhedral norm distances between 3 n points in $\mathbb{R}^{q}[35]$. The general maximization version of 3 AP , interestingly, allows for a $1 / 3$ approximation based on the results from [72]. As discovered in [22] 3AP becomes polynomially solvable in case $A$ is a Monge array, where for each fixed $i$ (and similarly for each $j$ and $k$ ):

$$
\begin{equation*}
a_{i u v}+a_{i r s} \leq a_{i u s}+a_{i r l} \quad \text { for } 1 \leq u<r \leq n, 1 \leq v<s \leq n \tag{1.44}
\end{equation*}
$$

This result is also true for the axial 3-dimensional bottleneck assignment problem if the Monge property of the array is replaced with the bottleneck Monge property [22] or wedge condition [81] (see references for details). Another special case of 3AP considered in [23] deals with decomposable costs:

$$
\begin{equation*}
a_{i j k}=b_{i} c_{j} d_{k} \quad(i, j, k=1, \ldots, n) \tag{1.45}
\end{equation*}
$$

In this form the minimization problem remains NP-hard and hard to approximate, whereas, the maximization problem becomes polynomially solvable. Authors [23] also describe few polynomially solvable special cases of decomposable 3AP based on very restricted structures of arrays $B, C, D$.

Several exact and heuristic approaches were proposed for the axial 3-dimensional assignment problem. The former include some variations of the primal-dual method, subgradient procedures for Lagrangean relaxation of the problem and branch-and-bound with different branching rules. The later are local search and few popular metaheuristics such as greedy randomized adaptive search procedure with path relinking and hybrid genetic algorithm.

For more detailed review of the polyhedral studies, asymptotic behavior, lower bounds, exact and heuristic algorithms for 3AP the reader is referred to surveys in [19], [122].

The planar 3-dimensional assignment problem (planar 3AP) can be written as the following integer linear program:

$$
\begin{array}{cll}
\operatorname{minimize} & \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} a_{i j k} x_{i j k} & \\
\text { subject to } & \sum_{k=1}^{n} x_{i j k}=1 & (i, j=1,2, \ldots, n), \\
& \sum_{i=1}^{n} x_{i j k}=1 & (j, k=1,2, \ldots, n), \\
& \sum_{j=1}^{n} x_{i j k}=1 & (i, k=1,2, \ldots, n) \\
& x_{i j k} \in\{0,1\} & (i, j, k=1, \ldots, n) \tag{1.50}
\end{array}
$$

The permutation formulation for planar 3AP is to find $n$ mutually distinct permutations $\pi_{1}, \pi_{2}, \ldots, \pi_{n}$ to minimize

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{k=1}^{n} a_{i \pi_{k}(i) k} . \tag{1.51}
\end{equation*}
$$

Planar 3AP is NP-hard [47], and related to Latin squares. Applications for planar 3AP include several timetabling and time slot assignment problems.

If the cost array $A$ satisfies $a_{i j k}=a_{i j}$ for $k=1, \ldots, n$ then the planar 3AP is solvable, with any set of mutually distinct permutations as the solution. Another variation considered involves minimization of slightly different objective function:

$$
\begin{equation*}
\sum_{k=1}^{n} \max _{1 \leq i \leq n} a_{i \pi_{k}(i) k} . \tag{1.52}
\end{equation*}
$$

This version of planar 3AP remains NP-hard [114].
Researchers tackled the planar 3AP with several approaches, namely branch-and-bound and tabu search. PTAS for planar 3AP is presented in [51]. For more detailed review of the polyhedral studies, lower bounds and algorithms for planar 3AP and variations see [19].

## Two to one assignment problem

Another assignment problem that is somewhat more general than 3AP is two-to-one assignment problem (2-1-AP) [56]. Here input is two disjoint sets $X, Y(2|X|=|Y|=2 n)$ together with costs $a_{i j k}$ for all triples $(i, j, k) \in X \times Y \times Y$, and the goal is to find a set $M$ of $n$ mutually disjoint triples that minimize $\sum_{(i, j, k) \in M} a_{i j k}$. The 2-1-AP is NP-hard,
even if costs $a_{i j k}$ can have only two distinct values. Namely, it contains 3DA as a special case: Starting from an 3DA instance $I^{\prime}=\left(X^{\prime}, Y^{\prime}, Z^{\prime},\left\{a_{i j k}^{\prime}\right\}\right)$ where $a_{i j k}^{\prime} \in\{u, v\}, u<v$, one can obtain an equivalent instance of the 2-1-AP $I=\left(X, Y,\left\{a_{i j k}\right\}\right)$ by setting $X:=X^{\prime}$, $Y:=Y^{\prime} \cup Z^{\prime}$ and defining costs $a_{i j k}$ to be equal to corresponding $a_{i j k}^{\prime}$, extended by setting the costs of new feasible triples to be equal to $v$.

Together with approximability analysis authors [56] suggest several practical problems that can be modeled with 2-1-AP, such as satellite refuelling, chromosome pairing, sports scheduling and gender matching. Main results are concerned about special case of 2-1-AP. Namely, when the input costs are decomposable (1.42) and satisfy triangle inequality there can not be a polynomial time approximation scheme, unless $\mathrm{P}=\mathrm{NP}$. Finally, paper presents $4 / 3$-approximation for this version of $2-1-\mathrm{AP}$, which generalizes the similar result for 3 AP .

## General multi-dimensional assignment problems

LAP ( 2 dimensions) and axial 3AP (3 dimensions) could be easily generalized into more dimensions. Namely, m-dimensional assignment problem is to minimize

$$
\begin{array}{lll} 
& \sum_{i_{1}=1}^{n} \sum_{i_{2}=1}^{n} \ldots \sum_{i_{m}=1}^{n} a_{i_{1} i_{2} \ldots i_{m}} x_{i_{1} i_{2} \ldots i_{m}} & \\
\text { subject to } & \sum_{i_{2}=1}^{n} \sum_{i_{3}=1}^{n} \cdots \sum_{i_{m}=1}^{n} x_{i_{1} i_{2} \ldots i_{m}}=1 & \left(i_{1}=1,2, \ldots, n\right), \\
& \sum_{i_{1}=1}^{n} \sum_{i_{3}=1}^{n} \cdots \sum_{i_{m}=1}^{n} x_{i_{1} i_{2} \ldots i_{m}}=1 & \left(i_{2}=1,2, \ldots, n\right), \\
\vdots \\
& \sum_{i_{1}=1}^{n} \sum_{i_{2}=1}^{n} \cdots \sum_{i_{m-1}=1}^{n} x_{i_{1} i_{2} \ldots i_{m}}=1 & \left(i_{m}=1,2, \ldots, n\right), \\
x_{i_{1} i_{2} \ldots i_{m}} \in\{0,1\} \quad\left(i_{1}, i_{2}, \ldots, i_{m}=1, \ldots, n\right) . \tag{1.57}
\end{array}
$$

Alternatively, you can state the problem as finding $m-1$ permutations that solve

$$
\begin{equation*}
\min _{\pi_{j} \in \Pi, \forall j \in\{1, \ldots, m-1\}} \sum_{i=1}^{n} a_{i \pi_{1}(i) \pi_{2}(i) \ldots \pi_{m-1}(i)} . \tag{1.58}
\end{equation*}
$$

$m$-dimensional assignment problems most commonly appear during modelling of multitarget tracking, routing in meshes and data association problems. By exchanging (1.54) (1.56) with a larger number of constraints, each with more indices fixed (and so with less number of summations) one can define planar m-dimensional assignment problem. The connection of the solution structure to Latin squares is similar as in planar 3AP. This variant of the problem is useful for the design of tournaments, conflict-free access to parallel
memories and the design of error-correcting codes. For more details and references on applications of multi-dimensional assignment problems see surveys [19, 122].

The dimensionality of the polytop for the $m$-dimensional assignment problem can be computed as $\sum_{i=0}^{m-2}\binom{m}{i}(n-1)^{m-i}$ due to result in [8].

Clearly, the problem is NP-hard for $m \geq 3$. Two papers [52, 88] discuss approximation algorithms and prove that they are asymptotically optimal for special cases of random input matrices. In case of maximizing the objective value ( $1 / m$ )-approximation is presented in [72] and $(2 / m-\epsilon)$-approximation in [73], with the restriction of 0,1 cost coefficients for the later. Moreover, for the 0,1 costs case, authors of [91] show that the ratio between optimal solution value and LP relaxation is bounded by $m-1$.

Special case of $m$-dimensional assignment problem with cost array satisfying Monge property (similar to 3AP description) admits trivial solution [22]. If cost coefficients are sum decomposable (that is $a_{i_{1} i_{2} \ldots i_{m}}=d_{i_{1} i_{2}}+d_{i_{1} i_{3}}+\ldots+d_{i_{1} i_{m}}+d_{i_{2} i_{3}}+\ldots+d_{i_{m-1} i_{m}}$ ), then there exists $(2-2 / m)$-approximation algorithm. Proofs of approximation ratios for this and several others forms of decomposable cost coefficients are presented in [11]. A characterization of instances that have every solution with the same objective value for axial and planar $m$-dimensional assignment problems can be found in [80] and [34] respectively.

Authors in [62] consider the $m$-dimensional assignment problem with random cost coefficients and bound the expected number of local optimums for the 2-exchange search neighborhood and its generalizations.

Most of the algorithmic results on these general problems are based on Lagrangean relaxations and branch-and-cut. With the later, polynomial-time separation algorithm have been proposed for cuts based on clique, odd-hole, and antiweb inequalities. The only known metaheuristic developed for the problem is Greedy Randomized Adaptive Search with both serial and parallel adaptations. See [19] for references to these algorithms and to the analysis of probabilistic asymptotic behavior and probabilistic bounds on optimal solution value.

### 1.2.4 Partition assignment problem

Let $N=\{1,2, \ldots, n\}$ and $E=\{1,2, \ldots, p\}$ be finite sets and $F=\left\{S_{1}, S_{2}, \ldots, S_{m}\right\}$ be a family of subsets of $E$. The index set of elements of $F$ is denoted by $M=\{1,2, \ldots, m\}$. For each $(i, j) \in N \times M$, a cost $c_{i j}$ is prescribed. The value $c_{i j}$ can be viewed as the cost of assigning the set $S_{j}$ to $i$. Then the partition assignment problem (PAP) is to find a partition $\left\{S_{k_{1}}, S_{k_{2}}, \ldots, S_{k_{r}}\right\}$ of $E$ such that $S_{k_{i}} \in F$ for $i=1,2, \ldots, r$ and an assignment of $S_{k_{1}}, S_{k_{2}}, \ldots, S_{k_{r}}$ to $\{1,2, \ldots, n\}$ such that the total cost of assignment is as small as possible.

An integer programming formulation of this problem can be given as follows. For each $t \in E$ let $\Delta(t)=\left\{j: t \in S_{j}\right\}$. Consider the decision variables $x_{i j}$ given by

$$
x_{i j}= \begin{cases}1 & \text { if } i \in N \text { is assigned to the subset } S_{j} \\ 0 & \text { otherwise }\end{cases}
$$

Then PAP can be formulated as a 0-1 integer programming problem:

$$
\begin{align*}
\text { Minimize } & \sum_{i \in N} \sum_{j \in M} c_{i j} x_{i j} \\
\text { Subject to } & \sum_{i \in N} x_{i j} \leq 1, \quad \forall j \in M  \tag{1.59}\\
& \sum_{j \in M} x_{i j} \leq 1, \quad \forall i \in N  \tag{1.60}\\
& \sum_{j \in \Delta(t)} \sum_{i \in N} x_{i j}=1, \quad \forall t \in E  \tag{1.61}\\
& x_{i j} \in\{0,1\}, \quad \forall i \in N, \forall j \in M \tag{1.62}
\end{align*}
$$

Note that in presence of equation (1.61), equation (1.59) is redundant and can be discarded. It may be advantageous to retain equation (1.59) in the model since it might provide a tighter continuous relaxation.

PAP can also be viewed as a bilevel program combining set partitioning and weighted bipartite matching as follows. Let $S^{\alpha}=\left\{S_{\alpha_{1}}, S_{\alpha_{2}}, \ldots, S_{\alpha_{u}}\right\}$ be a subfamily of $F$, such that $S^{\alpha}$ is a partition of $E$. Construct the complete bipartite graph $G^{\alpha}=\left(V^{\alpha}, H^{\alpha}\right)$ with the generic bipartition of $V^{\alpha}=N \cup U^{\alpha}$, where $U^{\alpha}=\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{u}\right\}$ and the cost of the edge $\left(i, \alpha_{j}\right)=c_{i \alpha_{j}}$. A matching in $G^{\alpha}$ is called pseudo-perfect if all nodes in $U^{\alpha}$ are matched. Let $M^{\alpha}$ be a minimum cost pseudo-perfect matching in $G^{\alpha}$. Then the cost of the partition $S^{\alpha}$ is $C\left(S^{\alpha}\right)=\sum_{(i, j) \in M^{\alpha}} c_{i j}$. Note that $C\left(S^{\alpha}\right)$ is precisely the cost of the minimum cost pseudo-perfect matching in $G^{\alpha}$. Thus PAP can be written as

> Minimize $C\left(S^{\alpha}\right)$
> Subject to $S^{\alpha} \in F^{\prime}$
where $F^{\prime}$ is the collection of all partitions of $E$ that are in $F$, that is, $F^{\prime}=\left\{S^{\alpha}=\right.$ $\left\{S_{\alpha_{1}}, S_{\alpha_{2}}, \ldots, S_{\alpha_{u}}\right\}: S_{\alpha_{i}} \in F, 1 \leq i \leq u \leq n$, and $S^{\alpha}$ is a partition of $\left.E\right\}$.

### 1.3 Outline of thesis

In this thesis we discuss our recent findings for the bilinear assignment problem with the focus on computational complexity, solvable special cases, approximations, linearizations, local search methods and related heuristics. We also talk about our results with several applied problems, where modelling with nonlinear assignment problems was instrumental.

An outline of the write-up is as follows. Chapter 2 is dedicated to theoretical results on the bilinear assignment problem. First we discuss the issues of the complexity of BAP and its special cases, and mention results of approximation and domination analysis. We also present several reformulation linearizations techniques to reformulate the problem as an integer linear program. Then, in Chapter 3 we discuss the key component in devising local search algorithms for the problem - search neighborhood structures. This is followed by the overview of our experimental experience with various local searches and more advanced heuristics for BAP. In Chapter 4 we present a ridesharing problem and several ways to model it. One of the possible models is a new variation of nonlinear assignment problem - partition assignment problem. We mention some preliminary results on this model. The next chapter (Chapter 5) is dedicated to another optimization problem, which was encountered during our work on scheduling deliveries for vehicles that carry laboratory samples. The summary of our modelling and computational experience with multi-commodity network flow formulation for the problem is provided. We summarize results of the thesis and mention key open problems in Chapter 6.

## Chapter 2

## Bilinear Assignment Problem: Complexity and Polynomially Solvable Special Cases

In this chapter we discuss our theoretical results on bilinear assignment problem published in Mathematical Programming journal from November 2017 [38].

We show that Bilinear Assignment Problem (BAP) cannot be approximated within a constant factor unless $\mathrm{P}=\mathrm{NP}$ even if the associated quadratic cost matrix $Q$ is diagonal. Further, we show that BAP remains NP-hard if $m=O(\sqrt[r]{n})$, for some fixed $r$, but is solvable in polynomial time if $m=O\left(\frac{\log n}{\log \log n}\right)$. When the rank of $Q$ is fixed, BAP is observed to admit FPTAS and when this rank is one, it is solvable in polynomial time under some additional restrictions. We then provide a necessary and sufficient condition for BAP to be equivalent to two linear assignment problems. A closed form expression to compute the average of the objective function values of all solutions is presented, whereas the median of the solution values cannot be identified in polynomial time, unless $\mathrm{P}=\mathrm{NP}$. We then provide polynomial time heuristic algorithms that find a solution with objective function value no worse than that of $(m-1)!(n-1)$ ! solutions. However, computing a solution whose objective function value is no worse than that of $m!n!-\left\lceil\frac{m}{\beta}\right\rceil!\left\lceil\frac{n}{\beta}\right\rceil!$ solutions is NP-hard for any fixed rational number $\beta>1$.

This chapter is organized as follows. In Section 2.2 we investigate the complexity of BAP and prove that it is NP-hard if $m=O(\sqrt[r]{n})$, for some fixed $r$, but is polynomially solvable if $m=O\left(\frac{\log n}{\log \log n}\right)$. Note that QAP is polynomially solvable if $Q^{\prime}$ is diagonal, but we show that BAP is NP-hard even if $Q$ is diagonal and $n=m$. Moreover, such BAP instances do not admit a polynomial time $\alpha$-approximation algorithm for any fixed $\alpha>1$, unless $\mathrm{P}=\mathrm{NP}$. Section 2.2 also deals with some special classes of BAP that are solvable in polynomial time. In particular, we provide an algorithm to solve BAP when $Q$, observed as
a matrix, is of rank one, and either $C$ or $D$ is a sum matrix (i.e., either $c_{i j}$ 's or $d_{i j}$ 's are of the form $s_{i}+t_{j}$, for some vectors $S=\left(s_{i}\right)$ and $\left.T=\left(t_{i}\right)\right)$. Furthermore, we show that a BAP instance is equivalent to two linear assignment problems, if and only if $Q$ is of the form $q_{i j k \ell}=e_{i j k}+f_{i j \ell}+g_{i k \ell}+h_{j k \ell}$, for a natural definition of equivalency. In this case, the problem can be solved in $O\left(n^{3}\right)$ time. In Section 2.3, we analyze various methods for approximating an optimal solution. We show that there is a FPTAS for BAP if the rank of $Q$ is fixed, and present a discretization procedure that preserves the objective value. Computing a solution whose objective function value is no worse than that of $m!n!-\left\lceil\frac{m}{\beta}\right\rceil!\left\lceil\frac{n}{\beta}\right\rceil!$ solutions is observed to be NP-hard for any fixed rational number $\beta>1$. We also obtain a closed form expression for computing the average of the objective function values of all feasible solutions, and present methods for finding a solution with the objective value guaranteed to be no worse than the average value. Such solutions are shown to have objective function value no worse than $(m-1)!(n-1)$ ! alternative solutions. Finally, we note that a median solution cannot be found in polynomial time, unless $\mathrm{P}=\mathrm{NP}$. Here the median denotes a solution which is in the middle of the list of all feasible solutions sorted by their objective function value. Concluding remarks are given in Section 2.5.

### 2.1 Formulation and connection to other nonlinear problems

Let $Q=\left(q_{i j k \ell}\right)$ be an $m \times m \times n \times n$ array, $C=\left(c_{i j}\right)$ be an $m \times m$ matrix, and $D=\left(d_{k \ell}\right)$ be an $n \times n$ matrix. Then the bilinear assignment problem (BAP) is to

$$
\begin{array}{lll}
\text { Minimize } & \sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{\ell=1}^{n} q_{i j k \ell} x_{i j} y_{k \ell}+\sum_{i=1}^{m} \sum_{j=1}^{m} c_{i j} x_{i j}+\sum_{k=1}^{n} \sum_{\ell=1}^{n} d_{k \ell} y_{k \ell} \\
\text { subject to } & \sum_{j=1}^{m} x_{i j}=1 & i=1,2, \ldots, m, \\
\sum_{i=1}^{m} x_{i j}=1 & j=1,2, \ldots, m, \\
\sum_{\ell=1}^{n} y_{k \ell}=1 & k=1,2, \ldots, n, \\
& \ell=1,2, \ldots, n, \\
\sum_{k=1}^{n} y_{k \ell}=1 & i, j=1, \ldots, m, \quad k, \ell=1, \ldots, n . \tag{2.6}
\end{array}
$$

Let $\mathcal{X}$ be the set of all $m \times m 0-1$ matrices satisfying (2.2) and (2.3) and $\mathcal{Y}$ be the set of all $n \times n 0-1$ matrices satisfying (2.4) and (2.5). Also, let $\mathcal{F}$ be the set of all feasible solutions of BAP. Note that $|\mathcal{F}|=m!n!$. An instance of the BAP is fully defined by the 3 -tuple of cost arrays $(Q, C, D)$. Let $M=\{1,2, \ldots, m\}$ and $N=\{1,2, \ldots, n\}$. Without loss of generality we assume that $m \leq n$. The objective function of BAP is denoted by
$f(\mathbf{x}, \mathbf{y})$ where $\mathbf{x}=\left(x_{i j}\right) \in \mathcal{X}$ and $\mathbf{y}=\left(y_{i j}\right) \in \mathcal{Y}$. The quadratic part of the objective function, i.e. $\sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{\ell=1}^{n} q_{i j k \ell} x_{i j} y_{k \ell}$, is denoted by $\bar{f}(\mathbf{x}, \mathbf{y})$. It may be noted that in BAP, constraints (2.6) can be replaced by $0 \leq x_{i j} \leq 1$ and $0 \leq y_{k \ell} \leq 1$ for $i, j=1, \ldots, m$, and $k, \ell=1, \ldots, n$. This is because, there always exist an integral optimal solution of the relaxed version of the problem, which can be shown by applying the analogous property for the linear assignment problem twice, e.g. see Theorem 10. This justifies the name bilinear assignment problem [5, 85].

BAP is closely related to the well known quadratic assignment problem (QAP) [25]. Let $Q^{\prime}=\left(q_{i j k \ell}^{\prime}\right)$ be an $n \times n \times n \times n$ array. Then the QAP is defined as

$$
\begin{array}{lll}
\text { Minimize } & \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} \sum_{\ell=1}^{n} q_{i j k \ell}^{\prime} x_{i j} x_{k \ell} \\
\text { subject to } & \sum_{j=1}^{n} x_{i j}=1 & i=1,2, \ldots, n, \\
& \sum_{i=1}^{n} x_{i j}=1 & j=1,2, \ldots, n, \\
& x_{i j} \in\{0,1\} & i, j=1, \ldots, n .
\end{array}
$$

Note that $Q^{\prime}$ could be viewed as an $n^{2} \times n^{2}$ matrix. Let $Q^{\prime \prime}=Q^{\prime}+\alpha I$ where $I$ is the $n^{2} \times n^{2}$ identity matrix. It is well known that the optimal solution set for the QAP with cost matrix $Q^{\prime}$ and $Q^{\prime \prime}$ are identical. By choosing $\alpha$ appropriately, we could make $Q^{\prime \prime}$ either positive semidefinite or negative semidefinite. Thus without loss of generality we could assume that $Q^{\prime}$ in QAP is symmetric and negative semidefinite [18, 25]. Under this assumption, if $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is an optimal solution to the BAP instance ( $Q^{\prime}, O^{n}, O^{n}$ ), where $O^{n}$ is an $n \times n$ zero matrix, then both $\mathbf{x}^{*}$ and $\mathbf{y}^{*}$ are optimal solutions to the QAP [39, 85]. Thus, if $\mathbf{x}^{*} \neq \mathbf{y}^{*}$, they are alternative optimal solutions for the QAP. In this sense, BAP is a generalization of the QAP. It may be noted that [85] considers maximization of a convex quadratic function with linear constraints and its linkages to solving a corresponding bilinear program. Our assumption that $Q^{\prime}$ in QAP is negative semidefinite leads to the question of minimization of a concave quadratic function and its connection to minimization of a bilinear program. The pertinent results in [85] extend in a natural way to minimization of a concave quadratic function and the minimization of the corresponding bilinear program. This establishes the validity of our remarks on BAP as a generalization of QAP.

Another interesting combinatorial optimization problem related to BAP, is the so called independent $Q A P$, introduced in [21]. It can be reformulated as follows. Given two $n \times n$ matrices $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$, one needs to find $\mathbf{x}, \mathbf{y} \in \mathcal{Y}$ such that

$$
\sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} \sum_{\ell=1}^{n} a_{i k} b_{j \ell} x_{i j} y_{k \ell}
$$

is minimized. Then, it is clear that an instance of independent QAP can be reduced to an instance $\left(Q, O^{n}, O^{n}\right)$ of BAP, where $q_{i j k \ell}=a_{i k} b_{j \ell}$. Therefore, independent QAP is a special case of BAP.

Furthermore, the axial three-dimensional assignment problem (3AP) [122] is also a special case of BAP. Consider the $n \times n \times n$ cost array $A=\left(a_{i j k}\right)$. Then the 3AP is to find $\mathbf{x}, \mathbf{y} \in \mathcal{Y}$ such that

$$
\sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} a_{i j k} x_{i j} y_{j k}
$$

is minimized. Now it is easy to see that every 3AP instance with $A=\left(a_{i j k}\right)$ can be reduced to a BAP instance $\left(Q, O^{n}, O^{n}\right)$ where $q_{i j k \ell}$ is equal to $a_{i j \ell}$ if $j=k$, and 0 otherwise. The above reduction of 3AP to BAP is a special case of a more general problem considered by Frieze [46].

### 2.2 Complexity and polynomially solvable cases

Since BAP is a generalization of QAP, it is clearly strongly NP-hard. It is well known that for any $\alpha>1$ the existence of a polynomial time $\alpha$-approximation algorithm for QAP implies $\mathrm{P}=\mathrm{NP}$ [116]. The reduction from QAP to BAP discussed in the introduction section need not preserve approximation ratio. Let us now discuss another reduction from QAP to BAP that partially preserves approximation ratio.

Suppose $m=n$ and impose the additional restriction in BAP that $x_{i j}=y_{i j}$ for all $i, j$. The resulting problem is equivalent to QAP. Constraints $x_{i j}=y_{i j}$ can be enforced by modifying the entries of $Q, C$ and $D$ without explicitly stating the constraints or changing the objective function values of the solutions that satisfy the new constants. For every $i, j$ we can change $c_{i j}$ to $c_{i j}+L, d_{i j}$ to $d_{i j}+L$ and $q_{i j i j}$ to $q_{i j i j}-2 L$, for some large $L$, e.g. $L=m \max _{i, j}\left|c_{i j}\right|+n \max _{k, \ell}\left|d_{k \ell}\right|+m n \max _{i, j, k, \ell}\left|q_{i j k \ell}\right|+1$. This will increase the objective value by $\sum_{i, j=1}^{n} L\left(x_{i j}-2 x_{i j} y_{i j}+y_{i j}\right)=\sum_{i, j=1}^{n} L\left(x_{i j}-y_{i j}\right)^{2}$, which forces $x_{i j}=y_{i j}$ in an optimal solution. Since the reduction described above preserves the objective values of the solutions that satisfy $x_{i j}=y_{i j}$, BAP inherits the approximation hardness of QAP. That is, for any $\alpha>1$, BAP does not have a polynomial time $\alpha$-approximation algorithm, unless $\mathrm{P}=\mathrm{NP}$.

More interestingly we now show that this non-approximability result for BAP extends to the case even if $Q$ is a diagonal matrix. Note that QAP is polynomially solvable when $Q^{\prime}$ is diagonal.

Theorem 1. BAP is NP-hard even if $Q$ is a diagonal matrix. Further, for any $\alpha>1$ the existence of a polynomial time $\alpha$-approximation algorithm for $B A P$ when $Q$ is a diagonal matrix implies $P=N P$.

Proof. To prove the theorem, we reduce the DISJOINT MATCHINGS problem to BAP. Input of the problem is given by a complete bipartite graph $K_{n, n}=\left(V_{1}, V_{2}, E\right)$ and two sets of edges $E_{1}, E_{2} \subseteq E$. The goal is to decide if there exist $M_{1} \subseteq E_{1}$ and $M_{2} \subseteq E_{2}$, such that $M_{1}$ and $M_{2}$ are perfect matchings and $M_{1} \cap M_{2}=\emptyset$. DISJOINT MATCHINGS is shown to be NP-complete by Frieze [47]. A simpler proof can be found in [45].

Now let us assume that for some $\alpha>1$ there exists a polynomial time $\alpha$-approximation algorithm for BAP when $Q$ is a diagonal matrix. Consider an instance of DISJOINT MATCHINGS defined on $K_{n, n}=\left(V_{1}, V_{2}, E\right)$, the edge set $E_{1}$ and the edge set $E_{2}$, where $V_{1}=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ and $V_{2}=\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}$. Let $(Q, C, D)$ be an instance of BAP where the $n \times n \times n \times n$ array $Q=\left(q_{i j k \ell}\right)$ is the identity matrix when observed as an $n^{2} \times n^{2}$ matrix (i.e., $q_{i j k \ell}=1$ if $i=k, j=\ell$, and 0 otherwise). Further, let $C=\left(c_{i j}\right)$ and $D=\left(d_{i j}\right)$ be $n \times n$ matrices given by

$$
c_{i j}=\left\{\begin{array}{ll}
\frac{1}{\alpha+1} & \text { if }\left(v_{i}, u_{j}\right) \in E_{1} \text { and } i=1,  \tag{2.7}\\
0 & \text { if }\left(v_{i}, u_{j}\right) \in E_{1} \text { and } i \neq 1, \\
1 & \text { otherwise }
\end{array} \quad \text { and } \quad d_{i j}= \begin{cases}0 & \text { if }\left(v_{i}, u_{j}\right) \in E_{2} \\
1 & \text { otherwise }\end{cases}\right.
$$

Now we show that our DISJOINT MATCHINGS instance is a "yes" instance, if and only if there exists a solution $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ of BAP on the instance $(Q, C, D)$ with the objective value $\frac{1}{\alpha+1}$. Assume that $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \in \mathcal{F}$ is such that $f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)=\frac{1}{\alpha+1}$. Since all costs are non-negative, and $c_{1 j} \geq \frac{1}{\alpha+1}$ for all $j=1, \ldots, n$, it follows that $\sum_{i=1}^{n} \sum_{j=1}^{n} c_{i j} x_{i j}^{*}=$ $\frac{1}{\alpha+1}$, which implies that $\mathbf{x}^{*}$ corresponds to a perfect matching $S_{1}$ which is a subset of $E_{1}$. Similarly, it must be that $\sum_{i=1}^{n} \sum_{j=1}^{n} d_{i j} y_{i j}^{*}=0$, hence $\mathbf{y}^{*}$ corresponds to a perfect matching $S_{2}$ which is a subset of $E_{2}$. Furthermore, $f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)=\frac{1}{\alpha+1}$ implies that $\sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} \sum_{\ell=1}^{n} q_{i j k \ell} x_{i j}^{*} y_{k \ell}^{*}=0$. Then since $Q$ is an identity matrix, it follows that $S_{1}$ and $S_{2}$ are disjoint, hence our DISJOINT MATCHINGS instance is a "yes" instance. Conversely, if we assume that our DISJOINT MATCHINGS instance is a "yes" instance, then by the same arguments but in opposite direction, it follows that an optimal solution of the BAP instance $(Q, C, D)$ has the objective value equal to $\frac{1}{\alpha+1}$.

For every BAP instance ( $Q, C, D$ ) obtained from a DISJOINT MATCHINGS instance using the reduction described above, if the objective value of an arbitrary feasible solution is not $\frac{1}{\alpha+1}$, it will be at least 1 . Since $\alpha \frac{1}{\alpha+1}<1$, our $\alpha$-approximation algorithm for the BAP with diagonal matrices $Q$ can be used for solving the NP-complete DISJOINT MATCHINGS problem, which implies that $\mathrm{P}=\mathrm{NP}$.

If we replace costs $\frac{1}{\alpha+1}$ in (2.7) with 0 , we get a reduction from DISJOINT MATCHINGS to BAP instances with 0-1 costs. Therefore, BAP is NP-hard even when restricted to instances with $0-1$ costs where $Q$ is the identity matrix.

Let us now examine the impact of the ratio between $m$ and $n$ on the tractability of BAP.

Theorem 2. If $m=O\left(\frac{\log n}{\log \log n}\right)$ then BAP can be solved in polynomial time. However, for any fixed $r$, if $m=O(\sqrt[r]{n})$, then BAP is NP-hard.

Proof. For a given $\mathbf{x}^{*} \in \mathcal{X}$, one can find a $\mathbf{y} \in \mathcal{Y}$ which minimizes $f\left(\mathbf{x}^{*}, \mathbf{y}\right)$ by investing $O\left(n^{3}\right)$ time. This is achieved by solving a linear assignment problem (LAP) [18] with cost matrix $H=\left(h_{k \ell}\right)$ where $h_{k \ell}=d_{k \ell}+\sum_{i=1}^{m} \sum_{j=1}^{m} q_{i j k \ell} x_{i j}^{*}$. Hence, if $|\mathcal{X}|=m$ ! is a polynomial in $n$, then BAP can be solved in polynomial time by enumerating $\mathcal{X}$ and solving all corresponding LAPs. Assume that $m=O\left(\frac{\log n}{\log \log n}\right)$, i.e., $m \leq \frac{a \log n}{\log \log n}$ for some constant $a \geq 1$. Then, using the fact that $\log (m!) \leq m \log m$, we have

$$
\log (m!) \leq a \log n+\frac{a \log a \log n}{\log \log n}-\frac{a \log n \log \log \log n}{\log \log n} \leq(a+a \log a) \log n .
$$

Thus $|\mathcal{X}|=m!\leq n^{a+a \log a}$, establishing the first part of the theorem.
Now we prove the second part. Let $(Q, C, D)$ be an arbitrary instance of BAP with size parameters $m$ and $n$. Given a constant $r$, consider the $n \times n \times n^{r} \times n^{r}$ cost array $\hat{Q}$, the $n \times n$ matrix $\hat{C}$ and the $n^{r} \times n^{r}$ matrix $\hat{D}$ defined as follows:
$\hat{q}_{i j k \ell}=\left\{\begin{array}{ll}q_{i j k \ell} & \text { if } i, j \leq m \text { and } k, \ell \leq n, \\ 0 & \text { otherwise },\end{array} \quad \hat{c}_{i j}=\left\{\begin{array}{ll}c_{i j} & \text { if } i, j \leq m, \\ 0 & \text { if } i, j>m, \\ L & \text { otherwise },\end{array} \quad \hat{d}_{k \ell}= \begin{cases}d_{k \ell} & \text { if } k, \ell \leq n, \\ 0 & \text { if } k, \ell>n, \\ L & \text { otherwise },\end{cases}\right.\right.$
where $L$ is a large number. It is easy to see that the BAP instances $(Q, C, D)$ and $(\hat{Q}, \hat{C}, \hat{D})$ are equivalent in the sense that from an optimal solution to one problem, an optimal solution to other can be recovered in polynomial time. $(\hat{Q}, \hat{C}, \hat{D})$ satisfies the condition of the second statement of the theorem and it can be constructed in polynomial time, therefore the result follows.

By analogous arguments as in the proof above, we get that if $m=O\left(\frac{\log ^{a} n}{\log \log n}\right)$, for some constant $a$, then BAP is quasi-polynomial time solvable.

Polynomially solvable special cases of the QAP and the 3AP have been investigated by many researchers $[18,122]$. Since QAP and 3AP are special cases of the BAP, all of their polynomially solvable special cases can be mapped onto polynomially solvable special cases for the BAP. Let us now consider some new polynomially solvable cases.

Note that the rows of $Q$ can be labeled using the ordered pairs $(i, j), i, j=1,2, \ldots, m$. Then the row of $Q$ represented by the label $(i, j)$ can be viewed as an $n \times n$ matrix $P^{i j}=\left(p_{k \ell}^{i j}\right)$ where $p_{k \ell}^{i j}=q_{i j k \ell}$ for $k, \ell=1,2, \ldots, n$. A linear assignment problem (LAP) with cost matrix $P^{i j}$ has constant value property (CVP) if there exists a constant $\alpha_{i j}$ such that $\sum_{k=1}^{n} \sum_{\ell=1}^{n} p_{k \ell}^{i j} y_{k \ell}=\alpha_{i j}$ for all $\mathbf{y} \in \mathcal{Y}$. Characterizations of cost matrices with CVP for various combinatorial optimization problems have been studied by different authors [12, 34].

In the case when LAP with cost matrix $P^{i j}$ has CVP for all $i, j=1,2, \ldots, m$, we define $W=w_{i j}$ to be an $m \times m$ matrix where $w_{i j}=\alpha_{i j}+c_{i j}$.

Theorem 3. If $P^{i j}$ satisfies CVP for all $i, j=1,2, \ldots, m, \mathrm{x}^{*}$ is an optimal solution to the LAP with cost matrix $W$, and $\mathbf{y}^{*}$ is an optimal solution to the LAP with cost matrix $D$, then $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is an optimal solution to the BAP $(Q, C, D)$.

Proof.

$$
\begin{aligned}
\min _{\mathbf{x} \in \mathcal{X}, \mathbf{y} \in \mathcal{Y}} f(\mathbf{x}, \mathbf{y}) & =\min _{\mathbf{x} \in \mathcal{X}, \mathbf{y} \in \mathcal{Y}}\left\{\sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{\ell=1}^{n} q_{i j k \ell} x_{i j} y_{k \ell}+\sum_{i=1}^{m} \sum_{j=1}^{m} c_{i j} x_{i j}+\sum_{k=1}^{n} \sum_{\ell=1}^{n} d_{k \ell} y_{k \ell}\right\} \\
& =\min _{\mathbf{x} \in \mathcal{X}, \mathbf{y} \in \mathcal{Y}}\left\{\sum_{i=1}^{m} \sum_{j=1}^{m} \alpha_{i j} x_{i j}+\sum_{i=1}^{m} \sum_{j=1}^{m} c_{i j} x_{i j}+\sum_{k=1}^{n} \sum_{\ell=1}^{n} d_{k \ell} y_{k \ell}\right\} \\
& =\min _{\mathbf{x} \in \mathcal{X}}\left\{\sum_{i=1}^{m} \sum_{j=1}^{m}\left(\alpha_{i j}+c_{i j}\right) x_{i j}\right\}+\min _{\mathbf{y} \in \mathcal{Y}}\left\{\sum_{k=1}^{n} \sum_{\ell=1}^{n} d_{k \ell} y_{k \ell}\right\}
\end{aligned}
$$

Thus, BAP decomposes into two LAPs and the result follows.
An analogous result can be derived using CVP for columns of $Q$. We omit the details.
A linear assignment problem (LAP) with cost matrix $P^{i j}$ has two value property (2VP) if there exist some constants $\alpha_{i j}$ and $\beta_{i j}$ such that $\sum_{k=1}^{n} \sum_{\ell=1}^{n} p_{k \ell}^{i j} y_{k \ell}$ is equal to either $\alpha_{i j}$ or $\beta_{i j}$, for all $\mathbf{y} \in \mathcal{Y}$. Tarasov [125] gave a characterization of cost matrices for LAP having 2VP. In view of Theorem 3, it would be interesting to explore the complexity of BAP when $P^{i j}$ satisfies 2VP, for all $i, j$. As shown below, the polynomial solvability of BAP does not extend if CVP of matrices $P^{i j}$ is replaced by 2VP.

Theorem 4. BAP remains strongly NP-hard even if $P^{i j}$ satisfies 2VP for all $i, j=$ $1,2, \ldots, m$.

Proof. If $Q$ is a diagonal matrix with no zero entries on the diagonal, then it is easy to verify that $P^{i j}$ satisfies 2VP for all $i, j=1,2, \ldots, m$. The result now follows from Theorem 1.

### 2.2.1 Characterization of linearizable instances

In Theorem 3 we observed that there are special cases of BAP that can be solved by solving two independent LAPs. We generalize this by characterizing instances of BAP that are 'equivalent' to two independent LAPs. Let us first introduce some definitions.

An $m \times m \times n \times n$ cost array $Q=\left(q_{i j k \ell}\right)$ associated with a BAP is said to be linearizable if there exist an $m \times m$ matrix $A=\left(a_{i j}\right)$ and an $n \times n$ matrix $B=\left(b_{i j}\right)$, such that

$$
\sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{\ell=1}^{n} q_{i j k \ell} x_{i j} y_{k \ell}=\sum_{i=1}^{m} \sum_{j=1}^{m} a_{i j} x_{i j}+\sum_{k=1}^{n} \sum_{\ell=1}^{n} b_{k \ell} y_{k \ell}
$$

for every $\mathrm{x} \in \mathcal{X}$ and $\mathbf{y} \in \mathcal{Y}$. The matrices $A$ and $B$ are called the linearization of $Q$.
Note that the collection of all linearizable $m \times m \times n \times n$ cost arrays forms a subspace of $\mathbb{R}^{m^{2} \times n^{2}}$. If $Q$ is linearizable, and a linearization (i.e. matrices $A$ and $B$ ) is given, then the BAP instance $(Q, C, D)$ is solvable in $O\left(m^{3}+n^{3}\right)$ time for every $C$ and $D$. I.e., such BAP instances reduce to two LAPs with respective cost matrices $A+C$ and $B+D$. Therefore we say that an instance $(Q, C, D)$ of BAP is linearizable if and only if $Q$ is linearizable. Linearizable instances of QAP have been studied by various authors [74, 107, 27]. Corresponding properties for the quadratic spanning tree problem (QMST) was investigated in [37]. Before attempting to characterize linearizable instances of BAP, let us first establish some preliminary results.

Lemma 5. If the cost array $Q=\left(q_{i j k \ell}\right)$ of a BAP satisfies

$$
\begin{equation*}
q_{i j k \ell}=e_{i j k}+f_{i j \ell}+g_{i k \ell}+h_{j k \ell} \quad i, j \in N, k, \ell \in M, \tag{2.8}
\end{equation*}
$$

for some $m \times m \times n$ arrays $E=\left(e_{i j k}\right), F=\left(f_{i j k}\right)$ and $m \times n \times n$ arrays $G=\left(g_{i j k}\right)$, $H=\left(h_{i j k}\right)$, then $Q$ is linearizable.

Proof. Let $Q$ be of the form (2.8), for some $E=\left(e_{i j k}\right), F=\left(f_{i j k}\right), G=\left(g_{i j k}\right)$ and $H=\left(h_{i j k}\right)$. Then for every $\mathbf{x} \in \mathcal{X}$ and $\mathbf{y} \in \mathcal{Y}$ we have that

$$
\begin{align*}
\bar{f}(\mathbf{x}, \mathbf{y}) & =\sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{\ell=1}^{n} q_{i j k \ell} x_{i j} y_{k \ell}=\sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{\ell=1}^{n}\left(e_{i j k}+f_{i j \ell}+g_{i k \ell}+h_{j k \ell}\right) x_{i j} y_{k \ell} \\
& =\sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{\ell=1}^{n}\left(e_{i j k}+f_{i j \ell}\right) x_{i j} y_{k \ell}+\sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{\ell=1}^{n}\left(g_{i k \ell}+h_{j k \ell}\right) x_{i j} y_{k \ell} \\
& =\sum_{i=1}^{m} \sum_{j=1}^{m}\left(\sum_{k=1}^{n} \sum_{\ell=1}^{n}\left(e_{i j k}+f_{i j \ell}\right) y_{k \ell}\right) x_{i j}+\sum_{k=1}^{n} \sum_{\ell=1}^{n}\left(\sum_{i=1}^{m} \sum_{j=1}^{m}\left(g_{i k \ell}+h_{j k \ell}\right) x_{i j}\right) y_{k \ell} . \tag{2.9}
\end{align*}
$$

Note that LAP given on a sum matrix $T$ (i.e. of the form $t_{i j}=r_{i}+s_{j}$ ) has CVP. Moreover, the constant objective function value for such matrix is precisely $\sum_{i} r_{i}+\sum_{j} s_{j}$. Hence, for every $\mathbf{y} \in \mathcal{Y}$ and every $\mathbf{x} \in \mathcal{X}$

$$
\sum_{k=1}^{n} \sum_{\ell=1}^{n}\left(e_{i j k}+f_{i j \ell}\right) y_{k \ell}=\sum_{k=1}^{n} e_{i j k}+\sum_{\ell=1}^{n} f_{i j \ell}=a_{i j} \text { (say) }
$$

and

$$
\sum_{i=1}^{m} \sum_{j=1}^{m}\left(g_{i k \ell}+h_{j k \ell}\right) x_{i j}=\sum_{i=1}^{m} g_{i k \ell}+\sum_{j=1}^{m} h_{j k \ell}=b_{k l} \text { (say). }
$$

Then, from (2.9) we have,

$$
\sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{\ell=1}^{n} q_{i j k \ell} x_{i j} y_{k \ell}=\sum_{i=1}^{m} \sum_{j=1}^{m} a_{i j} x_{i j}+\sum_{k=1}^{n} \sum_{\ell=1}^{n} b_{k \ell} y_{k \ell},
$$

which proves the lemma.
Later we will show that the sufficient condition (2.8) is also necessary for $Q$ to be linearizable. Arrays satisfying (2.8) are called sum decomposable arrays with parameters 4 and 3 in [34], where general sum decomposable arrays were investigated.

To establish that condition (2.8) is also necessary for linearizability of the associated BAP, we use the following lemma.

Lemma 6. If the cost array $Q=\left(q_{i j k \ell}\right)$ associated with a BAP satisfies

$$
\begin{equation*}
\bar{f}(\mathbf{x}, \mathbf{y})=\sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{\ell=1}^{n} q_{i j k \ell} x_{i j} y_{k \ell}=K \tag{2.10}
\end{equation*}
$$

for all $\mathbf{x} \in \mathcal{X}, \mathbf{y} \in \mathcal{Y}$ and some constant $K$, then $Q$ must be of the form (2.8).
Proof. Let $i, j \in M$ and $k, \ell \in N$ be chosen arbitrary such that $i, j, k, \ell \geq 2$. Also, let $\mathbf{x}^{1}, \mathbf{x}^{2} \in \mathcal{X}$ be such that they only differ on index pairs from $\{1, i\} \times\{1, j\}$. In particular, let $x_{11}^{1}=x_{i j}^{1}=x_{1 j}^{2}=x_{i 1}^{2}=1$. Similarly, let $\mathbf{y}^{1}, \mathbf{y}^{2} \in \mathcal{Y}$ be such that they only differ on index pairs from $\{1, k\} \times\{1, \ell\}$ and in particular, let $y_{11}^{1}=y_{k \ell}^{1}=y_{1 \ell}^{2}=y_{k 1}^{2}=1$.

Now let us assume that (2.10) is true for every $\mathbf{x} \in \mathcal{X}$ and $\mathbf{y} \in \mathcal{Y}$. Then it follows that

$$
\begin{equation*}
\bar{f}\left(\mathbf{x}^{1}, \mathbf{y}^{1}\right)+\bar{f}\left(\mathbf{x}^{2}, \mathbf{y}^{2}\right)=\bar{f}\left(\mathbf{x}^{1}, \mathbf{y}^{2}\right)+\bar{f}\left(\mathbf{x}^{2}, \mathbf{y}^{1}\right) . \tag{2.11}
\end{equation*}
$$

If we expand objective value expressions in (2.11) and cancel out identical parts from the left and right sides, we get

$$
\begin{aligned}
q_{1111}+q_{11 k \ell}+q_{i j 11}+q_{i j k \ell} & +q_{1 j 1 \ell}+q_{1 j k 1}+q_{i 11 \ell}+q_{i 1 k 1}= \\
& =q_{111 \ell}+q_{11 k 1}+q_{i j 1 \ell}+q_{i j k 1}+q_{1 j 11}+q_{1 j k \ell}+q_{i 111}+q_{i 1 k \ell},
\end{aligned}
$$

from which it follows that

$$
\begin{align*}
q_{i j k \ell}= & q_{i j k 1}+q_{i j 1 \ell}+q_{i 1 k \ell}+q_{1 j k \ell} \\
& -q_{i j 11}-q_{i 1 k 1}-q_{i 11 \ell}-q_{1 j k 1}-q_{1 j 1 \ell}-q_{11 k \ell}  \tag{2.12}\\
& +q_{i 111}+q_{1 j 11}+q_{11 k 1}+q_{111 \ell} \\
& -q_{1111}
\end{align*}
$$

for every $i, j, k, \ell \geq 2$. However, note that (2.12) also holds true when some of $i, j, k, \ell$ are equal to 1 . Namely, if we replace one of $i, j, k, \ell$ with 1 , everything cancels out. Hence (2.12) holds for all $i, j \in M, k, \ell \in N$.

Define the $m \times m \times n$ arrays $A=\left(a_{i j k}\right), B=\left(b_{i j k}\right)$ and the $m \times n \times n$ arrays $C=\left(c_{i j k}\right)$, $D=\left(d_{i j k}\right)$ as

$$
\begin{aligned}
a_{i j k} & =q_{i j k 1}-\frac{1}{2} q_{i j 11}-\frac{1}{2} q_{i 1 k 1}-\frac{1}{2} q_{1 j k 1}+\frac{1}{3} q_{i 111}+\frac{1}{3} q_{1 j 11}+\frac{1}{3} q_{11 k 1}-\frac{1}{4} q_{1111}, \\
b_{i j \ell} & =q_{i j \ell \ell}-\frac{1}{2} q_{i j 11}-\frac{1}{2} q_{i 11 \ell}-\frac{1}{2} q_{1 j 1 \ell}+\frac{1}{3} q_{i 111}+\frac{1}{3} q_{1 j 11}+\frac{1}{3} q_{111 \ell}-\frac{1}{4} q_{1111}, \\
c_{i k \ell} & =q_{i 1 k \ell}-\frac{1}{2} q_{i 1 k 1}-\frac{1}{2} q_{i 11 \ell}-\frac{1}{2} q_{11 k \ell}+\frac{1}{3} q_{i 111}+\frac{1}{3} q_{11 k 1}+\frac{1}{3} q_{111 \ell}-\frac{1}{4} q_{1111}, \\
d_{j k \ell} & =q_{1 j k \ell}-\frac{1}{2} q_{1 j k 1}-\frac{1}{2} q_{1 j 1 \ell}-\frac{1}{2} q_{11 k \ell}+\frac{1}{3} q_{1 j 11}+\frac{1}{3} q_{11 k 1}+\frac{1}{3} q_{111 \ell}-\frac{1}{4} q_{1111} .
\end{aligned}
$$

Then, from (2.12) if follows that

$$
q_{i j k \ell}=a_{i j k}+b_{i j \ell}+c_{i k \ell}+d_{j k \ell},
$$

which proves the lemma.
We are now ready to prove the characterization of linearization instances of BAP.
Theorem 7. The cost array $Q=\left(q_{i j k \ell}\right)$ of a BAP is linearizable if and only if it is of the form

$$
\begin{equation*}
q_{i j k \ell}=e_{i j k}+f_{i j \ell}+g_{i k \ell}+h_{j k \ell} \quad i, j \in N, k, \ell \in M, \tag{2.13}
\end{equation*}
$$

for some $m \times m \times n$ arrays $E=\left(e_{i j k}\right), F=\left(f_{i j k}\right)$ and $m \times n \times n$ arrays $G=\left(g_{i j k}\right)$, $H=\left(h_{i j k}\right)$.

Proof. Lemma 5 tells us that (2.13) is a sufficient condition for $Q$ to be linearizable. To show that this is also a necessary condition we start by following the steps of the proof of Lemma 5 in reverse.

Let $Q$ be a linearizable cost array. That is, there exist some $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$ such that

$$
\begin{equation*}
\bar{f}(\mathbf{x}, \mathbf{y})=\sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{\ell=1}^{n} q_{i j k \ell} x_{i j} y_{k \ell}=\sum_{i=1}^{m} \sum_{j=1}^{m} a_{i j} x_{i j}+\sum_{k=1}^{n} \sum_{\ell=1}^{n} b_{k \ell} y_{k \ell} \tag{2.14}
\end{equation*}
$$

for every $\mathbf{x} \in \mathcal{X}$ and $\mathbf{y} \in \mathcal{Y}$. For every $i, j \in M$ we can choose $2 n$ numbers $\hat{e}_{i j k}, \hat{f}_{i j k}$, $k=1, \ldots, n$, such that $\sum_{k=1}^{n}\left(\hat{e}_{i j k}+\hat{f}_{i j k}\right)=a_{i j}$. Furthermore, for every $k, \ell \in N$ we can choose $2 m$ numbers $\hat{g}_{i k \ell}, \hat{h}_{i k \ell}, i=1, \ldots, m$, such that $\sum_{i=1}^{m}\left(\hat{g}_{i k \ell}+\hat{h}_{i k \ell}\right)=b_{k \ell}$. Now (2.14)
can be expressed as

$$
\begin{align*}
\bar{f}(\mathbf{x}, \mathbf{y}) & =\sum_{i=1}^{m} \sum_{j=1}^{m}\left(\sum_{k=1}^{n} \hat{e}_{i j k}+\sum_{\ell=1}^{n} \hat{f}_{i j \ell}\right) x_{i j}+\sum_{k=1}^{n} \sum_{\ell=1}^{n}\left(\sum_{i=1}^{m} \hat{g}_{i k \ell}+\sum_{j=1}^{m} \hat{h}_{j k \ell}\right) y_{k \ell} \\
& =\sum_{i=1}^{m} \sum_{j=1}^{m}\left(\sum_{k=1}^{n} \sum_{\ell=1}^{n}\left(\hat{e}_{i j k}+\hat{f}_{i j \ell}\right) y_{k \ell}\right) x_{i j}+\sum_{k=1}^{n} \sum_{\ell=1}^{n}\left(\sum_{i=1}^{m} \sum_{j=1}^{m}\left(\hat{g}_{i k \ell}+\hat{h}_{j k \ell}\right) x_{i j}\right) y_{k \ell} \\
& =\sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{\ell=1}^{n}\left(\hat{e}_{i j k}+\hat{f}_{i j \ell}\right) x_{i j} y_{k \ell}+\sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{\ell=1}^{n}\left(\hat{g}_{i k \ell}+\hat{h}_{j k \ell}\right) x_{i j} y_{k \ell} \\
& =\sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{\ell=1}^{n}\left(\hat{e}_{i j k}+\hat{f}_{i j \ell}+\hat{g}_{i k \ell}+\hat{h}_{j k \ell}\right) x_{i j} y_{k \ell} . \tag{2.15}
\end{align*}
$$

Expression (2.15) implies that

$$
\sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{\ell=1}^{n}\left(q_{i j k \ell}-\left(\hat{e}_{i j k}+\hat{f}_{i j \ell}+\hat{g}_{i k \ell}+\hat{h}_{j k \ell}\right)\right) x_{i j} y_{k \ell}=0 \quad \text { for all } \mathbf{x} \in \mathcal{X}, \mathbf{y} \in \mathcal{Y}
$$

Now from Lemma 6, it follows that the $m \times m \times n \times n$ array with entries $q_{i j k \ell}-\left(\hat{e}_{i j k}+\right.$ $\left.\hat{f}_{i j \ell}+\hat{g}_{i k \ell}+\hat{h}_{j k \ell}\right)$ is of the form (2.13), which implies that $Q$ itself is of the form (2.13). This concludes the proof.

A natural question that arises is the following: Given a BAP cost array $Q$, can we determine whether $Q$ is linearizable, and if so, how can we find its linearization matrices $A$ and $B$ ? The answer is positive. Namely, consider the system of linear equations given by (2.13) where $e_{i j k}, f_{i j \ell}, g_{i k \ell}$ and $h_{j k \ell}$ are the unknowns. This system has $m^{2} n^{2}$ equations and $2 m^{2} n+2 m n^{2}$ unknowns. Then $Q$ is linearizable if and only if our system has a solution. Furthermore, the linearization is given by

$$
a_{i j}:=\sum_{k=1}^{n}\left(e_{i j k}+f_{i j k}\right) \quad \text { and } \quad b_{k \ell}:=\sum_{i=1}^{m}\left(g_{i k \ell}+h_{i k \ell}\right) .
$$

Corollary 8. Let $Q$ be a cost array of the BAP. Then deciding whether $Q$ is linearizable and finding the linearization matrices $A$ and $B$, can be done in polynomial time.

### 2.2.2 Cost array of rank one

Recall that the cost array $Q$ of BAP can be viewed as an $m^{2} \times n^{2}$ cost matrix. The rank of $Q$, when $Q$ is viewed as a matrix, is at most $r$ if and only if there exist some $m \times m$ matrices $A^{p}=\left(a_{i j}^{p}\right)$ and $n \times n$ matrices $B^{p}=\left(b_{i j}^{p}\right), p=1, \ldots, r$, such that

$$
\begin{equation*}
q_{i j k \ell}=\sum_{p=1}^{r} a_{i j}^{p} b_{k \ell}^{p} \tag{2.16}
\end{equation*}
$$

for all $i, j \in M, k, \ell \in N$. We say that (2.16) is a factored form of $Q$. Then solving a BAP instance $(Q, C, D)$, where matrix $Q$ is of fixed rank $r$, is the problem of minimizing

$$
\begin{equation*}
f(\mathbf{x}, \mathbf{y})=\sum_{p=1}^{r}\left(\sum_{i, j=1}^{m} a_{i j}^{p} x_{i j}\right)\left(\sum_{k, \ell=1}^{n} b_{k \ell}^{p} y_{k \ell}\right)+\sum_{i, j=1}^{m} c_{i j} x_{i j}+\sum_{k, \ell=1}^{n} d_{k \ell} y_{k \ell}, \tag{2.17}
\end{equation*}
$$

such that $\mathbf{x} \in \mathcal{X}, \mathbf{y} \in \mathcal{Y}$.
Theorem 9. If the $m^{2} \times n^{2}$ matrix $Q$ is of rank one and is given in factored form, and either $C$ or $D$ is a sum matrix, then the corresponding BAP instance $(Q, C, D)$ is solvable in $O\left(m^{3}+n^{3}\right)$ time.

Proof. Let $Q$ be of rank one, i.e. $q_{i j k \ell}=a_{i j} b_{k \ell}$ for all $i, j \in M, k, \ell \in N$. Furthermore, without loss of generality, assume that $D$ is a sum matrix. Then there exist $n$-vectors $S=\left(s_{i}\right)$ and $T=\left(t_{i}\right)$ such that $d_{i j}=s_{i}+t_{j}$. Note that the value $\sum_{k, \ell=1}^{n} d_{k \ell} y_{k \ell \ell}$ is the same for all $\mathbf{y} \in \mathcal{Y}$, hence solving the BAP instance $(Q, C, D)$ is equivalent to solving the BAP instance $\left(Q, C, O^{n}\right)$, that is, we need to minimize

$$
\begin{equation*}
f^{\prime}(\mathbf{x}, \mathbf{y}):=\left(\sum_{i, j=1}^{m} a_{i j} x_{i j}\right)\left(\sum_{k, \ell=1}^{n} b_{k \ell} y_{k \ell}\right)+\sum_{i, j=1}^{m} c_{i j} x_{i j} \tag{2.18}
\end{equation*}
$$

subject to $\mathbf{x} \in \mathcal{X}$ and $\mathbf{y} \in \mathcal{Y}$.
Let $\mathbf{x}^{*} \in \mathcal{X}$ and $\mathbf{y}^{*} \in \mathcal{Y}$ be a solution that minimizes (2.18). Note that if $\sum_{i, j=1}^{m} a_{i j} x_{i j}^{*}>$ 0 , then $\mathbf{y}^{*}$ is an assignment that minimizes $\sum_{k, \ell=1}^{n} b_{k \ell} y_{k \ell}$. Analogously, if $\sum_{i, j=1}^{m} a_{i j} x_{i j}^{*}<0$, then $\mathbf{y}^{*}$ is an assignment that maximizes $\sum_{k, \ell=1}^{n} b_{k \ell} y_{k \ell}$. If $\sum_{i, j=1}^{m} a_{i j} x_{i j}^{*}=0$, then $\mathbf{y}^{*}$ can be arbitrary as it does not contributes to the objective value $f^{\prime}\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$. Hence, we only need to consider assignments $\mathbf{y}_{\text {min }}, \mathbf{y}_{\text {max }} \in \mathcal{Y}$ that minimize and maximize $\sum_{k, \ell=1}^{n} b_{k \ell} y_{k \ell}$, respectively. They are found in $O\left(n^{3}\right)$ time. Once $\mathbf{y}$ is fixed to $\overline{\mathbf{y}} \in \mathcal{Y}$, minimizing $f^{\prime}(\mathbf{x}, \overline{\mathbf{y}})$ reduces to solving the linear assignment problem

$$
f^{\prime}(\mathbf{x}, \overline{\mathbf{y}})=\sum_{i, j=1}^{m}\left(\bar{B} \cdot a_{i j}+c_{i j}\right) x_{i j}
$$

where $\bar{B}:=\sum_{k, \ell=1}^{n} b_{k \ell} \bar{y}_{k \ell}$. This can be done in $O\left(m^{3}\right)$ time, and we do it for $\overline{\mathbf{y}}=\mathbf{y}_{\text {min }}$ and $\overline{\mathbf{y}}=\mathbf{y}_{\text {max }}$. Better of the two will give us an optimal solution.

### 2.3 Approximations

In the previous section we identified some classes of BAP for which an optimal solution can be found in polynomial time. In this section we develop and analyze various heuristic algorithms for BAP. In our analysis, we use approximation ratio [116] and domination ratio [53] to measure the quality of a heuristic solution.

### 2.3.1 A discretization procedure

Let $(\overline{\mathbf{x}}, \overline{\mathbf{y}})$ be a feasible solution to the bilinear program (BALP) obtained by relaxing constraints (2.6) of BAP to $0 \leq x_{i j} \leq 1$ for all $i, j$ and $0 \leq y_{k \ell} \leq 1$ for all $k, \ell$. As indicated earlier, BALP is equivalent to BAP in the sense that there exists an optimal solution ( $\mathbf{x}, \mathbf{y}$ ) to BALP where $\mathbf{x} \in \mathcal{X}$ and $\mathbf{y} \in \mathcal{Y}$. But fractional solutions could also be optimal for BALP (although there always exists an optimal 0-1 solution). We present a simple discretization procedure such that from any solution ( $\overline{\mathbf{x}}, \overline{\mathbf{y}}$ ) of BALP we can obtain a solution $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ of BAP such that $f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \leq f(\overline{\mathbf{x}}, \overline{\mathbf{y}})$. (Note that the notation $f(\mathbf{x}, \mathbf{y})$ was introduced for 0-1 vectors but naturally extends to any vectors.) This algorithm is useful in developing our FPTAS.

Given an instance $(Q, C, D)$ and a BALP solution ( $\overline{\mathbf{x}}, \overline{\mathbf{y}}$ ), find an optimal solution $\mathbf{x}^{*}$ of the LAP defined by the $m \times m$ cost matrix $H=\left(h_{i j}\right)$ where

$$
\begin{equation*}
h_{i j}=c_{i j}+\sum_{k=1}^{n} \sum_{\ell=1}^{n} q_{i j k \ell} \bar{y}_{k \ell} . \tag{2.19}
\end{equation*}
$$

Then choose $\mathbf{y}^{*}$ to be an optimal solution of the LAP defined by the $n \times n$ cost matrix $G=\left(g_{k \ell}\right)$ where

$$
\begin{equation*}
g_{k \ell}=d_{k \ell}+\sum_{i=1}^{m} \sum_{j=1}^{m} q_{i j k \ell} x_{i j}^{*} . \tag{2.20}
\end{equation*}
$$

The above discretization procedure is called discretize- $x$ optimize- $y$ ( DxOy ), as $\mathbf{y}^{*}$ is an optimal 0-1 assignment matrix when $\mathbf{x}$ is fixed at $\mathbf{x}^{*}$, and $\mathbf{x}^{*}$ is obtained by "discretizing" $\overline{\mathbf{x}}$. Naturally, discretize-y optimize-x (DyOx) procedure can be defined by swapping the order of operations on $\overline{\mathbf{x}}$ and $\overline{\mathbf{y}}$ (we omit the details). Since LAP can be solved in cubic running time, we have that the complexity of DxOy and DyOx procedures is $O\left(m^{2} n^{2}+m^{3}+n^{3}\right)$.

Similar procedures for the unconstrained bipartite boolean quadratic program and bipartite quadratic assignment problem were investigated in [108] and [37], respectively.

Theorem 10. If a feasible solution $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ of BAP is obtained by DxOy or Dy Ox procedure from a feasible solution $(\overline{\mathbf{x}}, \overline{\mathbf{y}})$ of BALP, then $f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \leq f(\overline{\mathbf{x}}, \overline{\mathbf{y}})$.

Proof. Let ( $\overline{\mathbf{x}}, \overline{\mathbf{y}}$ ) be a feasible solution of BALP. Then

$$
\begin{aligned}
f(\overline{\mathbf{x}}, \overline{\mathbf{y}}) & =\sum_{i \in M} \sum_{j \in M} \sum_{k \in N} \sum_{\ell \in N} q_{i j k \ell} \bar{x}_{i j} \bar{y}_{k \ell}+\sum_{i \in M} \sum_{j \in M} c_{i j} \bar{x}_{i j}+\sum_{k \in N} \sum_{\ell \in N} d_{k \ell} \bar{y}_{k \ell} \\
& =\sum_{i \in M} \sum_{j \in M}\left(\sum_{k \in N} \sum_{\ell \in N} q_{i j k \ell} \bar{y}_{k \ell}+c_{i j}\right) \bar{x}_{i j}+\sum_{k \in N} \sum_{\ell \in N} d_{k \ell} \bar{y}_{k \ell} \\
& =\sum_{i \in M} \sum_{j \in M} h_{i j} \bar{x}_{i j}+\sum_{k \in N} \sum_{\ell \in N} d_{k \ell} \bar{y}_{k \ell},
\end{aligned}
$$

where $h_{i j}$ 's are defined as in (2.19). Since the constraint matrix of LAP is totally unimodular, an optimal integral solution is no worse than any non-integral solution, and therefore $\sum_{i \in M} \sum_{j \in M} h_{i j} \bar{x}_{i j} \geq \sum_{i \in M} \sum_{j \in M} h_{i j} x_{i j}^{*}$. Hence

$$
\begin{aligned}
f(\overline{\mathbf{x}}, \overline{\mathbf{y}}) & \geq \sum_{i \in M} \sum_{j \in M}\left(\sum_{k \in N} \sum_{\ell \in N} q_{i j k \ell} \bar{y}_{k \ell}+c_{i j}\right) x_{i j}^{*}+\sum_{k \in N} \sum_{\ell \in N} d_{k \ell} \bar{y}_{k \ell} \\
& =\sum_{i \in M} \sum_{j \in M} c_{i j} x_{i j}^{*}+\sum_{k \in N} \sum_{\ell \in N}\left(\sum_{i \in M} \sum_{j \in M} q_{i j k \ell} x_{i j}^{*}+d_{k \ell}\right) \bar{y}_{k \ell} \\
& =\sum_{i \in M} \sum_{j \in M} c_{i j} x_{i j}^{*}+\sum_{k \in N} \sum_{\ell \in N} g_{k \ell} \bar{y}_{k \ell}
\end{aligned}
$$

where $g_{i j}$ 's are defined as in (2.20). Again, we have that $\sum_{k \in N} \sum_{\ell \in N} g_{k \ell} \bar{y}_{k \ell} \geq \sum_{k \in N} \sum_{\ell \in N} g_{k \ell} y_{k \ell}^{*}$, hence

$$
\begin{aligned}
f(\overline{\mathbf{x}}, \overline{\mathbf{y}}) & \geq \sum_{i \in M} \sum_{j \in M} c_{i j} x_{i j}^{*}+\sum_{k \in N} \sum_{\ell \in N}\left(\sum_{i \in M} \sum_{j \in M} q_{i j k \ell} x_{i j}^{*}+d_{k \ell}\right) y_{k \ell \ell}^{*} \\
& =\sum_{i \in M} \sum_{j \in M} \sum_{k \in N} \sum_{\ell \in N} q_{i j k \ell} x_{i j}^{*} y_{k \ell}^{*}+\sum_{i \in M} \sum_{j \in M} c_{i j} x_{i j}^{*}+\sum_{k \in N} \sum_{\ell \in N} d_{k \ell} y_{k \ell}^{*} \\
& =f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) .
\end{aligned}
$$

The proof for DyOx works in the same way.

### 2.3.2 FPTAS for BAP with fixed rank of $Q$

Recall that BAP does not admit a polynomial time $\alpha$-approximation algorithm, unless $\mathrm{P}=\mathrm{NP}$. However, we now observe that in the case when the cost matrix $Q$ is of fixed rank, there exists an FPTAS. This follows from the results of Mittal and Schulz in [99], where the authors present an FPTAS for a class of related optimization problems.
Theorem 11 (Mittal, Schulz [99]). Let $k$ be a fixed positive integer, and let $\mathcal{O P}^{k}$ be an optimization problem

$$
\begin{aligned}
\min & g(\mathbf{z})=h\left(E_{1}^{T} \mathbf{z}, E_{2}^{T} \mathbf{z}, \ldots, E_{k}^{T} \mathbf{z}\right) \\
\text { s.t. } & \mathbf{z} \in \mathcal{P}
\end{aligned}
$$

where $\mathcal{P} \subseteq \mathbb{R}^{n}$ is a polytope, and function $h: \mathbb{R}_{+}^{k} \rightarrow \mathbb{R}$ and vectors $E_{i} \in \mathbb{R}^{n}, i=1, \ldots, k$, are such that the conditions

1. $h(\alpha) \leq h(\beta) \quad \forall \alpha, \beta \in \mathbb{R}_{+}^{k}$, s.t. $\alpha_{i} \leq \beta_{i}$ for all $i=1,2, \ldots, k$,
2. $h(\lambda \alpha) \leq \lambda^{c} h(\alpha) \quad \forall \alpha \in \mathbb{R}_{+}^{k}, \lambda>1$ and some constant $c$,
3. $E_{i}^{T} \mathbf{z}>0 \quad$ for $i=1,2, \ldots, k$ and $\mathbf{z} \in \mathcal{P}$,
are satisfied. Then there exists an FPTAS for $\mathcal{O} \mathcal{P}^{k}$.
For the description of the FPTAS see [99].
Corollary 12. Let $r$ be a fixed integer. Then there exists an FPTAS for the BAP on a cost matrix $Q$ of rankr (see (2.17)), if $\sum_{i, j=1}^{m} a_{i j}^{p} x_{i j}>0, \sum_{k, \ell=1}^{n} b_{k \ell}^{p} y_{k \ell}>0, p=1,2, \ldots, r$, and $\sum_{i, j=1}^{m} c_{i j} x_{i j}>0, \sum_{k, \ell=1}^{n} d_{k \ell} y_{e \ell}>0$ are satisfied for all $\mathbf{x} \in \mathcal{X}, \mathbf{y} \in \mathcal{Y}$.

Proof. The relaxations of the problems described in the statement of the corollary fall into the class of problems $\mathcal{O} \mathcal{P}^{k}$ described in Theorem 11. Namely, given such instance ( $Q, C, D$ ) of BALP, we can express it as an $\mathcal{O} \mathcal{P}^{k}$ where $k:=2 r+1, h\left(E_{1}^{T} \mathbf{z}, E_{2}^{T} \mathbf{z}, \ldots, E_{2 r+1}^{T} \mathbf{z}\right):=$ $\sum_{i=1}^{r}\left(E_{2 i-1}^{T} \mathbf{z}\right)\left(E_{2 i}^{T} \mathbf{z}\right)+E_{2 r+1}^{T} \mathbf{z}$, polytop $\mathcal{P} \subset \mathbb{R}^{m^{2}+n^{2}}$ is the convex hull of $\{\mathbf{x} \otimes \mathbf{y}: \mathbf{x} \in$ $\mathcal{X}, \mathbf{y} \in \mathcal{Y}\}$, and

$$
E_{i}:= \begin{cases}A^{(i+1) / 2} \otimes O^{n} & \text { if } i \text { is odd, } \\ O^{m} \otimes B^{i / 2} & \text { if } i \text { is even } \\ C \otimes D & \text { if } i=2 r+1\end{cases}
$$

where $A^{p}=\left(a_{i j}^{p}\right), B^{p}=\left(b_{i j}^{p}\right), O^{\ell}$ denotes the $\ell \times \ell$ null-matrix, and $\otimes$ denotes an operation of concatenating $m \times m$ and $n \times n$ matrices into $\left(m^{2}+n^{2}\right)$-vectors. Furthermore, condition (iii) is mandated in the corollary, which then implies (i). Condition (ii) can be checked easily. Hence, according to Theorem 11, there exist an FPTAS that approximates our BALP with fixed rank matrix $Q$. Theorem 10 implies that by discretizing fractional FPTAS solutions using DxOy (or DyOx), we get an FPTAS for the corresponding BAP with fixed rank $Q$.

### 2.3.3 Domination analysis

The negative result of Theorem 1 precludes potential success in developing approximation algorithms for BAP with constant approximation ratio, unless additional strong assumptions are made. We now show that domination ratio [53] can be used to establish some performance guarantee for BAP heuristics.

Domination analysis has been successfully pursued by many researchers to provide performance guarantee of heuristics for various combinatorial optimization problems [4, 6, $36,53,61,63,65,67,66,71,89,84,105,106,108,115,118,119,117,130,131,133]$. Domination analysis is also linked to exponential neighborhoods [39] and very large-scale neighborhood search [3, 98]. Domination analysis results similar to what is presented here have been obtained for the bipartite quadratic assignment problems [37] and the bipartite boolean quadratic programs [108].

Given an instance $(Q, C, D)$ of a BAP, let $\mathcal{A}(Q, C, D)$ be the average of the objective function values of all feasible solutions.

Theorem 13. $\mathcal{A}(Q, C, D)=\frac{1}{m n} \sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{\ell=1}^{n} q_{i j k \ell}+\frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{m} c_{i j}+\frac{1}{n} \sum_{k=1}^{n} \sum_{\ell=1}^{n} d_{k \ell}$.
The proof of Theorem 13 follows from the observation that a cost $q_{i j k \ell}$ appears in the objective value sum of $(\mathbf{x}, \mathbf{y})$ if and only if $x_{i j}=1$ and $y_{k \ell}=1$, and there is exactly $(m-1)!(n-1)$ ! such solutions $(\mathbf{x}, \mathbf{y})$ in $\mathcal{F}$. We omit details. Similar formulas for the QAP have been investigated by Graves and Whinstone [59].

Consider the fractional solution $(\mathbf{x}, \mathbf{y})$ where $x_{i j}=1 / m$ for all $i, j \in M$, and let $y_{i j}=1 / n$ for all $i, j \in N$. Then $(\mathbf{x}, \mathbf{y})$ is a feasible solution to BALP. It is also easy to see that $f(\mathbf{x}, \mathbf{y})=$ $\mathcal{A}(Q, C, D)$. From Theorem 10 it follows that a solution $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ of BAP constructed from $(\mathbf{x}, \mathbf{y})$ by applying DxOy or DyOx, satisfies $f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \leq \mathcal{A}(Q, C, D)$. Therefore, a BAP feasible solution $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ that satisfies $f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \leq \mathcal{A}(Q, C, D)$ can be obtained in $O\left(m^{2} n^{2}+\right.$ $m^{3}+n^{3}$ ) time using DxOy or DyOx procedure.

A feasible solution ( $\mathbf{x}, \mathbf{y}$ ) of BAP is said to be no better than average if $f(\mathbf{x}, \mathbf{y}) \geq$ $A(Q, C, D)$. We will provide a lower bound for the number of feasible solutions that are no better than the average. Establishing corresponding results for QAP is an open problem [6, $36,67,117]$. Given an instance ( $Q, C, D$ ) of BAP, define

$$
\mathcal{G}(Q, C, D)=\{(\mathbf{x}, \mathbf{y}) \in \mathcal{F}: f(\mathbf{x}, \mathbf{y}) \geq A(Q, C, D)\} .
$$

Theorem 14. $|\mathcal{G}(Q, C, D)| \geq(m-1)!(n-1)$ !.
Proof. Consider an equivalence relation $\sim$ on $\mathcal{F}$, where $(\mathbf{x}, \mathbf{y}) \sim\left(\mathbf{x}^{\prime}, \mathbf{y}^{\prime}\right)$ if and only if there exist $a \in\{0,1, \ldots, m-1\}$ and $b \in\{0,1, \ldots, n-1\}$ such that $x_{i j}=x_{i(j+a \bmod m)}^{\prime}$ for all $i, j$, and $y_{k \ell}=y_{k(\ell+b \bmod n)}^{\prime}$ for all $k, \ell$. Note that $\sim$ partitions $\mathcal{F}$ into $(m-1)!(n-1)$ ! equivalence classes, each of size $m n$. Fix $S$ to be one such equivalence class. For every $i, j \in M$ and $k, \ell \in N$, there are exactly $n$ solutions in $S$ for which $x_{i j}=1$, and there are exactly $m$ solutions in $S$ for which $y_{k \ell}=1$. Furthermore, for every $i, j \in M$ and $k, \ell \in N$, there is exactly one solution in $S$ for which $x_{i j} y_{k \ell}=1$. Therefore

$$
\sum_{(\mathbf{x}, \mathbf{y}) \in S} f(\mathbf{x}, \mathbf{y})=\sum_{\substack{(i, j, k, \ell) \in \\ M \times M \times N \times N}} q_{i j k \ell}+n \sum_{\substack{(i, j) \in \\ M \times M}} c_{i j}+m \sum_{\substack{(k, \ell) \in \\ N \times N}} d_{k \ell}=m n \mathcal{A}(Q, C, D) .
$$

Because $|S|=m n$, there must be at least one $(\mathbf{x}, \mathbf{y}) \in S$ such that $f(\mathbf{x}, \mathbf{y}) \geq \mathcal{A}(Q, C, D)$. There is one such solution for each of the $(m-1)!(n-1)$ ! equivalent classes and this concludes the proof.

An algorithm that is guaranteed to return a solution with the objective function value at most $\mathcal{A}(Q, C, D)$ guarantees a solution that is no worse than $(m-1)!(n-1)$ ! solutions. Thus, the domination ratio [53,37] of such an algorithm is $\frac{1}{m n}$.

Here and later in the write-up we use the notation of $x_{i(j+a \bmod m)}$ in a sense that, if $(j+a) \bmod m=0$, we then assume it to refer to the variable $x_{i m}$. Similar assumptions will be made for the other index of $x_{i j}$ and variables $y_{k l}$ to improve the clarity of presentation.

The bound presented in Theorem 14 is tight. To see this, let cost arrays $Q, C, D$ be such that all of their elements are 0 , except $q_{i^{\prime} j^{\prime} k^{\prime} \ell^{\prime}}=1$ for some fixed $i^{\prime}, j^{\prime}, k^{\prime}, \ell^{\prime}$. The tightness follows from the fact that exactly one element from every equivalence class defined by $\sim$ is no better than average.

The proof of Theorem 14 also provides us a way to construct an $(\mathbf{x}, \mathbf{y}) \in \mathcal{F}$ such that $f(\mathbf{x}, \mathbf{y}) \leq \mathcal{A}(Q, C, D)$. We showed that in every equivalence class defined by $\sim$ there is a feasible solution with the objective function value greater than or equal to $\mathcal{A}(Q, C, D)$. By the same reasoning it follows that in every such class there is a feasible solution with objective function value less than or equal to $\mathcal{A}(Q, C, D)$. For example, given $a \in M, b \in N$ let $\left(\mathbf{x}^{a}, \mathbf{y}^{b}\right) \in \mathcal{F}$ be defined as

$$
x_{i j}^{a}=\left\{\begin{array}{ll}
1 & \text { if } j=i+a \bmod m, \\
0 & \text { otherwise }
\end{array} \quad \text { and } \quad y_{k \ell}^{b}= \begin{cases}1 & \text { if } \ell=k+b \bmod n, \\
0 & \text { otherwise }\end{cases}\right.
$$

Then $\left(\mathbf{x}^{a_{1}}, \mathbf{y}^{b_{1}}\right) \sim\left(\mathbf{x}^{a_{2}}, \mathbf{y}^{b_{2}}\right)$ for every $a_{1}, a_{2} \in M$ and $b_{1}, b_{2} \in N$, and

$$
f\left(\mathbf{x}^{a}, \mathbf{y}^{b}\right)=\sum_{i \in M, k \in N} q_{i(i+a \bmod m) k(k+b \bmod n)}+\sum_{i \in M} c_{i(i+a \bmod m)}+\sum_{k \in N} d_{k(k+b \bmod n)} .
$$

Corollary 15. For any instance $(Q, C, D)$ of $B A P$

$$
\min _{a \in M, b \in N}\left\{f\left(\mathbf{x}^{a}, \mathbf{y}^{b}\right)\right\} \leq \mathcal{A}(Q, C, D) \leq \max _{a \in M, b \in N}\left\{f\left(\mathbf{x}^{a}, \mathbf{y}^{b}\right)\right\} .
$$

Note that any equivalence class defined by $\sim$ can be used to obtain the type of inequalities above. Corollary 15 provides another way to find a feasible solution to BAP with objective function value no worse than $\mathcal{A}(Q, C, D)$ in $O\left(m^{2} n^{2}\right)$ time. This is a running time improvement when compared to the approach using DxOy or DyOx described above.

Interestingly, unlike the average, computing the median of the objective function values of feasible solutions of BAP is NP-hard.

Theorem 16. Finding a median of the objective function values for the BAP is NP-hard.
Proof. We will describe a reduction from the NP-complete PARTITION problem: Given $n$ positive integers $a_{1}, a_{2}, \ldots, a_{n}$, determine if there exists a partition of $N=\{1,2, \ldots, n\}$ into $S_{1}$ and $S_{2}$ such that $\sum_{i \in S_{1}} a_{i}=\sum_{i \in S_{2}} a_{i}$. From a PARTITION instance $I$, we will create a BAP instance $(Q, C, D)$, such that a median of objective values of BAP is $\sum_{i \in N} a_{i} / 2$ if and only if the starting PARTITION instance $I$ is a 'yes' instance.

Without loss of generality we assume than $n$ is even. Let the BAP instance ( $Q, C, D$ ) be such that $C$ is the $2 \times 2$ null matrix, $D$ is the $n \times n$ null matrix, and the $2 \times 2 \times n \times n$ array $Q$ is given by

$$
q_{i j k \ell}= \begin{cases}\frac{a_{k}}{2} & \text { if } i=j \text { and } k=\ell, \\ \frac{a_{k}}{2} & \text { if } i \neq j \text { and } k \neq \ell, \\ 0 & \text { otherwise }\end{cases}
$$

We can partition the set of feasible solutions $\mathcal{F}$ into pairs of solutions $(\mathbf{x}, \mathbf{y}),\left(\mathbf{x}^{\prime}, \mathbf{y}^{\prime}\right)$ by the rule $x_{i j}=x_{i(j+1 \bmod 2)}^{\prime}$ and $y_{k \ell}=y_{k \ell}^{\prime}$, for all $i, j \in\{1,2\}$ and $k, \ell \in N$. For every such pair of solutions, either $f(\mathbf{x}, \mathbf{y}) \leq \sum_{i=1}^{n} a_{i} / 2 \leq f\left(\mathbf{x}^{\prime}, \mathbf{y}^{\prime}\right)$ or $f\left(\mathbf{x}^{\prime}, \mathbf{y}^{\prime}\right) \leq \sum_{i=1}^{n} a_{i} / 2 \leq f(\mathbf{x}, \mathbf{y})$. Hence, if there is a solution $(\mathbf{x}, \mathbf{y})$ for which $f(\mathbf{x}, \mathbf{y})=\sum_{i=1}^{n} a_{i} / 2$, then $\sum_{i=1}^{n} a_{i} / 2$ is a median objective value. Value $K$ appears as an objective value of some solution for $(Q, C, D)$ if and only if there exists $S \subseteq\{1,2, \ldots, n\}$ such that $\sum_{i \in S} a_{i}=K$. Therefore, the theorem follows from NP-completeness of the PARTITION problem.

For a given instance $I$ of an optimization problem, let $\mathbf{x}^{\Gamma} \in \mathcal{F}(I)$ be a solution produced by an algorithm $\Gamma$, where $\mathcal{F}(I)$ denotes the set of feasible solutions for the instance $I$. Let $\mathcal{G}^{\Gamma}(I)=\left\{\mathbf{x} \in \mathcal{F}(I): f(\mathbf{x}) \geq f\left(\mathbf{x}^{\Gamma}\right)\right\}$ where $f(\mathbf{x})$ denotes the objective function value of $\mathbf{x}$. Furthermore, let $\mathcal{I}$ be the collection of all instances of the problem with a fixed instance size. Then

$$
\inf _{I \in \mathcal{I}}\left|\mathcal{G}^{\Gamma}(I)\right| \quad \text { and } \inf _{I \in \mathcal{I}} \frac{\left|\mathcal{G}^{\Gamma}(I)\right|}{|\mathcal{F}(I)|},
$$

are called domination number and domination ratio of $\Gamma$, respectively [4, 53].
As we discussed above, procedure DxOy (and DyOx) and Corollary 15 give us two BAP heuristics for which the domination number $(m-1)!(n-1)$ ! and the domination ratio $\frac{1}{m n}$ is guarantied by Theorem 14. Lastly, we give an upper bound on the domination ratio for any polynomial time heuristic algorithm for the BAP. The result can be shown following the main idea in $[108,37]$.

Theorem 17. For any fixed rational number $\beta>1$ no polynomial time algorithm for BAP can have domination number greater than $m!n!-\left\lceil\frac{m}{\beta}\right\rceil!\left\lceil\frac{n}{\beta}\right\rceil$ !, unless $P=N P$.

Proof. Let $\beta$ be a rational number such that $\beta>1$. We show that a polynomial algorithm $\Gamma$ for BAP, with domination number at least $m!n!-\left\lceil\frac{m}{\beta}\right\rceil!\left\lceil\frac{n}{\beta}\right\rceil!+1$, can be used to compute an optimal solution of BAP. Consider an arbitrary BAP instance ( $Q, C, D$ ). Let $a$ and $b$ be two natural numbers such that $\beta=\frac{a}{b}>1$, and let $Q^{*}=\left(q_{i j k \ell}^{*}\right)$ be an $a b m \times a b m \times a b n \times a b n$ array such that

$$
q_{i j k \ell}^{*}= \begin{cases}q_{i j k \ell} & \text { if } i, j \in M \text { and } k, \ell \in N, \\ 0 & \text { otherwise } .\end{cases}
$$

Furthermore, let $L$ be a large number and let $C^{*}=\left(c_{i j}^{*}\right)$ and $D^{*}=\left(d_{k \ell}^{*}\right)$ be $a b m \times a b m$ and $a b n \times a b n$ matrices respectively, such that

$$
c_{i j}^{*}=\left\{\begin{array}{ll}
c_{i j} & \text { if } i, j \in M, \\
0 & \text { if } i, j \notin M, \\
L & \text { otherwise }
\end{array} \quad \text { and } \quad d_{k \ell}^{*}= \begin{cases}d_{k \ell} & \text { if } k, \ell \in N \\
0 & \text { if } k, \ell \notin N \\
L & \text { otherwise }\end{cases}\right.
$$

Note that BAP instances $\left(Q^{*}, C^{*}, D^{*}\right)$ and $(Q, C, D)$ are equivalent. In particular, from any optimal solution for $\left(Q^{*}, C^{*}, D^{*}\right)$ an optimal solution for $(Q, C, D)$ can be recovered. Moreover, the number of optimal solutions for $\left(Q^{*}, C^{*}, D^{*}\right)$ is at least $(a b m-m)!(a b n-$ $n)!$. Therefore, the number of non-optimal solutions is at most $(a b m)!(a b n)!-(a b m-$ $m)!(a b n-n)!$. Let $\left(\mathbf{x}^{\prime}, \mathbf{y}^{\prime}\right)$ denote the output of $\Gamma$, and assume that $\left(\mathbf{x}^{\prime}, \mathbf{y}^{\prime}\right)$ is no worse than $(a b m)!(a b n)!-\left\lceil\frac{a b m}{\beta}\right\rceil!\left\lceil\frac{a b n}{\beta}\right\rceil!+1=(a b m)!(a b n)!-\left(b^{2} m\right)!\left(b^{2} n\right)!+1$ solutions. From $a>b$, it follows that $(a b m-m)!(a b n-n)$ ! is greater than or equal to $\left(b^{2} m\right)!\left(b^{2} n\right)$ !, therefore $\left(\mathbf{x}^{\prime}, \mathbf{y}^{\prime}\right)$ is an optimal solution. Using $\left(\mathbf{x}^{\prime}, \mathbf{y}^{\prime}\right)$ we can now find an optimal solution for $(Q, C, D)$, which contradict the fact that BAP is NP-hard.

### 2.4 Integer programming linearizations

We now present several linearization reformulations of BAP, where the problem will appear as a mixed-integer linear program. This enables the usage of MILP solvers to tackle the problem.

Similar to QAP linearization in [94], we introduce $m^{2} n^{2}$ binary variables $z_{i j k \ell}$, such that

$$
\begin{equation*}
z_{i j k \ell}=x_{i j} y_{k \ell}, \quad i, j=1, \ldots, m, \quad k, \ell=1, \ldots, n \tag{2.21}
\end{equation*}
$$

Now an integer linear program equivalent to BAP (2.1) - (2.6) is:

$$
\begin{equation*}
\text { Minimize } \quad \sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{\ell=1}^{n} q_{i j k \ell} z_{i j k \ell}+\sum_{i=1}^{m} \sum_{j=1}^{m} c_{i j} x_{i j}+\sum_{k=1}^{n} \sum_{\ell=1}^{n} d_{k \ell} y_{k \ell} \tag{2.22}
\end{equation*}
$$

$$
\text { subject to } \quad(2.2)-(2.5)
$$

$$
\begin{align*}
& \sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{\ell=1}^{n} z_{i j k \ell}=m n,  \tag{2.23}\\
& z_{i j k \ell} \leq \frac{x_{i j}+y_{k \ell}}{2} \quad i, j=1, \ldots, m, \quad k, \ell=1, \ldots, n  \tag{2.24}\\
& x_{i j}, y_{k \ell}, z_{i j k \ell} \in\{0,1\} \quad i, j=1, \ldots, m, \quad k, \ell=1, \ldots, n . \tag{2.25}
\end{align*}
$$

Alternatively, we can substitute $(2.23)$ by $m^{2} n^{2}$ constraints

$$
\begin{equation*}
z_{i j k \ell} \geq x_{i j}+y_{k \ell}-1 \quad i, j=1, \ldots, m, \quad k, \ell=1, \ldots, n \tag{2.26}
\end{equation*}
$$

This kind of linearization [49] also introduces $m^{2} n^{2}$ variables

$$
\begin{equation*}
z_{i j k \ell}=x_{i j} y_{k \ell}, \quad i, j=1, \ldots, m, \quad k, \ell=1, \ldots, n \tag{2.27}
\end{equation*}
$$

The BAP is rewritten then as the following integer linear program:

$$
\begin{array}{ll}
\text { Minimize } & \sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{\ell=1}^{n} q_{i j k \ell} z_{i j k \ell}+\sum_{i=1}^{m} \sum_{j=1}^{m} c_{i j} x_{i j}+\sum_{k=1}^{n} \sum_{\ell=1}^{n} d_{k \ell} y_{k \ell} \\
\text { subject to } & (2.2)-(2.5), \\
& \sum_{j=1}^{m} z_{i j k \ell}=y_{k \ell} \\
& i=1,2, \ldots, m, \quad k, \ell=1, \ldots, n, \\
\sum_{i=1}^{m} z_{i j k \ell}=y_{k \ell} & j=1,2, \ldots, m, \quad k, \ell=1, \ldots, n, \\
\sum_{\ell=1}^{n} z_{i j k \ell}=x_{i j} & k=1,2, \ldots, n, \quad i, j=1, \ldots, m, \\
& \sum_{k=1}^{n} z_{i j k \ell}=x_{i j} \\
x_{i j}, y_{k \ell} \in\{0,1\} \quad i, j=1, \ldots, m, \quad k, \ell=1, \ldots, n .  \tag{2.34}\\
z_{i j k \ell} \in\{0,1\} \quad i, j=1, \ldots, m, \quad k, \ell=1, \ldots, n .
\end{array}
$$

Notice that relaxing (2.34) to $0 \leq z_{i j k \ell} \leq 1$ maintains equivalence to BAP.
Extending the ideas of the previous linearization we multiply each of (2.29) - (2.32) by respectively $x_{p q}$ and $y_{r s}$ to get

$$
\begin{array}{ll}
\sum_{j=1}^{m} x_{p q} z_{i j k \ell}=z_{p q k \ell} & i, p, q=1,2, \ldots, m, \quad k, \ell=1, \ldots, n, \\
\sum_{i=1}^{m} x_{p q} z_{i j k \ell}=z_{p q k \ell} & j, p, q=1,2, \ldots, m, \quad k, \ell=1, \ldots, n, \\
\sum_{\ell=1}^{n} z_{i j k \ell} y_{r s}=z_{i j r s} & k, r, s=1,2, \ldots, n, \quad i, j=1, \ldots, m, \\
\sum_{k=1}^{n} z_{i j k \ell} y_{r s}=z_{i j r s} & \ell, r, s=1,2, \ldots, n, \quad i, j=1, \ldots, m . \tag{2.38}
\end{array}
$$

Now we linearize by introducing $m^{4} n^{2}+m^{2} n^{4}$ additional real variables:

$$
\begin{align*}
& v_{p q i j k \ell}=x_{p q} z_{i j k \ell}, \quad p, q, i, j=1, \ldots, m, \quad k, \ell=1, \ldots, n,  \tag{2.39}\\
& w_{i j k \ell r s}=z_{i j k \ell} y_{r s}, \quad i, j=1, \ldots, m, \quad k, \ell, r, s=1, \ldots, n \tag{2.40}
\end{align*}
$$

We now get the following MILP equivalent to our original BAP:

Minimize
subject to $\quad(2.2)-(2.5),(2.29)-(2.32)$,

$$
\begin{align*}
& \sum_{j=1}^{m} v_{p q i j k \ell}=z_{p q k \ell}  \tag{2.41}\\
& \sum_{i=1}^{m} v_{p q i j k \ell}=z_{p q k \ell}  \tag{2.42}\\
& \sum_{\ell=1}^{n} w_{i j k \ell r s}=z_{i j r s}  \tag{2.43}\\
& j, p, q=1,2, \ldots, m, \quad k, \ell=1, \ldots, n, \quad k, \ell=1, \ldots, n,  \tag{2.44}\\
& \sum_{k=1}^{n} w_{i j k \ell r s}=z_{i j r s}  \tag{2.45}\\
& x_{i j}, y_{k \ell \ell} \in\{0,1\} \quad i, j=1, \ldots, m, \quad k, \ell=1, \ldots, n .  \tag{2.46}\\
& 0 \leq z_{i j k \ell}, v_{p q i j k \ell}, w_{i j k \ell r s} \leq 1 \quad p, q, i, j=1, \ldots, m, \quad k, \ell, r, s=1, \ldots, n, \quad i, j=1, \ldots, m,
\end{align*}
$$

Going for linearizations of higher levels will allow for a stronger bounds from the linear programming relaxation, however, extra computational costs will be induced.

Quadratic term from the objective function (2.1) can be rewritten as

$$
\begin{equation*}
\sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{\ell=1}^{n} q_{i j k \ell} x_{i j} y_{k \ell}=\sum_{i=1}^{m} \sum_{j=1}^{m} x_{i j} \sum_{k=1}^{n} \sum_{\ell=1}^{n} q_{i j k \ell} y_{k \ell} \tag{2.47}
\end{equation*}
$$

Now, following the QAP linearization from [79], we define $m^{2}$ real variables:

$$
\begin{equation*}
z_{i j}=x_{i j} \sum_{k=1}^{n} \sum_{\ell=1}^{n} q_{i j k \ell} y_{k \ell} \quad i, j=1, \ldots, m \tag{2.48}
\end{equation*}
$$

Moreover, let $a_{i j}=\sum_{k=1}^{n} \sum_{\ell=1}^{n} q_{i j k \ell}$ for $i, j=1, \ldots, m$. Note that coefficients $q_{i j k \ell}$ could be considered positive without loosing generality. The mixed-integer linear program equivalent to BAP can be written as:

$$
\begin{array}{ll}
\text { Minimize } & \sum_{i=1}^{m} \sum_{j=1}^{m} z_{i j} \\
\text { subject to } & (2.2)-(2.5), \\
& z_{i j}+\left(1-x_{i j}\right) a_{i j} \geq \sum_{k=1}^{n} \sum_{\ell=1}^{n} q_{i j k \ell} y_{k \ell} \quad \quad i, j=1,2, \ldots, m,  \tag{2.50}\\
& x_{i j}, y_{k \ell} \in\{0,1\} \quad i, j=1, \ldots, m, \quad k, \ell=1, \ldots, n \\
& z_{i j k \ell} \geq 0 \quad i, j=1, \ldots, m, \quad k, \ell=1, \ldots, n
\end{array}
$$

### 2.5 Conclusion

We presented a systematic study of complexity aspects of BAP defined on the data set $(Q, C, D)$ and size parameters $m$ and $n$. BAP generalizes the well known quadratic assignment problem, the three dimensional assignment problem, and the disjoint matching problem. We show that BAP is NP-hard if $m=O(\sqrt[r]{n})$, for some fixed $r$, but is solvable in polynomial time if $m=O\left(\frac{\log n}{\log \log n}\right)$. Further, we establish that BAP cannot be approximated within a constant factor unless $\mathrm{P}=\mathrm{NP}$ even if $Q$ is diagonal; but when the rank of $Q$ is fixed, BAP is observed to admit FPTAS. When the rank of $Q$ is one and $C$ or $D$ is a sum matrix, BAP is shown to be solvable in polynomial time. In contrast, QAP with a diagonal cost matrix is just the linear assignment problem which is solvable in polynomial time. We also provide a characterization of BAP instances equivalent to two linear assignment problems. Same as in the case of QAP, linearizable instances yield a class of polynomially solvable special cases. Various results leading to performance guarantee of heuristics from the domination analysis point of view are presented. In particular, we showed that a feasible solution with objective function value no worse than that of $(m-1)!(n-1)$ ! solutions can be identified efficiently, whereas computing a solution whose objective function value is no worse than that of $m!n!-\left\lceil\frac{m}{\beta}\right\rceil!\left\lceil\frac{n}{\beta}\right\rceil$ ! solutions is NP-hard for any fixed rational number $\beta>1$. As a by-product, we have a closed form expression to compute the average of the objective function values of all solutions, but the median of the solution values cannot be identified in polynomial time, unless $\mathrm{P}=\mathrm{NP}$.

## Chapter 3

## Bilinear Assignment Problem: Theoretical and Experimental Analysis of Algorithms

In this chapter we discuss the results of our experimentally focused study on the model [121].

We present various neighborhoods associated with a feasible solution of BAP and analyze their theoretical properties in the context of local search algorithms, particularly on the worst case behavior. Some of these neighborhoods are of exponential size but can be searched for an improving solution in polynomial time. Local search algorithms with such very large scale neighborhoods (VLSN) proved to be an effective solution approach for many hard combinatorial optimization problems [2, 3]. We also present extensive experimental results by embedding these neighborhoods within a variable neighborhood search (VNS) framework in addition to the standard and multi-start VLSN local search. Some very fast construction heuristics are also provided along with experimental analysis. Although local search and variable neighborhood search are well known algorithmic paradigms that are thoroughly investigated in the context of various combinatorial optimization problems, to achieve effectiveness and obtain superior outcomes variable neighborhood search algorithms needs to exploit special problem structures that efficiently link the various neighborhoods under consideration. In this sense, developing variable neighborhood search algorithms is always intriguing, especially when it comes to new optimization problems having several well designed neighborhood structures with interesting properties. Our experimental analysis shows that the average behavior of the algorithms are much better and the established negative worst case performance hardly occurs. Such a conclusion can only be made by systematic experimentation, as we have done. On a balance of computational time and solution quality, a multi-start based VLSN local search became our proposed approach.

Although, by allowing significantly more time, a strategic variable neighborhood search outperformed this algorithm in terms of solution quality.

Several classes of neigborhood search structures are introduced for the problem along with some theoretical analysis. These neighborhoods are then explored within a local search and a variable neighborhood search frameworks with multistart to generate robust heuristic algorithms. Results of systematic experimental analysis have been presented which divulge the effectiveness of our algorithms. In addition, we present several very fast construction heuristics. Our experimental results disclosed some interesting properties of the BAP model, different from those of comparable models. This is the first thorough experimental analysis of algorithms on BAP. We have also introduced benchmark test instances that can be used for future experiments on exact and heuristic algorithms for the problem.

This chapter is organized as follows. In Section 3.1 we describe several construction heuristics for BAP that generate reasonable solutions, often quickly. In Section 3.2, we present various neighborhood structures and analyze their theoretical properties. We then (Section 3.3.1) describe in details specifics of our experimental setup as well as sets of instances that we have generated for the problem. The benchmark instances that we have developed are available upon request, for other researchers to further study the problem. The development of these test instances and best-known solutions is yet another contribution of this work. Sections 3.3.2 and 3.3.3 deal with experimental analysis of construction heuristics and local search algorithms. Our computational results disclose some interesting and unexpected outcomes, particularly when comparing standard local search with its multistart counterpart. In Section 3.3.4 we combine better performing construction heuristics and different local search algorithms to develop several variable neighborhood search algorithms and present comparison with our best performing multistart local search algorithm. Concluding remarks are presented in Section 3.4.

### 3.1 Construction heuristics

In this section, we consider heuristic algorithms that will generate solutions to BAP using various construction approaches. Such algorithms are useful in situations where solutions of reasonable quality are needed quickly. These algorithms can also be used to generate starting solutions for more complex improvement based algorithms.

Our first algorithm, called Random, is the trivial approach of generating a feasible solution ( $\mathbf{x}, \mathbf{y}$ ). Both $\mathbf{x}$ and $\mathbf{y}$ are selected as random assignments in uniform fashion. It should be noted that the expected value of the solution produced by Random is precisely $\mathcal{A}(Q, C, D)$.

Let us now discuss a different randomized technique, called RandomXYGreedy. This algorithm builds a solution by randomly picking a 'not yet assigned' $i \in M$ or $k \in N$, and
then setting $x_{i j}$ or $y_{k l}$ to 1 for a 'not yet assigned' $j \in M^{\prime}$ or $l \in N^{\prime}$ so that the total cost of the resulting partial solution is minimized. A pseudo-code of RandomXYGreedy is presented in Algorithm 1. Here and later in the paper we will present description of the algorithms by assuming that the input BAP instance $(Q, C, D)$ has $C$ and $D$ as zero arrays. This restriction is for simplicity of presentation and does not affect neither the theoretical complexity of BAP nor the asymptotic computational complexity of the presented algorithms. It is easy to extend the algorithms to the general case in a straightforward way. The running time of RandomXYGreedy is $O\left(m n^{2}\right)$ as each addition to our solution is selected using quadratic number of computations. However, just reading the data for the $Q$ matrix takes $O\left(m^{2} n^{2}\right)$ time. For the rest of the paper we will consider running time of our algorithms without including this input overhead.

```
Algorithm 1 RandomXYGreedy
Input: integers \(m, n ; m \times m \times n \times n\) array \(Q\)
Output: feasible solution to BAP
    \(x_{i j} \leftarrow 0 \forall i, j ; y_{k l} \leftarrow 0 \forall k, l\)
    while not all \(i \in M\) and \(k \in N\) are assigned do
        randomly pick some \(i \in M\) or \(k \in N\) that is unassigned
        if \(i\) is picked then
            \(j^{\prime} \leftarrow \operatorname{random} j \in M\) that is unassigned; \(\Delta^{\prime} \leftarrow \sum_{k, l \in N} q_{i j^{\prime} k l} y_{k l}\)
            for all \(j \in M\) that is unassigned do
                \(\Delta \leftarrow \sum_{k, l \in N} q_{i j k l} y_{k l} \quad \triangleright\) value change if \(i\) assigned to \(j\)
                    if \(\Delta<\Delta^{\prime}\) then
                        \(j^{\prime} \leftarrow j ; \Delta^{\prime} \leftarrow \Delta\)
                    end if
            end for
            \(x_{i j^{\prime}} \leftarrow 1 \quad \triangleright\) assign \(i\) to \(j^{\prime}\)
        else
            \(l^{\prime} \leftarrow\) random \(l \in N\) that is unassigned \(; \Delta^{\prime} \leftarrow \sum_{i, j \in M} q_{i j k l^{\prime}} x_{i j}\)
            for all \(l \in N\) that is unassigned do
                    \(\Delta \leftarrow \sum_{i, j \in M} q_{i j k l} x_{i j} \quad \triangleright\) value change if \(k\) assigned to \(l\)
                    if \(\Delta<\Delta^{\prime}\) then
                        \(l^{\prime} \leftarrow l ; \Delta^{\prime} \leftarrow \Delta\)
                    end if
            end for
            \(y_{k l^{\prime}} \leftarrow 1 \quad \triangleright\) assign \(k\) to \(l^{\prime}\)
        end if
    end while
    return \((\mathbf{x}, \mathrm{y})\)
```

Our next algorithm is fully deterministic and is called Greedy (see Algorithm 2). This is similar to RandomXYGreedy, except that, at each iteration, we select the best available $x_{i j}$ or $y_{k l}$ to be added to the current partial solution. We start the algorithm by choosing the partial solution $x_{i^{\prime} j^{\prime}}=1$ and $y_{k^{\prime} l^{\prime}}=1$ where $i^{\prime}, j^{\prime}, k^{\prime}, l^{\prime}$ correspond to a smallest element in the array $Q$. The total running time of this heuristic is $O\left(n^{3}\right)$, considering that the position of the smallest $q_{i^{\prime} j^{\prime} k^{\prime} l^{\prime}}$ is provided.

Theorem 18. The objective function value of a solution produced by the Greedy algorithm could be arbitrarily bad and could be worse than $\mathcal{A}(Q, C, D)$.

```
Algorithm 2 Greedy
Input: integers \(m, n ; m \times m \times n \times n\) array \(Q\)
Output: feasible solution to BAP
    \(x_{i j} \leftarrow 0 \forall i, j ; y_{k l} \leftarrow 0 \forall k, l\)
    \(i^{\prime}, j^{\prime}, k^{\prime}, l^{\prime} \leftarrow \arg \min _{i, j \in M, k, l \in N} q_{i j k l} ; x_{i^{\prime} j^{\prime}} \leftarrow 1 ; y_{k^{\prime} l^{\prime}} \leftarrow 1\)
    while not all \(i \in M\) and \(k \in N\) are assigned do
        \(\Delta_{x}^{\prime} \leftarrow \infty ; \Delta_{y}^{\prime} \leftarrow \infty\)
        for all \(i \in M\) that is unassigned do
            for all \(j \in M\) that is unassigned do
                    \(\Delta \leftarrow \sum_{k, l \in N} q_{i j k l} y_{k l} \quad \triangleright\) value change if \(i\) assigned to \(j\)
                    if \(\Delta<\Delta_{x}^{\prime}\) then
                        \(i^{\prime} \leftarrow i ; j^{\prime} \leftarrow j ; \Delta_{x}^{\prime} \leftarrow \Delta\)
                    end if
            end for
        end for
        for all \(k \in N\) that is unassigned do
            for all \(l \in N\) that is unassigned do
                            \(\Delta \leftarrow \sum_{i, j \in M} q_{i j k l} x_{i j} \quad \triangleright\) value change if \(k\) assigned to \(l\)
            if \(\Delta<\Delta_{y}^{\prime}\) then
                    \(k^{\prime} \leftarrow k ; l^{\prime} \leftarrow l ; \Delta_{y}^{\prime} \leftarrow \Delta\)
                    end if
            end for
        end for
        if \(\Delta_{x}^{\prime} \leq \Delta_{y}^{\prime}\) then
            \(x_{i^{\prime} j^{\prime}} \leftarrow 1 \quad \triangleright\) assign \(i^{\prime}\) to \(j^{\prime}\)
        else
            \(y_{k^{\prime} l^{\prime}} \leftarrow 1 \quad \triangleright \operatorname{assign} k^{\prime}\) to \(l^{\prime}\)
        end if
    end while
    return ( \(x, y\) )
```

Proof. Consider the following BAP instance: $C$ and $D$ are zero matrices and elements of $2 \times 2 \times 3 \times 3$ matrix $Q$ are all zero except $q_{1111}=-\epsilon, q_{1122}=q_{1133}=\epsilon, q_{2211}=q_{1123}=$ $q_{1132}=2 \epsilon, q_{2222}=q_{2233}=L$, where $\epsilon$ and $L$ are arbitrarily small and large positive numbers, respectively. At first the algorithm will assign $x_{11}=y_{11}=1$, as $q_{1111}$ is the smallest element in the array. Next, all indices $i, j \in M$ such that $i, j>2$ and $k, l \in M$ such that $k, l>3$ will be assigned within their respective groups. This is due to the fact that any assignment in those sets adds no additional cost to the current partial solution. Following that, $y_{22}=y_{33}=$ 1 will be added. And finally, $x_{22}$ will be set to 1 to complete a solution with the cost $3 \epsilon+2 L$. However, an optimal solution in this case will contain $x_{11}=x_{22}=y_{11}=y_{23}=y_{32}=1$ with an objective value of $5 \epsilon$. Note that $\mathcal{A}(Q, C, D)=\frac{7 \epsilon+2 L}{m n}$ and the result follows.

We also consider a randomized version of Greedy, called GreedyRandomized. In this variation a partial assignment is extended by a randomly picked $x_{i j}$ or $y_{k l}$ out of $h$ best candidates (by solution value change), where $h$ is some fixed number. Such approaches are generally called semi-greedy algorithms and form an integral part of many GRASP algorithms [70, 44]. To emphasize the randomized decisions in the algorithm and its linkages to GRASP, we call it GreedyRandomized.

Finally we discuss a construction heuristic based on rounding a fractional solution. In [38], a discretization procedure was introduced that computes a feasible solution to BAP with objective function value no more than that of the fractional solution. Given a fractional
solution to BAP ( $\mathbf{x}, \mathbf{y}$ ) (i.e. a solution to BAP (2.1)-(2.5) without integrality constrains (2.6)), we fix one side of the solution (say $\mathbf{x}$ ) and optimize $\mathbf{y}$ by solving a linear assignment problem to obtain a solution $\overline{\mathbf{y}}$. Then, fix $\overline{\mathbf{y}}$ and solve a linear assignment problem to find a solution $\overline{\mathbf{x}}$. Output the solution ( $\overline{\mathbf{x}}, \overline{\mathbf{y}}$ ) as a result. We denote this approach as Rounding.

Theorem 19. A feasible solution $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ to BAP with the cost $f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \leq \mathcal{A}(Q, C, D)$, can be obtained in $O\left(m^{2} n^{2}+n^{3}\right)$ time using the Rounding algorithm.

Proof. Consider the fractional solution ( $\mathbf{x}, \mathbf{y}$ ) where $x_{i j}=1 / m$ for all $i, j \in M$, and $y_{i j}=$ $1 / n$ for all $i, j \in N$. Then ( $\mathbf{x}, \mathbf{y}$ ) is a feasible solution to the relaxation of BAP obtained by removing the integrality restrictions (2.6). It is easy to see that $f(\mathbf{x}, \mathbf{y})=\mathcal{A}(Q, C, D)$. One of the properties of Rounding discussed in [38] is that the resulting solution is no worse than the input fractional solution, in terms of objective value. Apply Rounding to ( $\mathbf{x}, \mathbf{y}$ ) to obtain the desired solution.

Rounding provides us with an alternative way to Corollary 15 for generating a BAP solution with objective value no worse than the average. Recall, that by Theorem 14 this solution is guaranteed to be no worse than $(m-1)$ ! $(n-1)$ ! feasible solutions.

It should be noted that this discretization procedure could also be applied to BAP fractional solutions obtained from other sources, such as the solution to the relaxed version of an integer linear programming reformulation of BAP. Some of the linearization reformulations $[79,48,94,1]$ of the QAP can be modified to obtain the corresponding linearizations of BAP. Selecting only $\mathbf{x}$ and $\mathbf{y}$ part from continuous solutions and ignoring other variables in the linearization formulations can be used to initiate the rounding algorithm discussed above. However, in this case, the resulting solution is not guaranteed to be no worse than the average.

### 3.2 Neighborhood structures and properties

Let us now discuss various neighborhoods associated with a feasible solution of BAP and analyze their properties. We also consider worst case properties of a local optimum for these neighborhoods. All these neighborhoods are based on reassigning parts of $\mathbf{x} \in \mathcal{X}$, parts of $\mathbf{y} \in \mathcal{Y}$, or both. The neighborhoods that we consider can be classified into three categories: $h$-exchange neighborhoods, $[h, p]$-exchange neighborhoods, and shift based neighborhoods.

### 3.2.1 The $h$-exchange neighborhood

In this class of neighborhoods, we apply an $h$-exchange operation to $\mathbf{x}$ while keeping $\mathbf{y}$ unchanged or viceversa. Let us discuss this in detail with $h=2$. The 2-exchange neighborhood is well studied in the QAP literature. Our version of 2-exchange for BAP is related to
the QAP variation, but also have some significant differences due to the specific structure of our problem.

Let $(\mathbf{x}, \mathbf{y})$ be a feasible solution to BAP. Consider two elements $i_{1}, i_{2} \in M, j_{1}, j_{2} \in M^{\prime}$, such that $x_{i_{1} j_{1}}=x_{i_{2} j_{2}}=1$. Then the 2 -exchange operation on the $\mathbf{x}$-variables produces $\left(\mathbf{x}^{\prime}, \mathbf{y}\right)$, where $\mathbf{x}^{\prime}$ is obtained from $\mathbf{x}$ by swapping assignments of $i_{1}, i_{2}$ and $j_{1}, j_{2}$ (i.e. setting $x_{i_{1} j_{2}}=x_{i_{2} j_{1}}=1$ and $x_{i_{1} j_{1}}=x_{i_{2} j_{2}}=0$ ). Let $\Delta_{i_{1} i_{2}}^{x}$ be the change in the objective value from $(\mathbf{x}, \mathrm{y})$ to $\left(\mathrm{x}^{\prime}, \mathbf{y}\right)$. I.e.,

$$
\begin{align*}
\Delta_{i_{1} i_{2}}^{x}= & f\left(\mathbf{x}^{\prime}, \mathbf{y}\right)-f(\mathbf{x}, \mathbf{y}) \\
= & \sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{l=1}^{n} q_{i j k l} x_{i j}^{\prime} y_{k l}+\sum_{i=1}^{m} \sum_{j=1}^{m} c_{i j} x_{i j}^{\prime}+\sum_{k=1}^{n} \sum_{l=1}^{n} d_{k l} y_{k l} \\
& -\sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{l=1}^{n} q_{i j k l} x_{i j} y_{k l}-\sum_{i=1}^{m} \sum_{j=1}^{m} c_{i j} x_{i j}-\sum_{k=1}^{n} \sum_{l=1}^{n} d_{k l} y_{k l}  \tag{3.1}\\
= & \sum_{k=1}^{n} \sum_{l=1}^{n}\left(q_{i_{1} j_{2} k l}+q_{i_{2} j_{1} k l}-q_{i_{1} j_{1} k l}-q_{i_{2} j_{2} k l}\right) y_{k l}+c_{i_{1} j_{2}}+c_{i_{2} j_{1}}-c_{i_{1} j_{1}}-c_{i_{2} j_{2}} .
\end{align*}
$$

Let 2exchange $X(\mathbf{x}, \mathbf{y})$ be the set of all feasible solutions $\left(\mathbf{x}^{\prime}, \mathbf{y}\right)$, obtained from ( $\mathbf{x}, \mathbf{y}$ ) by applying the 2 -exchange operation for all $i_{1}, i_{2} \in M$ (with corresponding $j_{1}, j_{2} \in M^{\prime}$ ). Efficient computation of $\Delta_{i_{1} i_{2}}^{x}$ is crucial in developing fast algorithms that use this neighborhood. For a fixed $\mathbf{y}$, consider the $m \times m$ matrix $E$ such that $e_{i j}=\sum_{k=1}^{n} \sum_{l=1}^{n} q_{i j k l} y_{k l}+c_{i j}$. Then we can write $\Delta_{i_{1} i_{2}}^{x}=e_{i_{1} j_{2}}+e_{i_{2} j_{1}}-e_{i_{1} j_{1}}-e_{i_{2} j_{2}}$. If the matrix $E$ is available, this calculation can be done in constant time, and hence the neighborhood 2exchange $X(\mathbf{x}, \mathbf{y})$ can be explored in $O\left(m^{2}\right)$ time for an improving solution. Note that the values of $E$ depend only on $\mathbf{y}$ and not on $\mathbf{x}$. Thus, we do not need to update $E$ within a local search algorithm as long as $\mathbf{y}$ remains unchanged.

Likewise, we can define a 2 -exchange operation on $\mathbf{y}$ by keeping $\mathbf{x}$ constant. Consider two elements $k_{1}, k_{2} \in N$ and let $l_{1}, l_{2}$ be the corresponding assignments in $N^{\prime}$, such that $x_{k_{1} l_{1}}=x_{k_{2} l_{2}}=1$. Then the 2-exchange operation will produce ( $\mathbf{x}, \mathbf{y}^{\prime}$ ), where $\mathbf{y}^{\prime}$ is obtained from $\mathbf{y}$ by swapping assignments of $k_{1}, k_{2}$ and $l_{1}, l_{2}$ (i.e. setting $x_{k_{1} l_{2}}=x_{k_{2} l_{1}}=1$ and $\left.x_{k_{1} l_{1}}=x_{k_{2} l_{2}}=0\right)$. Let $\Delta_{k_{1} k_{2}}^{y}$ be the change in the objective value from $(\mathbf{x}, \mathbf{y})$ to $\left(\mathbf{x}, \mathbf{y}^{\prime}\right)$. I.e.,

$$
\begin{align*}
\Delta_{k_{1} k_{2}}^{y} & =f\left(\mathbf{x}, \mathbf{y}^{\prime}\right)-f(\mathbf{x}, \mathbf{y}) \\
& =\sum_{i=1}^{m} \sum_{j=1}^{m}\left(q_{i j k_{1} l_{2}}+q_{i j k_{2} l_{1}}-q_{i j k_{1} l_{1}}-q_{i j k_{2} l_{2}}\right) x_{i j}+d_{k_{1} l_{2}}+d_{k_{2} l_{1}}-d_{k_{1} l_{1}}-d_{k_{2} l_{2}} . \tag{3.2}
\end{align*}
$$

Let 2exchange $Y(\mathbf{x}, \mathbf{y})$ be the set of all feasible solutions ( $\left.\mathbf{x}, \mathbf{y}^{\prime}\right)$, obtained from ( $\mathbf{x}, \mathbf{y}$ ) by applying the 2-exchange operation on $\mathbf{y}$ while keeping $\mathbf{x}$ unchanged. As in the previous
case, efficient computation of $\Delta_{k_{1} k_{2}}^{y}$ is crucial in developing fast algorithms that use this neighborhood. For a fixed $\mathbf{x}$ consider an $n \times n$ matrix $G$ such that $g_{k l}=\sum_{i=1}^{m} \sum_{j=1}^{m} q_{i j k l} x_{i j}+$ $d_{k l}$. Then we can write $\Delta_{k_{1} k_{2}}^{y}=g_{k_{1} l_{2}}+g_{k_{2} l_{1}}-g_{k_{1} l_{1}}-g_{k_{2} l_{2}}$. If the matrix $G$ is available, this calculation can be done in constant time and hence the neighborhood $2 \operatorname{exchange} Y(\mathbf{x}, \mathbf{y})$ can be explored in $O\left(n^{2}\right)$ time for an improving solution. Note that the values of $G$ depends only on $\mathbf{x}$ and not on $\mathbf{y}$. Thus, we do not need to update $G$ within a local search algorithm as long as $\mathbf{y}$ remains unchanged.

The 2-exchange neighborhood of $(\mathbf{x}, \mathbf{y})$, denoted by $2 e x c h a n g e(\mathbf{x}, \mathbf{y})$, is given by

$$
2 \operatorname{exchange}(\mathbf{x}, \mathbf{y})=2 \operatorname{exchange} X(\mathbf{x}, \mathbf{y}) \cup 2 \operatorname{exchange} Y(\mathbf{x}, \mathbf{y})
$$

In a local search algorithm based on the $2 \operatorname{exchange}(\mathbf{x}, \mathbf{y})$ neighborhood, after each move, either $\mathbf{x}$ or $\mathbf{y}$ will be changed, but not both. To maintain our data structure, if $\mathbf{y}$ is changed, we update $E$ in $O\left(m^{2}\right)$ time. More specifically, suppose a 2-exchange operation takes $(\mathbf{x}, \mathbf{y})$ to $\left(\mathbf{x}, \mathbf{y}^{\prime}\right)$, then $E$ is updated as: $e_{i j} \leftarrow e_{i j}+q_{i j k_{1} l_{2}}+q_{i j k_{2} l_{1}}-q_{i j k_{1} l_{1}}-q_{i j k_{2} l_{2}}$, where $k_{1}, k_{2} \in N, l_{1}, l_{2} \in N^{\prime}$ are the corresponding positions where the swap have occurred. Analogous changes will be performed on $G$ in $O\left(n^{2}\right)$ time if $(\mathbf{x}, \mathbf{y})$ is changed to $\left(\mathbf{x}^{\prime}, \mathbf{y}\right)$.

The general $h$-exchange neighborhood for BAP is obtained by replacing 2 in the above definition by $2,3, \ldots, h$. Notice that the $h$-exchange neighborhood can be searched for an improving solution in $O\left(n^{h}\right)$ time, and already for $h=3$, the running time of the algorithm that completely explores this neighborhood is $O\left(n^{3}\right)$. With the same asymptotic running time we could instead optimally reassign whole $\mathbf{x}$ (or $\mathbf{y}$ ) by solving the linear assignment problem with $E$ (or $G$ respectively) as the cost matrix. This fact suggests that any $h$ larger that 3 potentially leads to a weaker algorithm in terms of running time. Such full reassignment can be viewed as a local search based on the special case of the $h$-exchange neighborhood with $h=n$. This special local search will be referred to as Alternating Algorithm and will be alternating between re-optimizing $\mathbf{x}$ and $\mathbf{y}$. For clarity, the pseudo code for this approach is presented in Algorithm 3. Alternating Algorithm is a strategy wellknown in non-linear programming literature as coordinate-wise descent. Similar underlying ideas are used in the context of other bilinear programming problems by various authors [86, 76, 108].

Theorem 20. The objective function value of a locally optimal solution for BAP based on the h-exchange neighborhood could be arbitrarily bad and could be worse than $\mathcal{A}(Q, C, D)$, for any $h$.

Proof. For a small $\epsilon>0$ and a large $L$, we consider BAP instance $(Q, C, D)$ such that all of its cost elements are equal to 0 , except $c_{11}=c_{22}=d_{11}=d_{22}=-\epsilon$, and $q_{1212}=-L$. Let a feasible solution $(\mathbf{x}, \mathbf{y})$ be such that $x_{11}=x_{22}=y_{11}=y_{22}=1$. Then $(\mathbf{x}, \mathbf{y})$ is a local optimum for the $h$-exchange neighborhood. Note that this local optimum can only

```
Algorithm 3 Alternating Algorithm
Input: integers \(m, n ; m \times m \times n \times n\) array \(Q\); feasible solution ( \(\mathbf{x}, \mathbf{y}\) ) to BAP
Output: feasible solution to BAP
    while True do
        \(e_{i j} \leftarrow \sum_{k, l \in N} q_{i j k l} y_{k l} \forall i, j \in M\)
        \(\mathbf{x}^{*} \leftarrow \arg \min _{\mathbf{x}^{\prime} \in \mathcal{X}} \sum_{i, j \in M} e_{i j} x_{i j}^{\prime} \quad \triangleright\) solving assignment problem for \(\mathbf{x}\)
        \(g_{k l} \leftarrow \sum_{i, j \in M} q_{i j k l} x_{i j}^{*} \forall k, l \in N\)
        \(\mathbf{y}^{*} \leftarrow \arg \min _{\mathbf{y}^{\prime} \in \mathcal{Y}} \sum_{k, l \in N} g_{k l} y_{k l}^{\prime} \quad \triangleright\) solving assignment problem for \(\mathbf{y}\)
        if \(f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)=f(\mathbf{x}, \mathbf{y})\) then
                break
            end if
            \(\mathrm{x} \leftarrow \mathrm{x}^{*} ; \mathrm{y} \leftarrow \mathrm{y}^{*}\)
    end while
    return ( \(\mathrm{x}, \mathrm{y}\) )
```

be improved by simultaneously making changes to both $\mathbf{x}$ and $\mathbf{y}$, which is not possible for this neighborhood. The objective function value of $(\mathbf{x}, \mathbf{y})$ is $-4 \epsilon$, while the optimal solution objective value is $-L$.

Despite the negative result of Theorem 20, we will see in Section 3.3.3 that on average, 2 -exchange and $n$-exchange (with Alternating Algorithm) are two of the most efficient neighborhoods to explore from a practical point of view. Moreover, when restricted to nonnegative input array, we can establish some performance guarantees for 2-exchange (and consequently for any $h$-exchange) local search. In particular, we derive upper bounds on the local optimum solution value and the number of iterations to reach a solution not worse than this value bound. The proof technique follows [6], where authors obtained similar bounds for Koopmans-Beckman QAP.

Theorem 21. For any BAP instance $(Q, C, D)$ with non-negative $Q$ and zero matrices $C, D$, the cost of the local optimum for the 2 -exchange neighborhood is $f^{*} \leq \frac{2 m n}{m+n} \mathcal{A}(Q, C, D)$.

Proof. In this proof, for simplicity, we represent BAP as a permutation problem. As such, the permutation formulation of BAP is

$$
\begin{equation*}
\min _{\pi \in \Pi, \phi \in \Phi} \sum_{i=1}^{m} \sum_{k=1}^{n} q_{i \pi(i) k \phi(k)}, \tag{3.3}
\end{equation*}
$$

where $\Pi$ and $\Phi$ are sets of all permutations on $\{1,2, \ldots, m\}$ and $\{1,2, \ldots, n\}$, respectively. Cost of a particular permutation pair $\pi, \phi$ is $f(\pi, \phi)=\sum_{i=1}^{m} \sum_{k=1}^{n} q_{i \pi(i) k \phi(k)}$.

Let $\pi_{i j}$ be the permutation obtained by applying a single 2-exchange operation to $\pi$ on indices $i$ and $j$. Define $\delta_{i j}^{\pi}$ as an objective value difference after applying such 2-exchange:

$$
\delta_{i j}^{\pi}(\pi, \phi)=f\left(\pi_{i j}, \phi\right)-f(\pi, \phi)=\sum_{k=1}^{m}\left(q_{i \pi(j) k \phi(k)}+q_{j \pi(i) k \phi(k)}-q_{i \pi(i) k \phi(k)}-q_{j \pi(j) k \phi(k)}\right) .
$$

Similarly we can have $\phi_{k l}$ and $\delta_{k l}^{\phi}$ :

$$
\delta_{k l}^{\phi}(\pi, \phi)=f\left(\pi, \phi_{k l}\right)-f(\pi, \phi)=\sum_{i=1}^{n}\left(q_{i \pi(i) k \phi(l)}+q_{i \pi(i) l \phi(k)}-q_{i \pi(i) k \phi(k)}-q_{i \pi(i) l \phi(l)}\right) .
$$

Summing up over all possible $\delta_{i j}^{\pi}$ and $\delta_{k l}^{\phi}$ we get

$$
\begin{align*}
& \sum_{i, j=1}^{m} \delta_{i j}^{\pi}(\pi, \phi)= \sum_{i, j=1}^{m} \sum_{k=1}^{n} q_{i \pi(j) k \phi(k)}+\sum_{i, j=1}^{m} \sum_{k=1}^{n} q_{j \pi(i) k \phi(k)}-\sum_{i, j=1}^{m} \sum_{k=1}^{n} q_{i \pi(i) k \phi(k)}-\sum_{i, j=1}^{m} \sum_{k=1}^{n} q_{j \pi(j) k \phi(k)} \\
&= 2 \sum_{i, j=1}^{m} \sum_{k=1}^{n} q_{i \pi(j) k \phi(k)}-2 m f(\pi, \phi)  \tag{3.4}\\
& \sum_{k, l=1}^{n} \delta_{k l}^{\phi}(\pi, \phi)=2 \sum_{i=1}^{m} \sum_{k, l=1}^{n} q_{i \pi(i) k \phi(l)}-2 n f(\pi, \phi) \tag{3.5}
\end{align*}
$$

Using (3.4) and (3.5) we can now compute an average cost change after 2-exchange operation on solution $(\pi, \phi)$.

$$
\begin{align*}
\Delta(\pi, \phi) & =\frac{\sum_{i, j=1}^{m} \delta_{i j}^{\pi}(\pi, \phi)+\sum_{k, l=1}^{n} \delta_{k l}^{\phi}(\pi, \phi)}{m^{2}+n^{2}} \\
& =\frac{2 \sum_{i, j=1}^{m} \sum_{k=1}^{n} q_{i \pi(j) k \phi(k)}+2 \sum_{i=1}^{m} \sum_{k, l=1}^{n} q_{i \pi(i) k \phi(l)}-2(m+n) f(\pi, \phi)}{m^{2}+n^{2}} \\
& =\frac{2 \sum_{i, j=1}^{m} \sum_{k=1}^{n} q_{i \pi(j) k \phi(k)}+2 \sum_{i=1}^{m} \sum_{k, l=1}^{n} q_{i \pi(i) k \phi(l)}}{m^{2}+n^{2}}-\lambda f(\pi, \phi)+\lambda \frac{2 m n}{m+n} \mathcal{A}-\lambda \frac{2 m n}{m+n} \mathcal{A} \\
& \leq-\lambda\left(f(\pi, \phi)-\frac{2 m n}{m+n} \mathcal{A}\right)+\mu-\lambda \frac{2 m n}{m+n} \mathcal{A}, \tag{3.6}
\end{align*}
$$

where $\lambda=2 \frac{m+n}{m^{2}+n^{2}}$ and $\mu=\max _{\pi \in \Pi, \phi \in \Phi}\left[\frac{2 \sum_{i, j=1}^{m} \sum_{k=1}^{n} q_{i \pi(j) k \phi(k)}+2 \sum_{i=1}^{m} \sum_{k, l=1}^{n} q_{i \pi(i) k \phi(l)}}{m^{2}+n^{2}}\right]$.
Note that both $\lambda$ and $\mu$ do not depend on any particular solution and are fixed for a given BAP instance.

We are ready to prove the theorem by contradiction. Let $\left(\pi^{*}, \phi^{*}\right)$ be the local optimum for 2-exchange local search, with the objective function cost $f^{*}=f\left(\pi^{*}, \phi^{*}\right)$. Assume now that $f\left(\pi^{*}, \phi^{*}\right)>\frac{2 m n}{m+n} \mathcal{A}$. Then $-\lambda\left(f\left(\pi^{*}, \phi^{*}\right)-\frac{2 m n}{m+n} \mathcal{A}\right)<0$ and

$$
\begin{align*}
\mu-\lambda \frac{2 m n}{m+n} \mathcal{A}= & \max _{\pi \in \Pi, \phi \in \Phi}\left[\frac{2 \sum_{i, j=1}^{m} \sum_{k=1}^{n} q_{i \pi(j) k \phi(k)}+2 \sum_{i=1}^{m} \sum_{k, l=1}^{n} q_{i \pi(i) k \phi(l)}}{m^{2}+n^{2}}\right] \\
- & 2 \frac{m+n}{m^{2}+n^{2}} \frac{2 m n}{m+n} \frac{1}{m n} \sum_{i, j=1}^{m} \sum_{k, l=1}^{n} q_{i j k l} \\
= & \max _{\pi \in \Pi, \phi \in \Phi}\left[\frac{2 \sum_{i, j=1}^{m} \sum_{k=1}^{n} q_{i \pi(j) k \phi(k)}}{m^{2}+n^{2}}+\frac{2 \sum_{i=1}^{m} \sum_{k, l=1}^{n} q_{i \pi(i) k \phi(l)}}{m^{2}+n^{2}}\right] \\
& -\frac{2 \sum_{i, j=1}^{m} \sum_{k, l=1}^{n} q_{i j k l}}{m^{2}+n^{2}}-\frac{2 \sum_{i, j=1}^{m} \sum_{k, l=1}^{n} q_{i j k l}}{m^{2}+n^{2}} \leq 0, \tag{3.7}
\end{align*}
$$

which implies $\Delta\left(\pi^{*}, \phi^{*}\right)<0$. As $\Delta$ is the average cost difference after applying 2-exchange, there exists some swap that decreases solution cost by at least $-\Delta\left(\pi^{*}, \phi^{*}\right)$, and that contradicts with $\left(\pi^{*}, \phi^{*}\right)$ being a local optimum.

It is easy to see that the bound $\mu \leq \lambda \frac{2 m n}{m+n} \mathcal{A}$ from Theorem 21 is tight. Consider some arbitrary bilinear assignment $(\pi, \phi)$, and set all $q_{i j k l}$ to zero except $q_{i \pi(i) k \phi(k)}=1, \forall i \forall k$. Then $\mu=4 \frac{\sum_{i=1}^{m} \sum_{k=1}^{n} q_{i \pi(i) k \phi(k)}}{m^{2}+n^{2}}=\lambda \frac{2 m n}{m+n} \mathcal{A}=\frac{4 m n}{m^{2}+n^{2}}$.

Theorem 22. For any $B A P$ instance $(Q, C, D)$ with elements of $Q$ restricted to nonnegative integers and zero matrices $C, D$, the local search algorithm that explores 2-exchange neighborhood will reach a solution with the cost at most $\frac{2 m n}{m+n} \mathcal{A}(Q, C, D)$ in $O\left(\frac{m^{2}+n^{2}}{m+n} \log \sum q_{i j k l}\right)$ iterations.

Proof. Inequality (3.6) can be also written as $\Delta(\pi, \phi) \leq-\lambda f(\pi, \phi)+\mu$, and so any solution with $f(\pi, \phi)>\frac{\mu}{\lambda}$ would yield $\Delta(\pi, \phi)<0$, and would have some 2-exchange improvement possible. Note that $\frac{2 m n}{m+n} \mathcal{A} \geq \frac{\mu}{\lambda}$.

Consider a cost $f^{\prime}(\pi, \phi)=f(\pi, \phi)-\frac{\mu}{\lambda}$. At every step of the 2 -exchange local search $f^{\prime}(\pi, \phi)$ is decreased by at least $\Delta(\pi, \phi)$ and becomes at most

$$
f^{\prime}(\pi, \phi)+\Delta(\pi, \phi) \leq f^{\prime}(\pi, \phi)+(-\lambda f(\pi, \phi)+\mu)=f^{\prime}(\pi, \phi)-\lambda f^{\prime}(\pi, \phi)=(1-\lambda) f^{\prime}(\pi, \phi)
$$

Since elements of $Q$ are integer, the cost at each step must decrease by at least 1 . Then a number of iterations $t$ for $C^{\prime}(\pi, \phi)$ to become less than or equal to zero has to satisfy

$$
\begin{align*}
(1-\lambda)^{t-1}\left(f_{\max }-\frac{\mu}{\lambda}\right)-(1-\lambda)^{t}\left(f_{\max }-\frac{\mu}{\lambda}\right) & \geq 1, \\
(1-\lambda)^{t-1}\left(f_{\max }-\frac{\mu}{\lambda}\right)(1-(1-\lambda)) & \geq 1, \\
(1-\lambda)^{t-1} & \geq \frac{1}{\left(f_{\max }-\frac{\mu}{\lambda}\right) \lambda}, \\
(t-1) \log (1-\lambda) & \geq-\log \lambda\left(f_{\max }-\frac{\mu}{\lambda}\right), \\
t & \leq 1+\frac{-\log \lambda\left(f_{\max }-\frac{\mu}{\lambda}\right)}{\log (1-\lambda)}, \tag{3.8}
\end{align*}
$$

where $f_{\max }$ is the highest possible solution value. It follows that

$$
\begin{equation*}
t \in O\left(\frac{1}{\lambda} \log \lambda\left(f_{\max }-\frac{\mu}{\lambda}\right)\right)=O\left(\frac{m^{2}+n^{2}}{m+n} \log \frac{m+n}{m^{2}+n^{2}}\left(f_{\max }-\frac{\mu}{\lambda}\right)\right) . \tag{3.9}
\end{equation*}
$$

This together with the fact that $f_{\max }-\frac{\mu}{\lambda} \leq f_{\max } \leq \sum_{i, j=1}^{m} \sum_{k, l=1}^{n} q_{i j k l}$ completes the proof.

It should be noted that the solution considered in the statement of Theorem 22 may not be a local optimum. The theorem simply states that, the solution of the desired quality will be reached by 2-exchange local search in polynomial time. It is known that for QAP, 2-exchange local search may sometimes reach local optimum in exponential number of steps [103].

In fact, these results can be obtained for the general QAP as well, by modifying the following proof accordingly.

Theorem 23. For $Q A P$ with non-negative $q_{i j k l}$ and the average solution value $\mathcal{A}$, the cost of the local optimum for the 2-exchange neighborhood is $C^{*} \leq \frac{2 n(n-1)}{2 n-1} \mathcal{A}$.

Proof. The permutation formulation of QAP is

$$
\min _{\pi \in \Pi} \sum_{i=1}^{n} \sum_{k=1}^{n} q_{i \pi(i) k \pi(k)},
$$

where $\Pi$ is the set of all permutations on $\{1,2, \ldots, n\}$. Cost of a particular permutation $\pi$ is

$$
C(\pi)=\sum_{i=1}^{n} \sum_{k=1}^{n} q_{i \pi(i) k \pi(k)} .
$$

Note that for QAP we can assume without loss of generality that $q_{i j i l}=0$ when $j \neq l$ and similarly $q_{i j k j}=0$ when $i \neq k$. Also, by reassigning all $q_{i j k l}=q_{k l i j}=\frac{q_{i j k l}+q_{k l i j}}{2}$ we can make $n^{2}$ by $n^{2}$ matrix $Q$ symmetric, while maintaining equivalence to the original problem.

We know that an average value of all solutions to a given QAP instance is computed as:

$$
\begin{aligned}
\mathcal{A} & =\frac{1}{n(n-1)} \sum_{i, j=1}^{n} \sum_{k \neq i} \sum_{l \neq j} q_{i j k l}+\frac{1}{n} \sum_{i, j=1}^{n} q_{i j i j} \\
& =\frac{1}{n(n-1)}\left(\sum_{i, j, k, l=1}^{n} q_{i j k l}-\sum_{i, j=1}^{n} q_{i j i j}\right)+\frac{1}{n} \sum_{i, j=1}^{n} q_{i j i j} \\
& =\frac{\sum_{i, j, k, l=1}^{n} q_{i j k l}+(n-2) \sum_{i, j=1}^{n} q_{i j i j}}{n(n-1)} .
\end{aligned}
$$

Let $\pi_{i j}$ be the permutation obtained by applying 2 -exchange to $\pi$ on indices $i$ and $j$. Define $\delta_{i j}$ as an objective value difference after applying such 2ex:

$$
\begin{aligned}
& \delta_{i j}(\pi)=C\left(\pi_{i j}\right)- C(\pi) \\
&=\sum_{k \neq i, j}\left(q_{i \pi(j) k \pi(k)}+q_{j \pi(i) k \pi(k)}-q_{i \pi(i) k \pi(k)}-q_{j \pi(j) k \pi(k)}\right. \\
&\left.\quad+q_{k \pi(k) i \pi(j)}+q_{k \pi(k) j \pi(i)}-q_{k \pi(k) i \pi(i)}-q_{k \pi(k) j \pi(j)}\right) \\
& \quad+q_{i \pi(j) i \pi(j)}+q_{i \pi(j) j \pi(i)}-q_{i \pi(i) i \pi(i)}-q_{i \pi(i) j \pi(j)} \\
& \quad+q_{j \pi(i) j \pi(i)}+q_{j \pi(i) i \pi(j)}-q_{j \pi(j) j \pi(j)}-q_{j \pi(j) i \pi(i)} \\
&=2 \sum_{k \neq i, j}\left(q_{i \pi(j) k \pi(k)}+q_{j \pi(i) k \pi(k)}-q_{i \pi(i) k \pi(k)}-q_{j \pi(j) k \pi(k)}\right) \\
& \quad+q_{i \pi(j) i \pi(j)}+2 q_{i \pi(j) j \pi(i)}-q_{i \pi(i) i \pi(i)}-2 q_{i \pi(i) j \pi(j)} \\
& \quad+q_{j \pi(i) j \pi(i)}-q_{j \pi(j) j \pi(j)} \\
&=2 \sum_{k=1}^{n}\left(q_{i \pi(j) k \pi(k)}+q_{j \pi(i) k \pi(k)}-q_{i \pi(i) k \pi(k)}-q_{j \pi(j) k \pi(k)}\right) \\
& \quad-2 q_{i \pi(j) i \pi(i)}-2 q_{j \pi(i) i \pi(i)}+q_{i \pi(i) i \pi(i)}+2 q_{j \pi(j) i \pi(i)} \\
&-2 q_{i \pi(j) j \pi(j)}-2 q_{j \pi(i) j \pi(j)}+q_{j \pi(j) j \pi(j)} \\
&+q_{i \pi(j) i \pi(j)}+2 q_{i \pi(j) j \pi(i)} \\
&+q_{j \pi(i) j \pi(i)} .
\end{aligned}
$$

$$
\begin{aligned}
\sum_{i, j=1}^{n} \delta_{i j}(\pi) & =2 \sum_{i, j, k=1}^{n} q_{i \pi(j) k \pi(k)}+2 \sum_{i, j, k=1}^{n} q_{j \pi(i) k \pi(k)}-2 \sum_{i, j, k=1}^{n} q_{i \pi(i) k \pi(k)}-2 \sum_{i, j, k=1}^{n} q_{j \pi(j) k \pi(k)} \\
& -2 \sum_{i, j=1}^{n} q_{i \pi(j) i \pi(i)}-2 \sum_{i, j=1}^{n} q_{j \pi(i) i \pi(i)}+\sum_{i, j=1}^{n} q_{i \pi(i) i \pi(i)}+2 \sum_{i, j=1}^{n} q_{j \pi(j) i \pi(i)} \\
& -2 \sum_{i, j=1}^{n} q_{i \pi(j) j \pi(j)}-2 \sum_{i, j=1}^{n} q_{j \pi(i) j \pi(j)}+\sum_{i, j=1}^{n} q_{j \pi(j) j \pi(j)} \\
& +\sum_{i, j=1}^{n} q_{i \pi(j) i \pi(j)}+2 \sum_{i, j=1}^{n} q_{i \pi(j) j \pi(i)} \\
& +\sum_{i, j=1}^{n} q_{j \pi(i) j \pi(i)} \\
& =4 \sum_{i, j, k=1}^{n} q_{i \pi(j) k \pi(k)}-4 n C(\pi)-8 \sum_{i=1}^{n} q_{i \pi(i) i \pi(i)}+2 n \sum_{i=1}^{n} q_{i \pi(i) i \pi(i)}+2 C(\pi) \\
& +2 \sum_{i, j=1}^{n} q_{i \pi(j) i \pi(j)}+2 \sum_{i, j=1}^{n} q_{i \pi(j) j \pi(i)} \\
& =4 \sum_{i, j, k=1}^{n} q_{i \pi(j) k \pi(k)}+2(n-4) \sum_{i=1}^{n} q_{i \pi(i) i \pi(i)} \\
& +2 \sum_{i, j=1}^{n} q_{i \pi(j) i \pi(j)}+2 \sum_{i, j=1}^{n} q_{i \pi(j) j \pi(i)}-2(2 n-1) C(\pi)
\end{aligned}
$$

We can now compute an average cost change after 2ex operation on given $\pi$.

$$
\begin{align*}
\Delta(\pi) & =\frac{\sum_{i, j=1}^{n} \delta_{i j}(\pi)}{n^{2}} \\
& =\frac{4 \sum_{i, j, k=1}^{n} q_{i \pi(j) k \pi(k)}+2(n-4) \sum_{i=1}^{n} q_{i \pi(i) i \pi(i)}+2 \sum_{i, j=1}^{n} q_{i \pi(j) i \pi(j)}+2 \sum_{i, j=1}^{n} q_{i \pi(j) j \pi(i)}}{n^{2}} \\
& -\frac{2(2 n-1)}{n^{2}} C(\pi)+\frac{4 n(n-1)}{n^{2}} \mathcal{A}-\frac{4 n(n-1)}{n^{2}} \mathcal{A} \\
& \leq-\frac{2(2 n-1)}{n^{2}}\left(C(\pi)-\frac{2 n(n-1)}{2 n-1} \mathcal{A}\right)+\frac{1}{n^{2}}(M-4 n(n-1) \mathcal{A}), \tag{3.10}
\end{align*}
$$

where $M=\max _{\pi \in \Pi}\left[4 \sum_{i, j, k=1}^{n} q_{i \pi(j) k \pi(k)}+2(n-4) \sum_{i=1}^{n} q_{i \pi(i) i \pi(i)}+2 \sum_{i, j=1}^{n} q_{i \pi(j) i \pi(j)}+\right.$ $\left.2 \sum_{i, j=1}^{n} q_{i \pi(j) j \pi(i)}\right]$.

We are ready to prove the theorem by contradiction. Let $\pi^{*}$ be the local optimum permutation for 2ex local search, with the objective function cost $C^{*}=C\left(\pi^{*}\right)$. Assume now that $C\left(\pi^{*}\right)>\frac{2 n(n-1)}{2 n-1} \mathcal{A}$. Then $-\frac{2(2 n-1)}{n^{2}}\left(C\left(\pi^{*}\right)-\frac{2 n(n-1)}{2 n-1} \mathcal{A}\right)<0$ and

$$
\begin{aligned}
& M-4 n(n-1) \mathcal{A} \\
= & \max _{\pi \in \Pi}\left[4 \sum_{i, j, k=1}^{n} q_{i \pi(j) k \pi(k)}+2(n-4) \sum_{i=1}^{n} q_{i \pi(i) i \pi(i)}+2 \sum_{i, j=1}^{n} q_{i \pi(j) i \pi(j)}+2 \sum_{i, j=1}^{n} q_{i \pi(j) j \pi(i)}\right] \\
& -4 \sum_{i, j, k, l=1}^{n} q_{i j k l}-4(n-2) \sum_{i, j=1}^{n} q_{i j i j} \\
\leq & \max _{\pi \in \Pi}\left[\left(4 \sum_{i, j, k=1}^{n} q_{i \pi(j) k \pi(k)}+2 \sum_{i, j=1}^{n} q_{i \pi(j) j \pi(i)}-2 \sum_{i=1}^{n} q_{i \pi(i) i \pi(i)}\right)-\left(4 \sum_{i, j, k, l=1}^{n} q_{i \pi(j) k \pi(l)}\right)\right] \\
& \quad+\max _{\pi \in \Pi}\left[\left(2(n-4) \sum_{i=1}^{n} q_{i \pi(i) i \pi(i)}+2 \sum_{i, j=1}^{n} q_{i \pi(j) i \pi(j)}+2 \sum_{i=1}^{n} q_{i \pi(i) i \pi(i)}\right)-\left(4(n-2) \sum_{i, j=1}^{n} q_{i \pi(j) i \pi(j)}\right)\right] \\
\leq & 0,
\end{aligned}
$$

which implies $\Delta\left(\pi^{*}\right)<0$. As $\Delta$ is the average cost difference after applying 2-exchange, there exists some swap that decreases solution cost by at least $-\Delta\left(\pi^{*}\right)$, and that contradicts $\pi^{*}$ being a local optimum.

Theorem 24. For QAP with non-negative integer valued $q_{i j k l}$, $2 e x$ local search will reach a solution with the cost at most $\frac{2 n(n-1)}{2 n-1} \mathcal{A}$ in $O\left(n \log \sum q_{i j k l}\right)$.

Proof. Inequality (3.10) can be also written as $\Delta(\pi) \leq-\frac{2(2 n-1)}{n^{2}} C(\pi)+\frac{M}{n^{2}}$, and so any solution with $C(\pi)>\frac{M}{2(2 n-1)}$ would yield $\Delta(\pi)<0$, and would have some 2ex improvement possible. Note that $\frac{2 n(n-1)}{2 n-1} \mathcal{A} \geq \frac{M}{2(2 n-1)}$.

Consider a cost $C^{\prime}(\pi)=C(\pi)-\frac{M}{2(2 n-1)}$. At every step of the 2ex local search $C^{\prime}(\pi)$ becomes $C(\pi)-\frac{M}{2(2 n-1)}+\Delta(\pi) \leq C(\pi)-\frac{M}{2(2 n-1)}+\left(-\frac{2(2 n-1)}{n^{2}} C(\pi)+\frac{M}{n^{2}}\right)=\left(C(\pi)-\frac{M}{2(2 n-1)}\right)(1-$ $\left.\frac{2(2 n-1)}{n^{2}}\right)=\left(1-\frac{2(2 n-1)}{n^{2}}\right) C^{\prime}(\pi)$. Also, let $C_{\max }^{\prime}=C_{\max }-\frac{M}{2(2 n-1)}$, where $C_{\max }$ is the solution with the highest possible cost. Since elements of $Q$ are integer, the cost at each step must decrease by at least 1 . Then a number of iterations $t$ for $C^{\prime}(\pi)$ to become less than or equal
to zero has to satisfy

$$
\begin{array}{r}
\left(1-\frac{2(2 n-1)}{n^{2}}\right)^{t-2} C_{\max }^{\prime}-\left(1-\frac{2(2 n-1)}{n^{2}}\right)^{t-1} C_{\max }^{\prime} \geq 1, \\
\left(1-\frac{2(2 n-1)}{n^{2}}\right)^{t-2} C_{\max }^{\prime}\left(1-\left(1-\frac{2(2 n-1)}{n^{2}}\right)\right) \geq 1, \\
\left(1-\frac{2(2 n-1)}{n^{2}}\right)^{t-2} \geq \frac{1}{C_{\max }^{\prime} \frac{2(2 n-1)}{n^{2}}}, \\
(t-2) \log \left(1-\frac{2(2 n-1)}{n^{2}}\right) \geq-\log \frac{2(2 n-1)}{n^{2}} C_{\max }^{\prime}, \\
t \leq 2+\frac{-\log \frac{2(2 n-1)}{n^{2}} C_{\max }^{\prime}}{\log \left(1-\frac{2(2 n-1)}{n^{2}}\right)} \in O\left(n \log \frac{1}{n} C_{\max }^{\prime} .\right.
\end{array}
$$

This together with the fact that $C_{\max }^{\prime} \leq C_{\max } \leq \sum_{i, j=1}^{m} \sum_{k, l=1}^{n} q_{i j k l}$ completes the proof.

### 3.2.2 [h,p]-exchange neighborhoods

Recall that in the $h$-exchange neighborhood we change either the $\mathbf{x}$ variables or the $\mathbf{y}$ variables, but not both. Simultaneous changes in $\mathbf{x}$ and $\mathbf{y}$ could lead to more powerful neighborhoods, but with additional computational effort in exploring them. With this motivation, we introduce the [h,p]-exchange neighborhood for BAP.

In the $[h, p]$-exchange neighborhood, for each $h$-exchange operation on $\mathbf{x}$ variables, we consider all possible $p$-exchange operations on $\mathbf{y}$ variables. Thus, the $[h, p]$-exchange neighborhood is the set of all solutions $\left(\mathbf{x}^{\prime}, \mathbf{y}^{\prime}\right)$ obtained from the given solution $(\mathbf{x}, \mathbf{y})$, such that $\mathbf{x}^{\prime}$ differs from $\mathbf{x}$ in at most $h$ assignments, and $\mathbf{y}^{\prime}$ differs from $\mathbf{y}$ in at most $p$ assignments. The size of this neighborhood is $\Theta\left(m^{h} n^{p}\right)$.

Theorem 25. The objective function value of a locally optimal solution for the $[h, p]$ exchange neighborhood could be arbitrarily bad. If $h<\frac{m}{2}$ or $p<\frac{n}{2}$ this value could be arbitrarily worse than $\mathcal{A}(Q, C, D)$.

Proof. Let $\epsilon>0$ be an arbitrarily small and $L$ be an arbitrarily large numbers. Consider the BAP instance $(Q, C, D)$ such that all of the associated cost elements are equal to 0 , except $q_{i i k k}=-\epsilon, q_{i(i+1 \bmod m) k(k+1 \bmod n)}=-L, q_{i i k(k+1 \bmod n)}=\frac{h L}{m-h} \quad \forall i \in M \forall k \in N$. Let $(\mathbf{x}, \mathbf{y})$ be a feasible solution such that $x_{i i}=1 \quad \forall i \in M$ and $y_{k k}=1 \quad \forall k \in N$. Note that $f(\mathbf{x}, \mathbf{y})=-m n \epsilon$.

We first show that $(\mathbf{x}, \mathbf{y})$ is a local optimum for the $[h, p]$-exchange neighborhood. If we assume the opposite and ( $\mathbf{x}, \mathbf{y}$ ) is not a local optimum, then there exist a solution ( $\mathbf{x}^{\prime}, \mathbf{y}^{\prime}$ ) with $\mathbf{x}^{\prime}$ being different from $\mathbf{x}$ in at most $h$ assignments, $\mathbf{y}^{\prime}$ being different from $\mathbf{y}$ in at most $p$ assignments, and $f\left(\mathbf{x}^{\prime}, \mathbf{y}^{\prime}\right)-f(\mathbf{x}, \mathbf{y})<0$. Since the summation for $f(\mathbf{x}, \mathbf{y})$ comprised of exactly $m n$ elements of $Q$ with value $-\epsilon$, the only way to get an improving solution is
to get some number of elements with value $-L$, and therefore to flip some number of $x_{i i}$ to $x_{i(i+1 \bmod m)}$ and $y_{k k}$ to $y_{k(k+1 \bmod n)}$. Let $1<u \leq h$ and $1<v \leq p$ be the number of such elements $u=\left|\left\{i \in M \mid x_{i(i+1 \bmod m)}^{\prime}=1\right\}\right|$ and $v=\left|\left\{k \in N \mid y_{k(k+1 \bmod n)}^{\prime}=1\right\}\right|$ in $\left(\mathbf{x}^{\prime}, \mathbf{y}^{\prime}\right)$. Then we know that the cost function $f\left(\mathbf{x}^{\prime}, \mathbf{y}^{\prime}\right)$ contains exactly $u v$ number of $-L$. However, each of the $v$ elements of type $y_{k(k+1 \bmod n)}^{\prime}=1$ also contributes at least $(m-h) \frac{h L}{m-h}=h L$ to the objective value (due to remaining $m-h$ elements of type $x_{i i}=1$ being unchanged). From this we get that $f\left(\mathbf{x}^{\prime}, \mathbf{y}^{\prime}\right)>m n(-\epsilon)+u v(-L)+h v(L)=f(\mathbf{x}, \mathbf{y})+v L(h-u)$, and since $u \leq h$ we get $f\left(\mathbf{x}^{\prime}, \mathbf{y}^{\prime}\right)-f(\mathbf{x}, \mathbf{y})>0$ which contradicts the fact that $\left(\mathbf{x}^{\prime}, \mathbf{y}^{\prime}\right)$ is an improving solution to $(\mathbf{x}, \mathbf{y})$. Hence, $(\mathbf{x}, \mathbf{y})$ must be a local optimum.

We also get that an optimal solution for this instance is $x_{i(i+1 \bmod m)}=1 \quad \forall i \in M$ and $y_{k(k+1 \bmod n)}=1 \quad \forall k \in N$ with a total cost of $-m n L$. The average value of all feasible solutions is $\mathcal{A}(Q, C, D)=\frac{m n(-L)+m n(-\epsilon)+m n \frac{h L}{m-h}}{m n}=L \frac{2 h-m}{m-h}-\epsilon . h<\frac{m}{2}$ and appropriate choice of $\epsilon, L$ guarantee us that considered local optimum is arbitrarily worse than $\mathcal{A}(Q, C, D)$. The construction of the example for the case $p<\frac{n}{2}$ is similar, so we omit the details.

One particular case of the $[h, p]$-exchange neighborhood deserves a special mention. If $p=n$, then for each candidate $h$-exchange solution $\mathbf{x}^{\prime}$ we will consider all possible assignments for $\mathbf{y}$. To find the optimal $\mathbf{y}$ given $\mathbf{x}^{\prime}$, we can solve a linear assignment problem with cost matrix $g_{k l}=\sum_{i=1}^{m} \sum_{j=1}^{m} q_{i j k l} x_{i j}^{\prime}+d_{k l}$, as in the Alternating Algorithm. Analogous situation appears when we consider $[h, p]$-exchange neighborhood with $h=m$.

A set of solutions defined by the union of $[h, n]$-exchange and $[m, p]$-exchange neighborhoods, for the case $h=p$, will be called simply optimized $h$-exchange neighborhood. Note that the optimized $h$-exchange neighborhood is exponential in size, but it can be searched in $O\left(m^{h} n^{3}+n^{h} m^{3}\right)$ time due to the fact that for fixed $\mathbf{x}(\mathbf{y})$, optimal $f\left(\mathbf{x}, \mathbf{y}^{\prime}\right)\left(f\left(\mathbf{x}^{\prime}, \mathbf{y}\right)\right)$ can be found in $O\left(n^{3}\right)$ time. Neighborhoods similar to optimized 2-exchange were used for unconstrained bipartite binary quadratic program by Glover et al. [54], and for the bipartite quadratic assignment problem by Punnen and Wang [109].

As in the case of $h$-exchange, some performance bounds for optimized $h$-exchange neighborhood can be established, if the input array $Q$ is not allowed to have negative elements.

Theorem 26. There exists a solution with the cost $f \leq(m+n) \mathcal{A}(Q, C, D)$ in the optimized 2 -exchange neighborhood of every solution to BAP, for any instance $(Q, C, D)$ with nonnegative $Q$ and zero matrices $C, D$.

Proof. The proof will follow the structure of Theorem 21, and will focus on the average solution change to a given permutation pair solution $(\pi, \phi)$ to BAP.

Let $\pi_{i j}$ be the permutation obtained by applying a single 2 -exchange operation to $\pi$ on indices $i$ and $j$, and $\phi^{*}$ be the optimal permutation that minimizes the solution cost for
such fixed $\pi_{i j}$. Define $\delta_{i j}^{\pi}$ as the objective value difference after applying such operation:
$\delta_{i j}^{\pi}(\pi, \phi)=f\left(\pi_{i j}, \phi^{*}\right)-f(\pi, \phi)=\sum_{u=1}^{m} \sum_{k=1}^{n} q_{u \pi_{i j}(u) k \phi^{*}(k)}-f(\pi, \phi) \leq \frac{1}{n} \sum_{u=1}^{m} \sum_{k, l=1}^{n} q_{u \pi_{i j}(u) k l}-f(\pi, \phi)$.
The last inequality due to the fact that, for fixed $\pi_{i j}$, the value of the solution with the optimal $\phi^{*}$ is not worse than the average value of all such solutions. We also know that for any $k, l \in N$,

$$
\sum_{u=1}^{m} q_{u \pi_{i j}(u) k l}=\sum_{u=1}^{m} q_{u \pi(u) k l}+q_{i \pi(j) k l}+q_{j \pi(i) k l}-q_{i \pi(i) k l}-q_{j \pi(j) k l}
$$

and, therefore,
$\delta_{i j}^{\pi}(\pi, \phi) \leq \frac{1}{n} \sum_{k, l=1}^{n} \sum_{u=1}^{m} q_{u \pi(u) k l}+\frac{1}{n} \sum_{k, l=1}^{n}\left(q_{i \pi(j) k l}+q_{j \pi(i) k l}-q_{i \pi(i) k l}-q_{j \pi(j) k l}\right)-f(\pi, \phi)$.
Analogous result can be derived for similarly defined $\delta_{k l}^{\phi}$ :
$\delta_{k l}^{\phi}(\pi, \phi) \leq \frac{1}{m} \sum_{i, j=1}^{m} \sum_{v=1}^{n} q_{i j v \phi(v)}+\frac{1}{m} \sum_{i, j=1}^{m}\left(q_{i j k \phi(l)}+q_{i j l \phi(k)}-q_{i j k \phi(k)}-q_{i j l \phi(l)}\right)-f(\pi, \phi)$.
We can now get an upper bound on the average cost change after optimized 2-exchange operation on solution $(\pi, \phi)$.

$$
\begin{aligned}
\Delta(\pi, \phi)= & \frac{\sum_{i, j=1}^{m} \delta_{i j}^{\pi}(\pi, \phi)+\sum_{k, l=1}^{n} \delta_{k l}^{\phi}(\pi, \phi)}{m^{2}+n^{2}} \\
\leq & \frac{\frac{m^{2}}{n} \sum_{u=1}^{m} \sum_{k, l=1}^{n} q_{u \pi(u) k l}+\frac{2}{n} \sum_{i, j=1}^{m} \sum_{k, l=1}^{n} q_{i j k l}-\frac{2 m}{n} \sum_{i=1}^{m} \sum_{k, l=1}^{n} q_{i \pi(i) k l}-m^{2} f(\pi, \phi)}{m^{2}+n^{2}} \\
& +\frac{\frac{n^{2}}{m} \sum_{i, j=1}^{m} \sum_{v=1}^{n} q_{i j v \phi(v)}+\frac{2}{m} \sum_{i, j=1}^{m} \sum_{k, l=1}^{n} q_{i j k l}-\frac{2 n}{m} \sum_{i, j=1}^{m} \sum_{k=1}^{n} q_{i j k \phi(k)}-n^{2} f(\pi, \phi)}{m^{2}+n^{2}} \\
= & \frac{\left(m^{3}-2 m^{2}\right) \sum_{i=1}^{m} \sum_{k, l=1}^{n} q_{i \pi(i) k l}+\left(n^{3}-2 n^{2}\right) \sum_{i, j=1}^{m} \sum_{v=1}^{n} q_{i j v \phi(v)}}{m n\left(m^{2}+n^{2}\right)} \\
& +\frac{2(m+n) \sum_{i, j=1}^{m} \sum_{k, l=1}^{n} q_{i j k l}}{m n\left(m^{2}+n^{2}\right)}-f(\pi, \phi) \\
\leq & \mu-f(\pi, \phi),
\end{aligned}
$$

where
$\mu=\max _{\pi \in \Pi, \phi \in \Phi}\left[\frac{m^{3} \sum_{i=1}^{m} \sum_{k, l=1}^{n} q_{i \pi(i) k l}+n^{3} \sum_{i, j=1}^{m} \sum_{v=1}^{n} q_{i j v \phi(v)}+2(m+n) \sum_{i, j=1}^{m} \sum_{k, l=1}^{n} q_{i j k l}}{m n\left(m^{2}+n^{2}\right)}\right]$.

Note that $\mu$ does not depend on any particular solution and is fixed for a given BAP instance.

For any given solution $(\pi, \phi)$ to BAP, either $f(\pi, \phi) \leq \mu$ or $f(\pi, \phi)>\mu$, which means that $\Delta(\pi, \phi) \leq 0$, and so there exists an optimized 2 -exchange operation that improves our solution cost by at least $f(\pi, \phi)-\mu$, thus, making it not worse than $\mu$. We also notice that,

$$
\begin{align*}
\mu-(m+n) \mathcal{A} & =\mu-\frac{m+n}{m n} \sum_{i, j=1}^{m} \sum_{k, l=1}^{n} q_{i j k l}=\mu-\frac{(m+n)\left(m^{2}+n^{2}\right)}{m n\left(m^{2}+n^{2}\right)} \sum_{i, j=1}^{m} \sum_{k, l=1}^{n} q_{i j k l} \\
& =\max _{\pi \in \Pi}\left[\frac{m^{3} \sum_{i=1}^{m} \sum_{k, l=1}^{n} q_{i \pi(i) k l}}{m n\left(m^{2}+n^{2}\right)}\right]-\frac{m^{3} \sum_{i, j=1}^{m} \sum_{k, l=1}^{n} q_{i j k l}}{m n\left(m^{2}+n^{2}\right)} \\
& +\max _{\phi \in \Phi}\left[\frac{n^{3} \sum_{i, j=1}^{m} \sum_{v=1}^{n} q_{i j v \phi(v)}}{m n\left(m^{2}+n^{2}\right)}\right]-\frac{n^{3} \sum_{i, j=1}^{m} \sum_{k, l=1}^{n} q_{i j k l}}{m n\left(m^{2}+n^{2}\right)} \\
& +\frac{2(m+n) \sum_{i, j=1}^{m} \sum_{k, l=1}^{n} q_{i j k l}}{m n\left(m^{2}+n^{2}\right)}-\frac{\left(m^{2} n+n^{2} m\right) \sum_{i, j=1}^{m} \sum_{k, l=1}^{n} q_{i j k l}}{m n\left(m^{2}+n^{2}\right)} \leq 0 \tag{3.11}
\end{align*}
$$

and so $(m+n) \mathcal{A} \geq \mu$, which completes the proof.
We now show that by exploiting the properties of optimized $h$-exchange neighborhood, one can obtain a solution with an improved domination number, compared to the result in Theorem 14.

Theorem 27. For an integer $h$, a feasible solution to $B A P$, which is no worse than $\Omega((m-$ $\left.1)!(n-1)!+m^{h} n!+n^{h} m!\right)$ feasible solutions, can be found in $O\left(m^{h} n^{3}+n^{h} m^{3}\right)$ time.

Proof. We show that the solution described in the statement of the theorem, can be obtained in the desired running time by choosing the best solution in the optimized $h$-exchange neighborhood of a solution with objective function value no worse than $\mathcal{A}(Q, C, D)$.

Let $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \in \mathcal{F}$ be a BAP solution such that $f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \leq \mathcal{A}(Q, C, D)$. Solution like that can be found in $O\left(m^{2} n^{2}\right)$ time using Corollary 15. From the proof of Theorem 14 we know that there exists a set $R_{\sim}$ of $(m-1)!(n-1)$ ! solutions, with one solution from every class defined by the equivalence relation $\sim$, such that $f(\mathbf{x}, \mathbf{y}) \geq \mathcal{A}(Q, C, D) \geq f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ for every $(\mathbf{x}, \mathbf{y}) \in R_{\sim}$. Let $R_{x}$ denote the $[h, n]$-exchange neighborhood of $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$, and let $R_{y}$ denote the $[m, h]$-exchange neighborhood of $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$. Note that $R_{x} \cup R_{y}$ is the optimized $h$-exchange neighborhood of $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) . R_{x} \cup R_{y}$ can be searched in $O\left(m^{h} n^{3}+n^{h} m^{3}\right)$ time, and the result of the search has the objective function value less or equal than every $(\mathbf{x}, \mathbf{y}) \in R_{\sim} \cup R_{x} \cup R_{y}$.

Consider $R_{x}^{\prime} \subset R_{x}\left(R_{y}^{\prime} \subset R_{y}\right)$ to be the set of solutions constructed in the same way as $R_{x}\left(R_{y}\right)$, but now only considering those reassignments of $h$-sets $S \in M(S \in N)$ that are different from $\mathbf{x}^{*}\left(\mathbf{y}^{*}\right)$ on entire $S$. By simple enumerations it can be shown that $\left|R_{x}^{\prime}\right|=$ $\binom{m}{h}(!h) n!,\left|R_{y}^{\prime}\right|=\binom{n}{h}(!h) m!$ and $\left|R_{x}^{\prime} \cap R_{y}^{\prime}\right|=\binom{m}{h}(!h)\binom{n}{h}(!h)$, where $!h$ denotes the number of derangements (i.e. permutations without fixed points) of $h$ elements. Furthermore, $\mid R_{\sim} \cap$
$R_{x}^{\prime} \left\lvert\, \leq\binom{ m}{h}(!h)(n-1)!\right.$ and $\left|R_{\sim} \cap R_{y}^{\prime}\right| \leq\binom{ n}{h}(!h)(m-1)!$. The later two inequalities are due to the fact that for some fixed $\mathbf{x}^{\prime}\left(\mathbf{y}^{\prime}\right)$, the relation $\sim$ partitions the set of solutions $\left\{\mathbf{x}^{\prime}\right\} \times \mathcal{Y}$ $\left(\mathcal{X} \times\left\{\mathbf{y}^{\prime}\right\}\right)$ into equivalence classes of size $n(m)$ exactly, and each such class contains at most one element of $R_{\sim}$. Now we get that

$$
\begin{aligned}
\left|R_{\sim} \cup R_{x} \cup R_{y}\right| \geq & \left|R_{\sim} \cup R_{x}^{d} \cup R_{y}^{d}\right| \\
\geq & \left|R_{\sim}\right|+\left|R_{x}^{d}\right|+\left|R_{y}^{d}\right|-\left|R_{\sim} \cap R_{x}^{d}\right|-\left|R_{\sim} \cap R_{y}^{d}\right|-\left|R_{x}^{d} \cap R_{y}^{d}\right| \\
\geq & (m-1)!(n-1)!+\binom{m}{h}(!h) n!+\binom{n}{h}(!h) m! \\
& \quad-\binom{m}{h}(!h)(n-1)!-\binom{n}{h}(!h)(m-1)!-\binom{m}{h}(!h)\binom{n}{h}(!h) \\
\in & \Omega\left((m-1)!(n-1)!+m^{h} n!+n^{h} m!\right),
\end{aligned}
$$

which concludes the proof.

### 3.2.3 Shift based neighborhoods

Following the equivalence class example in Section 2.3.3, the shift neighborhood of a given solution ( $\mathbf{x}, \mathbf{y}$ ) will be comprised of all $m$ solutions $\left(\mathbf{x}^{\prime}, \mathbf{y}\right)$, such that $x_{i j}^{\prime}=x_{i(j+a \bmod m)}, \forall a \in$ $M$ and all $n$ solutions $\left(\mathbf{x}, \mathbf{y}^{\prime}\right)$, such that $y_{k l}^{\prime}=y_{k(l+b \bmod m)}, \forall b \in N$. Alternatively, shift neighborhood can be described in terms of the permutation formulation of BAP. Given a permutation pair $(\pi, \phi)$, we are looking at all $m$ solutions $\left(\pi^{\prime}, \phi\right)$, such that $\pi^{\prime}(i)=\pi(i)+a$ $\bmod m, \forall a \in M$, and all $n$ solutions $\left(\pi, \phi^{\prime}\right)$, such that $\phi^{\prime}(k)=\phi(k)+b \bmod m, \forall b \in N$. Intuitively this means that, either $\pi$ will be cyclically shifted by $a$ or $\phi$ will be cyclically shifted by $b$, hence the name of this neighborhood. An iteration of the local search algorithm based on Shift neighborhood will take $O\left(m n^{2}\right)$ time, as we are required to fully recompute each of the $m$ (resp. $n$ ) solutions objective values.

Using the same asymptotic running time per iteration, it is possible to explore the neighborhood of a larger size, with the help of additional data structures $e_{i j}, g_{k l}$ (see Section 3.2.1) that maintain partial sums of assigning $i \in M$ to $j \in M^{\prime}$ and $k \in N$ to $l \in N^{\prime}$ given $\mathbf{y}$ and $\mathbf{x}$ respectively. Consider $\Theta\left(n^{2}\right)$ size neighborhood shift + shuffle defined as follows. For a given permutation solution $(\pi, \phi)$ this neighborhood will contain all $\left(\pi^{\prime}, \phi\right)$ such that

$$
\begin{equation*}
\pi^{\prime}(i)=\pi\left(\left(i \bmod \left\lfloor\frac{m}{u}\right\rfloor\right) u+\left\lfloor\frac{i}{\left\lfloor\frac{m}{u}\right\rfloor}\right\rfloor+a \quad \bmod m\right), \quad \forall a \in M, \forall u \in\left\{1,2, \ldots,\left\lfloor\frac{m}{2}\right\rfloor\right\}, \tag{3.12}
\end{equation*}
$$

and all $\left(\pi, \phi^{\prime}\right)$ such that

$$
\begin{equation*}
\phi^{\prime}(k)=\phi\left(\left(k \bmod \left\lfloor\frac{n}{v}\right\rfloor\right) v+\left\lfloor\frac{k}{\left\lfloor\frac{n}{v}\right\rfloor}\right\rfloor+b \quad \bmod n\right), \quad \forall b \in N, \forall v \in\left\{1,2, \ldots,\left\lfloor\frac{n}{2}\right\rfloor\right\} . \tag{3.13}
\end{equation*}
$$

Two of the above equations are sufficient for the case of $m \bmod u=0$ or $n \bmod v=0$. Otherwise, for all $i>m-(m \bmod u)$ and all $k>n-(n \bmod v)$ an arbitrary reassignment could be applied (for example $\pi^{\prime}(i)=\pi(i)$ and $\phi^{\prime}(k)=\phi(k)$ ). One can visualize shuffle operation as splitting elements of a permutation into buckets of the same size ( $u$ or $v$ in the formulas above), and then forming a new permutation by placing first elements from each bucket in the beginning, followed by second elements of each bucket, and so on. Figure 3.1 depicts such shuffling for a permutation $\pi$. By combining shift and shuffle we increase the


Figure 3.1: Example of shuffle operation on permutation $\pi$, with $u=3$
size of the explored neighborhood, at no extra asymptotic running time cost for the local search implementations.

Local search algorithms that explore shift or shift+shuffle neighborhoods could potentially be stuck in the arbitrarily bad local optimum, following the same argument as in Theorem 20.

If we allow applying shift simultaneously to both $\mathbf{x}$ and $\mathbf{y}$ we will consider all $m n$ neighbors of the current solution, precisely as in equivalence class example from Section 2.3.3. We will call this dual shift neighborhood of a solution $(\mathbf{x}, \mathbf{y})$. Notice that a local search algorithm that explores this neighborhood reaches a local optimum only after a single iteration, with running time $O\left(m^{2} n^{2}\right)$.

A much larger optimized shift neighborhood will be defined as follows. For every shift operation on $\mathbf{x}$ we consider all possible assignments of $\mathbf{y}$, and vice versa, for each shift on $\mathbf{y}$ we will consider all possible assignments of $\mathbf{x}$. Just like in the case of optimized $h$-exchange, this neighborhood is exponential in size, but can be efficiently explored in $O\left(m n^{3}\right)$ running time by solving corresponding linear assignment problems.

Theorem 28. For local search based on dual shift and optimized shift neighborhoods, the final solution value is guaranteed to be no worse than $\mathcal{A}(Q, C, D)$.

Proof. The proof for dual shift neighborhood follows from the fact that we are completely exploring the equivalence class defined by $\sim$ of a given solution, as in Corollary 15.

For optimized shift, notice that for each shift on one side of $(\mathbf{x}, \mathbf{y})$ we consider all possible solutions on the other side. This includes all possible shifts on that respective side.

Therefore the set of solutions of optimized shift neigborhood includes the set of solutions of dual shift neighborhood, and contains the solution with the value at most $\mathcal{A}(Q, C, D)$.

In [38] we have explored the complexity of a special case of BAP where $Q$, observed as a $m^{2} \times n^{2}$ matrix, is restricted to be of a fixed rank. The rank of such $Q$ is said to be at most $r$ if and only if there exist some $m \times m$ matrices $A^{p}=\left(a_{i j}^{p}\right)$ and $n \times n$ matrices $B^{p}=\left(b_{i j}^{p}\right)$, $p=1, \ldots, r$, such that

$$
\begin{equation*}
q_{i j k l}=\sum_{p=1}^{r} a_{i j}^{p} b_{k l}^{p} \tag{3.14}
\end{equation*}
$$

for all $i, j \in M, k, l \in N$.
Theorem 29. Alternating Algorithm and local search algorithms that explore optimized $h$ exchange and optimized shift neighborhoods will find an optimal solution to $B A P(Q, C, D)$, if $Q$ is a non-negative matrix of rank 1, and both $C$ and $D$ are zero matrices.

Proof. Note that in the case described in the statement of the theorem, we are looking for such $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ that minimizes $\left(\sum_{i, j=1}^{m} a_{i j} x_{i j}^{*}\right) \cdot\left(\sum_{k, l=1}^{n} b_{k l} y_{k l}^{*}\right)$, where $q_{i j k l}=a_{i j} b_{k l}, \forall i, j \in$ $M, k, l \in N$. If we are restricted to non-negative numbers, solutions to corresponding linear assignment problems would be an optimal solution to this BAP. It is easy to see that, for any fixed $\mathbf{x}$, a solution of the smallest value will be produced by $\mathbf{y}^{*}$. And viceversa, for any fixed $\mathbf{y}$, a solution of the smallest value will be produced by $\mathbf{x}^{*}$.

Optimized $h$-exchange neighborhood, optimized shift neighborhood and the neighborhood that Alternating Algorithm is based on, all contain the solution that has one side of $(\mathbf{x}, \mathbf{y})$ unchanged and has the optimal assignment on the other side. Therefore, the local search algorithms that explore these neighborhoods will proceed to find optimal $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ in at most 2 iterations.

### 3.3 Experimental analysis

### 3.3.1 Experimental design and test problems

In this section we present general information on the design of our experiments and generation of test problems.

All experiments are conducted on a PC with Intel Core i7-4790 processor, 32 GB of memory under control of Linux Mint 17.3 (Linux Kernel 3.19.0-32-generic) 64-bit operating system. Algorithms are coded using Python 2.7 programming language and run via PyPy 5.3 implementation of Python. The linear assignment problem, that appears as a subproblem for several algorithms, is solved using Hungarian algorithm [90] implementation in Python.

## Test problems

As there are no existing benchmark instances available for BAP, we have created several sets of test problems, which could be used by other researchers in the future experimental analysis. Three categories of problem instances are considered: uniform, normal and euclidean.

- For uniform instances we set $c_{i j}, d_{k l}=0$ and the values $q_{i j k l}$ are generated randomly with uniform distribution from the interval $[0, m n]$ and rounded to the nearest integer.
- For normal instances we set $c_{i j}, d_{k l}=0$ and the values $q_{i j k l}$ are generated randomly following normal distribution with mean $\mu=\frac{m n}{2}$, standard deviation $\sigma=\frac{m n}{6}$ and rounded to the nearest integer.
- For euclidean instances we generate randomly with uniform distribution four sets of points $A, B, U, V$ in Euclidean plane of size $[0,1.5 \sqrt[2]{m n}] \times[0,1.5 \sqrt[2]{m n}]$, such that $|A|=|B|=m,|U|=|V|=n$. Then $C$ and $D$ are chosen as zero vectors, and $q_{i j k l}=\left\|a_{i}-u_{k}\right\| \cdot\left\|b_{j}-v_{l}\right\|$ (rounded to the nearest integer), where $a_{i} \in A, b_{j} \in$ $B, u_{k} \in U, v_{l} \in V$.

Test problems are named using the convention "type size number", where type $\in\{$ uniform, normal, euclidean $\}$, size is of the form $m \times n$, and number $\in\{0,1, \ldots\}$. For every instance type and size we have generated 10 problems, and all the results of experiments will be averaged over those 10 problems. For example, in a table or a figure, a data point for "uniform $50 \times 50$ " would be the average among the 10 generated instances. This applies to objective function values, running times and number of iterations, and would not be explicitly mentioned throughout the rest of the paper. Problem instances, results for our final set of experiments as well as best found solutions for every instance are available upon request from Abraham Punnen (apunnen@sfu.ca).

### 3.3.2 Experimental analysis of construction heuristics

In Section 3.1 we presented several construction approaches to generate a solution to BAP. In this section we discuss results of computational experiments using these heuristics.

The experimental results are summarized in Table 3.1. For the heuristic GreedyRandomized, we have considered the candidate list size 2,4 and 6 . In the table, columns GreedyRandomized2 and GreedyRandomized4 refer to implementations with candidate list size of 2 and 4 , respectively. Results for candidate list size 6 are excluded from the table due to poor performance.

Here and later when presenting computational results, "value" and "time" refer to objective function value and running time of an algorithm. The best solution value among all
tested heuristics is shown in bold font. We also report (averaged over 10 instances of given type and size) the average solution value $\mathcal{A}(Q, C, D)$ (denoted simply as $\mathcal{A}$ ), computed using the closed-form expression from Section 2.3.3.
Table 3.1: Solution value and running time in seconds for construction heuristics

|  |  | RandomXYGreedy |  | Greedy |  | $\underline{\text { GreedyRandomized2 }}$ |  | GreedyRandomized4 |  | Rounding |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| instances | $\mathcal{A}$ | value | time | value | time | value | time | value | time | value | time |
| uniform 20x20 | 79975 | 62981 | 0.0011 | 61930 | 0.0016 | 61824 | 0.0015 | 62997 | 0.0023 | 58587 | 0.0282 |
| uniform 40x40 | 1280013 | 1039365 | 0.0024 | 1038410 | 0.0085 | 1046862 | 0.0117 | 1047444 | 0.0107 | 1005375 | 0.4083 |
| iform 60x60 | 6480224 | 5335157 | 0.0057 | 5399004 | 0.0362 | 5430190 | 0.0403 | 5429077 | 0.0381 | 5311287 | 2.076 |
| form $80 \times 80$ | 20480398 | 17179410 | 0.0119 | 17393975 | 0.0901 | 17427649 | 0.1092 | 17455112 | 0.1231 | 17127745 | 8.6041 |
| form 100x100 | 50001181 | 42492213 | 0.0205 | 43134618 | 0.1797 | 43115743 | 0.1755 | 43209207 | 0.2431 | 42521606 | 29.3038 |
| uniform 120x120 | 103680291 | 88710617 | 0.0334 | 90317432 | 0.2459 | 90450040 | 0.3127 | 90388890 | 0.3208 | 89342939 | 90.1245 |
| iform 140x140 | 192079012 | 165656443 | 0.0518 | 168664018 | 0.404 | 168695610 | 0.5922 | 168683177 | 0.5869 | 166927409 | 196.3766 |
| iform 160x160 | 327679690 | 284623314 | 0.0768 | 289819325 | 0.939 | 289847112 | 0.9922 | 290034508 | 0.9862 | 287148038 | 339.6329 |
| iform 180x180 | 524879096 | 458395075 | 0.1088 | 466419210 | 1.0135 | 466652862 | 1.107 | 466938203 | 1.5316 | 462852252 | 539.6931 |
| normal 20x20 | 79977 | 69989 | 0.0011 | 69032 | 0.0013 | 69322 | 0.0015 | 69899 | 0.0022 | 67367 | 0.0275 |
| normal 40x40 | 1280007 | 1137550 | 0.0022 | 1137478 | 0.008 | 1139150 | 0.0098 | 1139608 | 0.0116 | 1123670 | 0.3902 |
| ormal 60x60 | 6480142 | 5825775 | 0.0055 | 5847641 | 0.0229 | 5841178 | 0.0277 | 5860741 | 0.0427 | 5795676 | 2.0257 |
| normal $80 \times 80$ | 20480028 | 18555962 | 0.0108 | 18696934 | 0.0613 | 18658585 | 0.0772 | 18697475 | 0.102 | 18544051 | 6.9208 |
| mal 100x100 | 50000062 | 45647505 | 0.02 | 45909621 | 0.1293 | 45925799 | 0.1584 | 45943220 | 0.1958 | 45643447 | 30.2969 |
| ormal 120x120 | 103680643 | 94952757 | 0.0325 | 95765991 | 0.2465 | 95711199 | 0.2967 | 95757531 | 0.3385 | 95332171 | 80.9744 |
| mal 140x140 | 192079732 | 176656351 | 0.0507 | 178279212 | 0.4034 | 178238835 | 0.4936 | 178233293 | 0.556 | 177501940 | 179.0639 |
| mal 160x160 | 327681533 | 302496650 | 0.0738 | 305379404 | 0.746 | 305333912 | 0.696 | 305345983 | 0.823 | 304080792 | 310.9162 |
| mal 180x180 | 524880349 | 486132477 | 0.1056 | 490345723 | 0.8888 | 490464093 | 1.0742 | 490656416 | 1.3211 | 489077716 | 540.4644 |
| idean 20x20 | 95297 | 93756 | 0.0011 | 98864 | 0.0013 | 99027 | 0.0014 | 98104 | 0.0015 | 85564 | 0.0276 |
| clidean 40x40 | 1554313 | 1540492 | 0.0024 | 1559829 | 0.0111 | 1546894 | 0.0116 | 1551881 | 0.0123 | 1430068 | 0.4218 |
| idean 60x60 | 8003105 | 7821082 | 0.0063 | 8021089 | 0.0445 | 8014594 | 0.0461 | 7945751 | 0.0489 | 7331236 | 1.9805 |
| clidean $80 \times 80$ | 24906273 | 24190227 | 0.0129 | 24873255 | 0.0611 | 24799662 | 0.0954 | 24853670 | 0.0805 | 23145446 | 6.141 |
| lidean 100x100 | 61053265 | 59345477 | 0.0235 | 60305521 | 0.103 | 59882626 | 0.1285 | 60052837 | 0.1223 | 56848260 | 31.8484 |
| lidean 120x120 | 126198999 | 121816738 | 0.0389 | 123601338 | 0.2986 | 123829252 | 0.305 | 124053452 | 0.3252 | 117754675 | 93.6024 |
| idean 140x140 | 230673448 | 221785417 | 0.0617 | 227949036 | 0.4082 | 227508295 | 0.4637 | 227854403 | 0.4979 | 214876628 | 183.0906 |
| lidean 160x160 | 404912898 | 390412111 | 0.0897 | 395260253 | 0.8908 | 398388924 | 0.8284 | 396277525 | 1.0551 | 378608021 | 309.2262 |
| uclidean 180x180 | 635700756 | 607470603 | 0.1289 | 623035384 | 1.1913 | 625456121 | 1.356 | 623393649 | 1.4349 | 593800828 | 548.8153 |

As the table shows, for smaller uniform and normal instances as well as for all euclidean instances Rounding produced better quality results, however, using substantially longer time. For all other problems RandomXYGreedy obtained better results. To our surprise, the quality of the solution produced by Greedy was inferior to that of RandomXYGreedy. It can, perhaps, be explained as a consequence of being "too greedy" in the beginning, leading to worse overall solution, particularly, taking into consideration the quadratic nature of the objective function. In the initial steps the choice is made based on the very much incomplete information about solution and the interaction cost of $\mathbf{x}$ and $\mathbf{y}$ assignments. In addition, the running time for RandomXYGreedy was significantly lower than that of Rounding and other algorithms. Thus, we conclude that RandomXYGreedy is our method of choice if a solution to BAP is needed quickly.

As for the GreedyRandomized strategy, the higher the size of the candidate list, the worse is the quality of the resulting solution. On the other hand, larger sizes of the candidate lists provide us with more diversified ways to generate solutions for BAP. That may have advantages if the construction is followed by an improvement approach as generally done in GRASP algorithm.

In Figures 3.2 and 3.3 we present solution value and running time results of this section for uniform instances.


Figure 3.2: Difference between solution values (to the best) for construction heuristics; uniform instances

### 3.3.3 Experimental analysis of local search algorithms

Let us now discuss the results of computational experiments carried out using local search algorithms that explore neighborhoods discussed in Section 3.2. All algorithms are started from the same random solution and ran until a local optimum is reached. In addition to


Figure 3.3: Running time for construction heuristics; uniform instances
the objective function value and running time we report the number of iterations for each approach.

For $h$-exchange neighborhoods, we selected 2 and 3-exchange local search algorithms (denoted by $2 \boldsymbol{e x}$ and $3 \boldsymbol{e x}$ ) as well as the Alternating Algorithm ( $\boldsymbol{A} \boldsymbol{A})$.

From $[h, p]$-exchange based algorithms, we have implemented [2, 2]-exchange local search (named Dual2ex). The [2, 2]-exchange neighborhood can be explored in $O\left(m^{2} n^{2}\right)$ time, using efficient recomputation of the change in the objective value. We refer to the algorithm that explores optimized 2-exchange neighborhood as $\boldsymbol{2} \boldsymbol{e x} \boldsymbol{O p t}$. The running time of each iteration of this local search is $O\left(m^{2} n^{3}\right)$. To speed up this potentially slow approach, we have also considered a version, namely $2 \boldsymbol{e x} \boldsymbol{O p t H e u r i s t i c}$, where we use an $O\left(n^{2}\right)$ heuristic to solve the underlying linear assignment problem, instead of the Hungarian algorithm with cubic running time. The running time of each iteration of 2 exOptHeuristic is then $O\left(m^{2} n^{2}\right)$. Similarly defined will be $\boldsymbol{3 e \boldsymbol { x }} \boldsymbol{O p t}$.

Shift, ShiftShuffle, DualShift and ShiftOpt are implementations of local search based on shift, shift+shuffle, dual shift and optimized shift neighborhoods respectively.

In addition, we consider variations of the above-mentioned algorithms, namely $\boldsymbol{\mathcal { L e x F i r s t }}$, ЗexFirst, Dual2exFirst, 2exOptFirst, 2exOptHeuristicFirst, ShiftOptFirst, where corresponding neighborhoods explored only until the first improving solution is encountered.

We provide a summary of complexity results on these local search algorithms in Table 3.2. Here by $I$ we denote the number of iterations (or "moves") that it takes for a corresponding search to converge to a local optimum. As $I$ could potentially be exponential in $n$ and will vary between algorithms, we use this notation to simply emphasize the running time of an iteration of each approach.

Table 3.2: Asymptotic running time and neighborhood size per iteration for local searches

| name | running time | neighborhood size per iteration |
| :---: | :---: | :---: |
| 2ex | $O\left(n^{3}+I n^{2}\right)$ | $\Theta\left(n^{2}\right)$ |
| Shift | $O\left(n^{3}\right)$ | $n$ |
| ShiftShuffle | $O\left(I^{3}\right)$ | $\Theta\left(n^{2}\right)$ |
| 3ex | $O\left(n^{3}\right)$ | $\Theta\left(n^{3}\right)$ |
| AA | $O\left(I n^{3}\right)$ | $n!$ |
| DualShift | $O\left(n^{4}\right)$ | $n^{2}$ |
| Dual2ex | $O\left(I n^{4}\right)$ | $\Theta\left(n^{4}\right)$ |
| ShiftOpt | $O\left(I n^{4}\right)$ | $n \cdot n!$ |
| 2exOptHeuristic | $O\left(I n^{4}\right)$ | $\Theta\left(n^{2} \cdot n!\right)^{*}$ |
| 2exOpt | $O\left(I n^{5}\right)$ | $\Theta\left(n^{2} \cdot n!\right)$ |
| 3exOpt | $O\left(I n^{6}\right)$ | $\Theta\left(n^{3} \cdot n!\right)$ |

* 2 exOptHeuristic does not fully explore the neighborhood.

Table 3.3 summarizes experimental results for 2ex, 3ex, AA, 2exOpt and 2exOptFirst. Results for other algorithms are not included in the table due to inferior performance. However, figures 3.4 and 3.5 provide additional insight into the performance of all the algorithms we have tested, for the case of uniform instances.
Table 3.3: Solution value, running time in seconds and number of iterations for local searches

| instances | $\mathcal{A}$ | 2 ex |  |  | 3 ex |  |  | AA |  |  | 2 exOpt |  |  | 2 exOptFirst |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | value | time | iter | value | time | iter | value | time | iter | value | time | iter | value | time | ite |
| uniform 10x10 | 4995 | 3378 | 0.0 | 9 | 3241 | 0.0 | 9 | 3385 | 0.0 | 3 | 3103 | 0.04 | 4 | 3128 | 0.02 | 11 |
| uniform 20x20 | 80043 | 59371 | 0.0 | 20 | 56593 | 0.01 | 18 | 56097 | 0.01 | 4 | 54912 | 0.68 | 6 | 55059 | 0.34 | 25 |
| uniform 30x30 | 404944 | 310455 | 0.02 | 32 | 297569 | 0.05 | 28 | 298787 | 0.02 | 4 | 291520 | 3.96 | 6 | 291268 | 3.09 | 46 |
| uniform 40x40 | 1279785 | 1003731 | 0.04 | 45 | 977498 | 0.14 | 39 | 971400 | 0.06 | 5 | 954676 | 21.71 | 10 | 957381 | 8.46 | 56 |
| uniform 50x50 | 3124809 | 2493822 | 0.08 | 57 | 2433665 | 0.32 | 49 | 2416832 | 0.13 | 5 | 2385232 | 63.49 | 11 | 2389496 | 24.94 | 73 |
| uniform 60x60 | 6479878 | 5256357 | 0.15 | 74 | 5149634 | 0.59 | 55 | 5098653 | 0.26 | 6 | 5056566 | 143.48 | 11 | 5031368 | 80.32 | 97 |
| uniform 70x70 | 12005619 | 9844646 | 0.24 | 85 | 9682798 | 1.1 | 67 | 9587489 | 0.38 | 6 | 9469736 | 326.04 | 14 | 9472549 | 156.78 | 114 |
| uniform 80x80 | 20480209 | 17022523 | 0.37 | 96 | 16694088 | 1.81 | 75 | 16519908 | 0.66 | 7 | 16388545 | 504.34 | 12 | 16355658 | 285.23 | 36 |
| uniform 90x90 | 32803918 | 27479017 | 0.52 | 111 | 26978715 | 2.97 | 88 | 26650508 | 1.08 | 8 | 26563051 | 882.81 | 13 | 26514860 | 497.74 | 158 |
| uniform 100x100 | 49999078 | 42138227 | 0.74 | 124 | 41363121 | 4.96 | 109 | 41031842 | 1.45 | 8 | 40912367 | 1480.03 | 14 | 40767754 | 864.39 | 172 |
| uniform 110x110 | 73206906 | 61988038 | 1.06 | 148 | 61179121 | 6.57 | 109 | 60529975 | 1.92 | 7 | 60162728 | 2406.29 | 15 | 60068824 | 1504.27 | 196 |
| uniform 120x120 | 103679901 | 88602187 | 1.23 | 137 | 87330165 | 8.52 | 109 | 86174642 | 2.61 | 8 | 85872203 | 3865.67 | 18 | 85670906 | 1917.76 | 201 |
| normal 10x10 | 4999 | 4044 | 0.0 | 10 | 4019 | 0.0 | 9 | 4040 | 0.0 | 2 | 3910 | 0.03 | 4 | 3862 | 0.02 | 14 |
| normal 20x20 | 79955 | 67321 | 0.0 | 20 | 66520 | 0.01 | 16 | 66179 | 0.01 | 3 | 64913 | 0.79 | 7 | 65363 | 0.33 | 25 |
| normal 30x30 | 404959 | 348058 | 0.02 | 34 | 342238 | 0.06 | 29 | 343639 | 0.03 | 4 | 338796 | 4.98 | 8 | 339162 | 2.61 | 45 |
| normal 40x40 | 1279974 | 1119684 | 0.04 | 46 | 1111127 | 0.14 | 33 | 1099106 | 0.07 | 6 | 1089996 | 23.21 | 10 | 1089752 | 10.61 | 60 |
| normal 50x50 | 3124879 | 2752326 | 0.08 | 63 | 2737137 | 0.34 | 43 | 2711191 | 0.14 | 6 | 2696287 | 65.48 | 11 | 2696062 | 32.57 | 77 |
| normal 60x60 | 6479794 | 5769522 | 0.16 | 73 | 5707107 | 0.7 | 53 | 5665027 | 0.3 | 7 | 5640412 | 151.84 | 12 | 5633463 | 81.97 | 99 |
| normal 70x70 | 12004939 | 10738678 | 0.24 | 88 | 10641129 | 1.3 | 65 | 10596245 | 0.42 | 6 | 10544640 | 316.24 | 13 | 10538513 | 144.42 | 16 |
| normal 80x80 | 20480106 | 18434378 | 0.38 | 103 | 18282395 | 2.35 | 80 | 18173927 | 0.71 | 7 | 18126933 | 537.29 | 12 | 18095224 | 338.76 | 132 |
| normal 90x90 | 32805972 | 29736595 | 0.51 | 108 | 29408513 | 3.79 | 91 | 29245481 | 0.92 | 6 | 29176212 | 1017.08 | 14 | 29165974 | 500.62 | 151 |
| normal 100x100 | 49999105 | 45514117 | 0.71 | 122 | 45009249 | 5.69 | 100 | 44798388 | 1.45 | 7 | 44635991 | 1602.09 | 15 | 44603238 | 940.19 | 176 |
| normal 110x110 | 73205050 | 66768499 | 1.01 | 142 | 66224593 | 8.26 | 110 | 65812495 | 2.69 | 10 | 65716978 | 2218.71 | 13 | 65539744 | 1632.32 | 19 |
| normal 120x120 | 103681336 | 95001950 | 1.32 | 147 | 94151507 | 11.24 | 116 | 93702171 | 2.16 | 6 | 93322807 | 4645.28 | 20 | 93248160 | 2130.64 | 215 |
| euclidean 10x10 | 6186 | 5397 | 0.0 | 13 | 5379 | 0.0 | 12 | 5404 | 0.0 | 3 | 5368 | 0.05 | 4 | 5375 | 0.03 | 16 |
| euclidean 20x20 | 95834 | 82325 | 0.01 | 41 | 82293 | 0.01 | 25 | 82242 | 0.01 | 3 | 82160 | 1.27 | 5 | 81813 | 1.52 | 49 |
| euclidean 30x30 | 490614 | 419174 | 0.02 | 61 | 418942 | 0.07 | 40 | 419000 | 0.03 | 3 | 416436 | 9.13 | 5 | 417339 | 18.19 | 98 |
| euclidean 40x40 | 1553544 | 1314659 | 0.07 | 87 | 1312649 | 0.21 | 59 | 1311131 | 0.07 | 3 | 1309701 | 37.08 | 5 | 1311093 | 90.91 | 15 |
| euclidean 50x50 | 3761359 | 3178424 | 0.14 | 112 | 3173915 | 0.5 | 78 | 3178006 | 0.16 | 4 | 3167772 | 134.77 | 7 | 3168388 | 314.91 | 211 |
| euclidean 60x60 | 7999029 | 6740779 | 0.26 | 141 | 6720560 | 1.04 | 98 | 6714400 | 0.23 | 4 | 6714689 | 314.14 | 7 | 6716877 | 1012.93 | 29 |
| euclidean 70x70 | 14909550 | 12533959 | 0.45 | 180 | 12500249 | 1.92 | 117 | 12490034 | 0.42 | 4 | 12487021 | 674.66 | 7 | 12499281 | 2354.68 | 36 |
| euclidean 80x80 | 25210773 | 21188706 | 0.68 | 200 | 21182227 | 3.2 | 133 | 21160309 | 0.55 | 4 | 21150070 | 1222.19 | 6 | 21156445 | 5250.01 | 456 |
| euclidean 90x90 | 39495474 | 33083033 | 1.04 | 240 | 33072079 | 4.87 | 145 | 33082326 | 0.98 | 5 | 33049474 | 2017.96 | 6 | 33089283 | 10482.75 | 55 |



Figure 3.4: Difference between solution values (to the best) for local search; uniform instances


Figure 3.5: Running time to converge for local search; uniform instances

Even though the convergence speed is very fast for implementations of Shift, ShiftShuffle and DualShift, the resulting solution values are not significantly better than the average value $\mathcal{A}(Q, C, D)$ for the instance.

The optimized shift versions, namely ShiftOpt and ShiftOptFirst produced better solutions but still are outperformed by all remaining heuristics. This fact together with the slower convergence speed (as compared to say $2 e x$ ) shows the weaknesses of the approach.

Dual2ex and Dual2exFirst are heavily outperformed both in terms of convergence speed as well as the quality of the resulting solution by $A A$.

It is also worth mentioning that speeding up 2exOpt and 2exOptFirst by substituting the Hungarian algorithm with an $O\left(n^{2}\right)$ heuristic for the assignment problem did not provide
us with good results. The solution quality decreased substantially and, considering that the running time to converge is still slower than that of $A A$, we discard these options.

Table 3.3 presents the results for the better performing set of algorithms. The performance of both first improvement and best improvement approaches 2exFirst, 3exFirst and $2 e x, 3 e x$ respectively are similar so we will consider only the latter two from now on. Interestingly, it is not the case for the optimized neighborhoods. We noticed that, for uniform and normal instances 2exOptFirst runs faster than 2exOpt, in most cases. However, for euclidean instances 2exOptFirst takes more time to converge.

As expected, $A A$ is better than $3 e x$ with respect to both solution quality and running time. We will not include any of the $h$-exchange neighborhood search implementations for $h>3$ in this study due to relatively poor performance and huge running time.

We focused the remaining experiments in the paper on $2 e x, A A$ and $2 e x O p t$. Among these 2ex converges the fastest, 2exOpt provides the best solutions and $A A$ assumes a "balanced" position. It is also clear that even better solution quality could be achieved by using implementations of optimized $h$-exchange neighborhood search with higher $h$. However, we show in the next sub-section that this is not feasible in terms of efficient metaheuristics implementation.

## Local search with multi-start

Now we would like to see how well our heuristics perform in terms of solutions quality, when the amount of time is fixed. For this we implemented a simple multi-start strategy for each of the algorithms. The framework will keep restarting the local search from the new Random instance until the time limit is reached. The best solution found in the process is then reported as the result.

Time limit for each instance will be set as the following. Considering the results of the previous sub-section, we expect 3 exOptFirst to be the slowest method to converge for all of the instances. We run it exactly once, and use its running time as a time limit for other multi-start algorithms. Together with resulting values we also report the number of restarts of each approach in Table 3.4. Clearly, the choice of time limit yields 1 as the number of starts for 3exOptFirst.
Table 3.4: Solution value and number of starts for time-limited multi-start local searches

| instances | time limit | 3 exOptFirst |  | 2 exOpt |  | 2 exOptFirst |  | AA |  | 2 ex |  | 2exFirst |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | value | starts | value | starts | value | starts | value | starts | value | starts | value | starts |
| uniform 10x10 | 0.1 | 3059 | 1 | 2943 | 3 | 2974 | 5 | 2946 | 97 | 2934 | 221 | 2980 | 176 |
| uniform 20x20 | 2.7 | 54250 | 1 | 53496 | 4 | 53286 | 8 | 53096 | 428 | 53983 | 997 | 54244 | 879 |
| uniform 30x30 | 23.4 | 290200 | 1 | 288401 | 5 | 285630 | 10 | 285271 | 919 | 292991 | 1859 | 292363 | 1695 |
| uniform 40x40 | 103.2 | 948029 | 1 | 943982 | 5 | 940718 | 10 | 936113 | 1528 | 963120 | 2858 | 960093 | 2679 |
| uniform 50x50 | 531.7 | 2370639 | 1 | 2365473 | 8 | 2358811 | 18 | 2346865 | 3664 | 2410678 | 6592 | 2401247 | 6337 |
| uniform 60x60 | 1148.5 | 5017422 | 1 | 5003247 | 7 | 4989212 | 16 | 4980930 | 4221 | 5105064 | 7747 | 5092544 | 7522 |
| uniform 70x70 | 3291.3 | 9429464 | 1 | 9421085 | 10 | 9404126 | 21 | 9369944 | 7017 | 9601891 | 13499 | 9583585 | 13009 |
| uniform $80 \times 80$ | 3763.3 | 16406602 | 1 | 16319588 | 7 | 16241213 | 13 | 16229861 | 5031 | 16612105 | 10017 | 16583987 | 9578 |
| normal 10x10 | 0.1 | 3857 | 1 | 3838 | 2 | 3851 | 5 | 3828 | 91 | 3818 | 208 | 3847 | 162 |
| normal 20x20 | 2.5 | 65014 | 1 | 64635 | 4 | 64433 | 7 | 64020 | 396 | 64867 | 902 | 64738 | 769 |
| normal 30x30 | 23.4 | 337626 | 1 | 336552 | 5 | 335378 | 10 | 335042 | 899 | 339448 | 1818 | 338849 | 1623 |
| normal 40x40 | 113.3 | 1086083 | 1 | 1082094 | 5 | 1081530 | 12 | 1078755 | 1675 | 1092923 | 3063 | 1091803 | 2840 |
| normal 50x50 | 469.3 | 2688595 | 1 | 2679334 | 8 | 2677720 | 16 | 2672481 | 3217 | 2711913 | 5807 | 2704948 | 5475 |
| normal 60x60 | 933.4 | 5640721 | 1 | 5627391 | 6 | 5612362 | 13 | 5604229 | 3413 | 5679037 | 6216 | 5672749 | 5979 |
| normal 70x70 | 3593.3 | 10512493 | 1 | 10492591 | 12 | 10483432 | 25 | 10474343 | 7685 | 10604646 | 14559 | 10591133 | 13903 |
| normal 80x80 | 11339.0 | 17989971 | 1 | 17993643 | 20 | 18010732 | 42 | 17995894 | 15435 | 18226724 | 29827 | 18209532 | 28425 |
| euclidean 10x10 | 0.1 | 5447 | 1 | 5430 | 3 | 5445 | 3 | 5427 | 98 | 5427 | 266 | 5427 | 162 |
| euclidean 20x20 | 5.1 | 82409 | 1 | 81717 | 4 | 81710 | 4 | 81573 | 589 | 81573 | 1283 | 81575 | 747 |
| euclidean 30x30 | 70.1 | 418658 | 1 | 415529 | 7 | 415419 | 4 | 414767 | 2399 | 414774 | 3382 | 414808 | 1732 |
| euclidean 40x40 | 390.3 | 1321385 | 1 | 1317439 | 9 | 1317948 | 4 | 1316409 | 5459 | 1316509 | 6197 | 1316771 | 3010 |
| euclidean 50x50 | 1675.4 | 3151591 | 1 | 3136628 | 13 | 3139866 | 4 | 3135362 | 11411 | 3135723 | 11993 | 3136122 | 5359 |
| euclidean 60x60 | 4604.9 | 6563921 | 1 | 6532789 | 15 | 6537657 | 4 | 6529495 | 17621 | 6530835 | 17448 | 6532247 | 6641 |



Figure 3.6: Difference between solution values (to the best) for multi-start algorithms; uniform instances

The best algorithm in these settings is $A A$, which consistently exhibited better performance for all instance types. The reason behind this is the fact that a local optimum by this approach can be reached almost as fast as by $2 e x$, however solution quality is much better. On the other hand, the convergence of $2 e x O p t$ to a local optimum is very time consuming, and perhaps a better strategy is to do more restarts with slightly less quality of resulting solution. Similar argument holds for the case why 2exOptFirst outperforms 3exOptFirst in this type of experiments. This observation is in contrast with the results experienced by researches of bipartite unconstrained binary quadratic program [54] and bipartite quadratic assignment problem [109]. The difference can be attributed to the more complex structure of BAP in comparison to problems mentioned above.

### 3.3.4 Variable neighborhood search

Variable neighborhood search (VNS) is an algorithmic paradigm to enhance standard local search by making use of properties (often complementary) of multiple neighborhoods [3, 69]. The 2-exchange neighborhood is very fast to explore and optimized 2 -exchange is more powerful but searching through it for an improving solution takes significantly more time. The neighborhood considered in the Alternating Algorithm works better when significant asymmetry is present regarding $\mathbf{x}$ and $\mathbf{y}$ variables. Motivated by these complementary properties, we have explored VNS based algorithms to solve BAP.

We start by attempting to improve the convergence speed of $A A$ by the means of the faster $2 e x$. The first variation, named $2 e x+\boldsymbol{A} \boldsymbol{A}$ will first apply $2 e x$ to Random starting solution and then apply $A A$ to the resulting solution. A more complex approach 2exAAStep (Algorithm 4) will start by applying $2 e x$ and as soon as the search converge it will apply a single improvement (step) with respect to Alternating Algorithm neighborhood. After
successful update the procedure defaults to running $2 e x$ again. The process stops when no more improvements by $A A$ (and consequently by $2 e x$ ) are possible.

```
Algorithm 4 2exAAStep
Input: integers \(m, n ; m \times m \times n \times n\) array \(Q\); feasible solution ( \(\mathbf{x}, \mathbf{y}\) ) to given BAP
Output: feasible solution to given BAP
    while True do
        \((\mathbf{x}, \mathbf{y}) \leftarrow 2 \operatorname{ex}(m, n, Q,(\mathbf{x}, \mathbf{y})) \quad \triangleright\) running 2-exchange local search (Section 3.2.1)
        \(e_{i j} \leftarrow \sum_{k, l \in N} q_{i j k l} y_{k l} \forall i, j \in M\)
        \(\mathbf{x}^{*} \leftarrow \arg \min _{\mathbf{x}^{\prime} \in \mathcal{X}} \sum_{i, j \in M} e_{i j} x_{i j}^{\prime} \quad \triangleright\) solving assignment problem for \(\mathbf{x}\)
        if \(f\left(\mathbf{x}^{*}, \mathbf{y}\right)<f(\mathbf{x}, \mathbf{y})\) then
                continue \(\quad \triangleright\) restarting the procedure while loop
        end if
        \(g_{k l} \leftarrow \sum_{i, j \in M} q_{i j k l} x_{i j}^{*} \forall k, l \in N\)
        \(\mathbf{y}^{*} \leftarrow \arg \min _{\mathbf{y}^{\prime} \in \mathcal{Y}} \sum_{k, l \in N} g_{k l} y_{k l}^{\prime} \quad \triangleright\) solving assignment problem for \(\mathbf{y}\)
        if \(f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)=f(\mathbf{x}, \mathbf{y})\) then
                break \(\quad \triangleright\) algorithm converged, terminate
        end if
        \(\mathbf{x} \leftarrow \mathrm{x}^{*} ; \mathbf{y} \leftarrow \mathrm{y}^{*}\)
    end while
    return \((x, y)\)
```

Results in Table 3.5 follow the structure of experimental results reported earlier in the paper. The number of iterations that we report for 2exAAStep is the number of times the heuristic switches from 2-exchange neighborhood to the neighborhood of the Alternating Algorithm. Clearly, this number will be 1 for $2 e x+A A$ by design.

As all these approaches are guaranteed to be locally optimal with respect to Alternating Algorithm neighborhood, we expect the solution values to be similar. This can be seen in the table. A main observation here is that the $2 e x$ heuristic does not combine well with $A A$. Increased running time for both $2 e x+A A$ and $2 e x A A S t e p$ confirms that $A A$ is more efficient in searching its much larger neighborhood.

We then explored the effect of combining 2exOptFirst and AA. An algorithm that first runs $A A$ once and then applies $2 e x O p t F i r s t$ until convergence will be referred to as $\boldsymbol{A} \boldsymbol{A}+2$ exOptFirst. A more desirable variable neighborhood search based on the discussed heuristics will use the fact that most of the time running $A A$ until convergence is faster than even a single update of the solutions during the 2exOptFirst run. The algorithm AA2exOptFirstStep (Algorithm 5) will use $A A$ to reach its local optimum and then will try to escape it by applying a single first possible improvement of the slower search 2exOptFirst. If successful, the process will start from the beginning with $A A$. We will also add to the comparison variation with best improvement rule, namely AA2exOptStep.

The results of these experiments are reported in Table 3.6. Here, we also report the number of iterations for AA2exOptStep and AA2exOptFirstStep, which represents the number of switches from the Alternating Algorithm neighborhood to optimized 2-exchange neighborhood before the algorithms converge.

```
Algorithm 5 AA2exOptFirstStep
Input: integers \(m, n ; m \times m \times n \times n\) array \(Q\); feasible solution ( \(\mathbf{x}, \mathbf{y}\) ) to given BAP
Output: feasible solution to given BAP
    while True do
        \((\mathbf{x}, \mathbf{y}) \leftarrow A A(m, n, Q,(\mathbf{x}, \mathbf{y})) \quad \triangleright\) running Alternating Algorithm (Section 3.2.1)
        for all \(i_{1} \in M\) and all \(i_{2} \in M \backslash\left\{i_{1}\right\}\) do
            \(j_{1} \leftarrow\) assigned index to \(i_{1}\) in \(\mathbf{x}\)
            \(j_{2} \leftarrow\) assigned index to \(i_{2}\) in \(\mathbf{x}\)
            \(\mathbf{x}^{*} \leftarrow \mathbf{x}\)
            \(x_{i_{1} j_{1}}^{*} \leftarrow 0 ; x_{i_{2} j_{2}}^{*} \leftarrow 0 ; x_{i_{1} j_{2}}^{*} \leftarrow 1 ; x_{i_{2} j_{1}}^{*} \leftarrow 1 \quad \triangleright\) applying 2-exchange
            \(g_{k l} \leftarrow \sum_{i, j \in M} q_{i j k l} x_{i j}^{*} \forall k, l \in N\)
            \(\mathbf{y}^{*} \leftarrow \arg \min _{\mathbf{y}^{\prime} \in \mathcal{Y}} \sum_{k, l \in N} g_{k l} y_{k l}^{\prime} \quad \triangleright\) solving assignment problem for \(\mathbf{y}\)
            if \(f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)<f(\mathbf{x}, \mathbf{y})\) then
                \(\mathbf{x} \leftarrow \mathbf{x}^{*} ; \mathbf{y} \leftarrow \mathbf{y}^{*}\)
                continue while \(\quad \triangleright\) restarting the procedure while loop
            end if
        end for
        for all \(k_{1} \in N\) and all \(k_{2} \in N \backslash\left\{k_{1}\right\}\) do
            \(l_{1} \leftarrow\) assigned index to \(k_{1}\) in \(\mathbf{y}\)
            \(l_{2} \leftarrow\) assigned index to \(k_{2}\) in \(\mathbf{y}\)
            \(\mathbf{y}^{*} \leftarrow \mathbf{y}\)
            \(y_{k_{1} l_{1}}^{*} \leftarrow 0 ; y_{k_{2} l_{2}}^{*} \leftarrow 0 ; y_{k_{1} l_{2}}^{*} \leftarrow 1 ; y_{k_{2} l_{1}}^{*} \leftarrow 1 \quad \triangleright\) applying 2-exchange
            \(e_{i j} \leftarrow \sum_{k, l \in N} q_{i j k l} y_{k l}^{*} \forall i, j \in M\)
            \(\mathbf{x}^{*} \leftarrow \arg \min _{\mathbf{x}^{\prime} \in \mathcal{X}} \sum_{i, j \in M} e_{i j} x_{i j}^{\prime} \quad \triangleright\) solving assignment problem for \(\mathbf{x}\)
            if \(f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)<f(\mathbf{x}, \mathbf{y})\) then
                \(\mathrm{x} \leftarrow \mathrm{x}^{*} ; \mathbf{y} \leftarrow \mathrm{y}^{*}\)
                    continue while \(\quad \triangleright\) restarting the procedure while loop
            end if
        end for
            break \(\quad \triangleright\) algorithm converged, terminate
    end while
    return \((x, y)\)
```

Table 3.5: Solution value, running time in seconds and number of iterations for Alternating Algorithm and variations (convergence to local optima)

| instances | AA |  | $2 \mathrm{ex}+\mathrm{AA}$ |  | 2exAAStep |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | value | time | value | time | value | time | iter |
| uniform 10x10 | 3255 | 0.0 | 3305 | 0.0 | 3322 | 0.01 | 1 |
| uniform 20x20 | 56287 | 0.01 | 56136 | 0.01 | 56076 | 0.01 | 3 |
| uniform 30x30 | 297819 | 0.02 | 298485 | 0.03 | 297874 | 0.05 | 4 |
| uniform 40x40 | 965875 | 0.06 | 967373 | 0.08 | 971010 | 0.13 | 5 |
| uniform 50x50 | 2415720 | 0.11 | 2414279 | 0.18 | 2419385 | 0.34 | 6 |
| uniform 60x60 | 5077348 | 0.23 | 5089275 | 0.33 | 5095460 | 0.77 | 9 |
| uniform 70x70 | 9578626 | 0.32 | 9561747 | 0.51 | 9549687 | 1.25 | 10 |
| uniform $80 \times 80$ | 16505833 | 0.59 | 16422705 | 0.93 | 16474525 | 1.87 | 10 |
| uniform 90x90 | 26650437 | 0.93 | 26726070 | 1.16 | 26706156 | 3.04 | 11 |
| uniform 100x100 | 41027445 | 1.12 | 41001387 | 1.89 | 41038180 | 4.78 | 14 |
| uniform 110x110 | 60512662 | 1.72 | 60549540 | 2.37 | 60508210 | 6.87 | 15 |
| uniform 120x120 | 86397256 | 2.08 | 86108044 | 3.23 | 86019130 | 10.47 | 18 |
| uniform 130x130 | 119380881 | 3.02 | 119421396 | 4.06 | 119417016 | 12.52 | 16 |
| uniform 140x140 | 161524589 | 3.58 | 161725915 | 5.6 | 161535754 | 16.97 | 18 |
| uniform 150x150 | 213377462 | 5.02 | 214064556 | 6.9 | 213453225 | 22.48 | 19 |
| normal 10x10 | 4037 | 0.0 | 3997 | 0.0 | 3997 | 0.0 | 2 |
| normal 20x20 | 66006 | 0.01 | 66372 | 0.01 | 66104 | 0.01 | 3 |
| normal 30x30 | 343319 | 0.02 | 342316 | 0.03 | 342776 | 0.05 | 3 |
| normal 40x40 | 1096961 | 0.06 | 1098741 | 0.09 | 1101256 | 0.17 | 7 |
| normal 50x50 | 2712329 | 0.12 | 2709929 | 0.2 | 2708557 | 0.38 | 8 |
| normal 60x60 | 5668986 | 0.21 | 5671907 | 0.33 | 5678451 | 0.72 | 8 |
| normal 70x70 | 10561145 | 0.42 | 10588835 | 0.57 | 10581535 | 1.29 | 10 |
| normal 80x80 | 18172093 | 0.51 | 18160338 | 0.87 | 18141092 | 2.22 | 12 |
| normal 90x90 | 29222387 | 0.91 | 29231041 | 1.3 | 29283340 | 2.84 | 10 |
| normal 100x100 | 44751122 | 1.31 | 44735031 | 1.72 | 44753417 | 5.22 | 15 |
| normal 110x110 | 65809366 | 1.64 | 65817524 | 2.39 | 65812802 | 6.97 | 15 |
| normal 120x120 | 93529513 | 2.26 | 93491028 | 3.58 | 93581308 | 8.65 | 14 |
| normal 130x130 | 129150096 | 3.26 | 129310194 | 4.14 | 129238943 | 12.84 | 17 |
| normal 140x140 | 174245361 | 3.75 | 174296950 | 5.91 | 174169032 | 20.14 | 21 |
| normal 150x150 | 230484514 | 4.28 | 230242366 | 7.32 | 230292305 | 24.21 | 21 |
| euclidean 10x10 | 5032 | 0.0 | 5015 | 0.0 | 5015 | 0.01 | 1 |
| euclidean 20x20 | 81714 | 0.01 | 81701 | 0.01 | 81701 | 0.01 | 2 |
| euclidean 30x30 | 424425 | 0.03 | 424261 | 0.04 | 424261 | 0.06 | 3 |
| euclidean 40x40 | 1331726 | 0.06 | 1330070 | 0.11 | 1330070 | 0.15 | 4 |
| euclidean 50x50 | 3342515 | 0.13 | 3337157 | 0.24 | 3337157 | 0.35 | 4 |
| euclidean 60x60 | 6637101 | 0.24 | 6622844 | 0.42 | 6622844 | 0.63 | 5 |
| euclidean 70x70 | 12373648 | 0.33 | 12345122 | 0.7 | 12345122 | 1.01 | 4 |
| euclidean $80 \times 80$ | 21088451 | 0.55 | 21060424 | 1.01 | 21060424 | 1.34 | 3 |
| euclidean 90x90 | 33842019 | 0.85 | 33831315 | 1.48 | 33831315 | 2.01 | 4 |
| euclidean 100x100 | 50386904 | 1.08 | 50351081 | 2.19 | 50350547 | 3.33 | 5 |


| instances | 2ExOptFirst |  | AA +2 exOptFirst |  | AA2exOptStep |  |  | AA2exOptFirstStep |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | value | time | value | time | value | time | iter | value | time | iter |
| uniform 10x10 | 3156 | 0.02 | 3059 | 0.01 | 3054 | 0.02 | 2 | 3059 | 0.02 | 3 |
| uniform 20x20 | 54670 | 0.35 | 54877 | 0.24 | 54718 | 0.32 | 3 | 54431 | 0.2 | 4 |
| uniform 30x30 | 291902 | 2.27 | 294044 | 1.12 | 291184 | 2.64 | 4 | 290011 | 1.17 | 4 |
| uniform 40x40 | 948344 | 9.78 | 958550 | 3.29 | 953938 | 5.61 | 3 | 958215 | 3.4 | 3 |
| uniform 50x50 | 2379856 | 33.02 | 2399151 | 11.15 | 2392151 | 16.57 | 3 | 2395319 | 8.08 | 3 |
| uniform 60x60 | 5044883 | 64.73 | 5026000 | 36.08 | 5030618 | 35.22 | 3 | 5026865 | 20.45 | 4 |
| uniform 70x70 | 9479099 | 168.6 | 9511756 | 67.85 | 9521222 | 78.27 | 3 | 9501548 | 28.81 | 3 |
| uniform $80 \times 80$ | 16418360 | 252.23 | 16400987 | 120.41 | 16390406 | 132.04 | 3 | 16381373 | 56.49 | 3 |
| uniform 90x90 | 26507000 | 569.45 | 26499481 | 229.48 | 26536687 | 238.11 | 3 | 26546135 | 113.07 | 4 |
| uniform 100x100 | 40753550 | 878.32 | 40894844 | 293.74 | 40949795 | 184.26 | 1 | 40875653 | 155.41 | 3 |
| uniform 110x110 | 60079399 | 1539.8 | 60231687 | 458.67 | 60277301 | 487.4 | 3 | 60196421 | 317.3 | 4 |
| uniform 120x120 | 85818278 | 2120.85 | 85774789 | 1090.37 | 85996522 | 526.83 | 2 | 86070239 | 306.32 | 2 |
| uniform 130x130 | 118773110 | 3515.46 | 118967905 | 1105.4 | 119034719 | 827.06 | 2 | 119133276 | 452.11 | 3 |
| uniform 140x140 | 160780185 | 4860.32 | 160956538 | 1304.17 | 161002007 | 1479.93 | 3 | 161113803 | 764.84 | 3 |
| uniform 150x150 | 213525103 | 5514.74 | 213372569 | 538.34 | 213372569 | 748.16 | 1 | 213372569 | 553.21 | 1 |
| normal 10x10 | 3866 | 0.02 | 3895 | 0.01 | 3886 | 0.02 | 2 | 3917 | 0.01 | 2 |
| normal 20x20 | 65262 | 0.3 | 65137 | 0.28 | 65166 | 0.36 | 3 | 65258 | 0.21 | 4 |
| normal 30x30 | 338569 | 2.9 | 340096 | 1.19 | 340240 | 1.52 | 2 | 340534 | 0.86 | 3 |
| normal 40x40 | 1087006 | 10.28 | 1087569 | 6.04 | 1090323 | 6.93 | 3 | 1089412 | 3.46 | 4 |
| normal 50x50 | 2695007 | 26.39 | 2697747 | 14.44 | 2697124 | 19.13 | 3 | 2696860 | 7.45 | 3 |
| normal 60x60 | 5637608 | 71.64 | 5639469 | 34.18 | 5634802 | 45.69 | 4 | 5638741 | 18.75 | 3 |
| normal 70x70 | 10538891 | 159.53 | 10527751 | 61.85 | 10524931 | 80.22 | 3 | 10532494 | 33.81 | 3 |
| normal 80x80 | 18102861 | 292.68 | 18102161 | 145.45 | 18123379 | 148.5 | 4 | 18125319 | 62.56 | 3 |
| normal 90x90 | 29162243 | 447.82 | 29167487 | 166.29 | 29176575 | 193.61 | 3 | 29167084 | 102.4 | 3 |
| normal 100x100 | 44610176 | 953.0 | 44644532 | 272.9 | 44626268 | 376.46 | 4 | 44645246 | 153.74 | 3 |
| normal 110x110 | 65589378 | 1404.23 | 65635027 | 561.99 | 65669769 | 423.52 | 3 | 65646106 | 233.42 | 3 |
| normal 120x120 | 93315766 | 2071.35 | 93321138 | 697.7 | 93338052 | 692.75 | 3 | 93300933 | 346.7 | 3 |
| normal 130x130 | 128872342 | 3329.54 | 129005518 | 630.07 | 128978046 | 784.53 | 2 | 129030228 | 361.45 | 2 |
| normal 140x140 | 173877153 | 4669.47 | 174004558 | 1379.7 | 174104009 | 857.84 | 2 | 174117705 | 565.83 | 2 |
| normal 150x150 | 229879808 | 6572.92 | 229985798 | 2161.19 | 230286566 | 1481.59 | 3 | 230254077 | 757.09 | 3 |
| euclidean 10x10 | 4988 | 0.04 | 4995 | 0.02 | 4992 | 0.02 | 1 | 4996 | 0.02 | 1 |
| euclidean 20x20 | 81833 | 1.46 | 81644 | 0.33 | 81644 | 0.31 | 1 | 81644 | 0.28 | 1 |
| euclidean 30x30 | 424227 | 17.82 | 424425 | 1.63 | 424425 | 1.65 | 1 | 424425 | 1.64 | 1 |
| euclidean 40x40 | 1330114 | 84.25 | 1331592 | 7.63 | 1331592 | 7.28 | 1 | 1331592 | 7.24 | 1 |
| euclidean 50x50 | 3344106 | 347.38 | 3342208 | 22.61 | 3342208 | 20.49 | 1 | 3342208 | 18.78 | 1 |
| euclidean 60x60 | 6628784 | 968.15 | 6637101 | 43.81 | 6637101 | 43.91 | 1 | 6637101 | 43.81 | 1 |
| euclidean 70x70 | 12343342 | 2404.75 | 12373648 | 90.12 | 12373648 | 90.34 | 1 | 12373648 | 90.1 | 1 |
| euclidean 80x80 | 21098260 | 5579.32 | 21088451 | 174.46 | 21088451 | 174.94 | 1 | 21088451 | 174.98 | 1 |
| euclidean 90x90 | 33892498 | 11440.65 | 33841998 | 333.66 | 33841998 | 338.05 | 1 | 33841998 | 326.42 | 1 |
| euclidean 100x100 | 50313528 | 19808.73 | 50386904 | 514.2 | 50386904 | 515.13 | 1 | 50386904 | 514.74 | 1 |

We have noticed that incorporating Alternating Algorithm into optimized 2-exchange yields a much better performance, bringing the convergence time down by at least an order of magnitude. Among variations, AA2exOptFirstStep is consistently faster for uniform and normal instances. However, for euclidean instances performance of all variable neighborhood search algorithms is similar. In fact, for euclidean instances of all sizes the average number of switches between neighborhoods is 1 , which implies that there is no possible improvement from the optimized 2-exchange neighborhood after the Alternating Algorithm has converged. Thus, the special structure of instances must be always considered when developing metaheuristics for BAP.

Results on convergence time for all described algorithms from this sub-section, for uniform instances, are given in Figure 3.7.


Figure 3.7: Running time to reach the local optima by algorithms; uniform instances

Our concluding set of experiments is dedicated to finding the most efficient combination of variable neighborhood search strategies and construction heuristics. We consider a variation of the VNS approach with the best convergence speed performance AA2exOptFirstStep. Namely, let $\boldsymbol{h}$ - $\boldsymbol{A}$ A2exOptFirstStep be the algorithm that first generates $h$ starting solution, using RandomXYGreedy strategy. It then proceeds to apply $A A$ to each of these solutions, selecting the best one and discarding the rest. After that $h$ AA2exOptFirstStep will follow the description of AA2exOptFirstStep (Algorithm 5) and will alternate between finding an improving solution using optimized 2-exchange neighborhood and applying $A A$, until the convergence to local optima. In this sense, AA2exOptFirstStep and 1-AA2exOptFirstStep are equivalent implementations.

The single iteration of $A A$ requires $O\left(n^{3}\right)$ running time, whereas, a full exploration of the optimized 2-exchange neighborhood will take $O\left(m^{2} n^{3}\right)$. From the experiments in Section 3.3.3 we also know that it usually takes $A A$ less than 10 iterations to converge.

Based on these observations, for the following experimental analysis we have chosen $h$ for $h$-AA2exOptFirstStep as $h \in\{4,10,100\}$.

In addition to versions of $h$-AA2exOptFirstStep we consider a simple multi-start $A A$ strategy that performed well in previous experiments (see Section 3.3.3), denoted msta. Now however, the starting solution each time is generated using RandomXYGreedy construction heuristic. As the time limit for this multi-start approach we select the highest convergence time among all $h$-AA2exOptFirstStep variations. As it often happens during the time-limited multi-start procedures, the best solution will be found before the final iteration. Hence, in addition to the total number we also report the average iteration (best $i t e r)$ at which the finally reported solution was found, and the standard deviation of this value.

See the results of these experiments in Table 3.7 and Figure 3.8.
Table 3.7: Solution value, running time in seconds and number of iterations for Variable Neighborhood Search and multi-start $A A$

|  | AA2ExOptFirstStep |  |  | 4AA2ExOptFirstStep |  |  | 10AA2ExOptFirstStep |  |  | 100AA2ExOptFirstStep |  |  | msAA |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| instances | value | time | iter | value | time | iter | value | time | iter | value | time | iter | value | time | iter | best iter | $\sigma$ (best iter) |
| uniform 10x10 | 3162 | 0.02 | 3 | 3126 | 0.01 | 1 | 3025 | 0.01 | 1 | 2983 | 0.06 | 1 | 2995 | 0.07 | 116 | 47 | 41 |
| uniform $20 \times 20$ | 55131 | 0.15 | 2 | 54601 | 0.17 | 2 | 54294 | 0.19 | 2 | 53281 | 0.58 | 1 | 53620 | 0.59 | 131 | 54 | 37 |
| uniform $30 \times 30$ | 293385 | 0.89 | 3 | 292039 | 0.83 | 2 | 289483 | 0.92 | 2 | 286542 | 2.42 | 1 | 287169 | 2.44 | 130 | 57 | 49 |
| uniform 40x40 | 955295 | 3.03 | 3 | 950608 | 2.77 | 3 | 951947 | 2.87 | 2 | 942849 | 6.82 | 1 | 939052 | 6.85 | 138 | 89 | 32 |
| uniform 50x50 | 2380817 | 11.35 | 5 | 2379835 | 11.88 | 4 | 2375551 | 7.42 | 2 | 2370805 | 15.35 | 1 | 2360529 | 16.56 | 165 | 83 | 52 |
| uniform $60 \times 60$ | 5038934 | 19.96 | 3 | 5030082 | 15.28 | 2 | 5015756 | 18.16 | 2 | 4990868 | 35.36 | 2 | 4993774 | 38.42 | 208 | 112 | 35 |
| uniform 70x70 | 9479825 | 34.21 | 4 | 9436974 | 43.32 | 3 | 9445502 | 39.85 | 3 | 9413893 | 54.29 | 1 | 9399736 | 61.76 | 203 | 115 | 67 |
| uniform 80x80 | 16389632 | 61.47 | 3 | 16357168 | 55.61 | 2 | 16303348 | 59.12 | 2 | 16261295 | 95.21 | 1 | 16264848 | 104.0 | 217 | 95 | 54 |
| uniform 90x90 | 26505894 | 110.55 | 3 | 26456700 | 94.5 | 3 | 26407075 | 80.08 | 1 | 26356116 | 151.23 | 2 | 26342919 | 160.45 | 226 | 83 | 64 |
| uniform 100x100 | 40782492 | 141.59 | 3 | 40712949 | 180.44 | 3 | 40633567 | 165.63 | 3 | 40540438 | 208.3 | 1 | 40506423 | 241.3 | 241 | 116 | 96 |
| uniform 120x120 | 85825930 | 342.18 | 3 | 85579139 | 274.87 | 2 | 85471530 | 333.39 | 3 | 85335239 | 441.49 | 1 | 85283242 | 509.31 | 273 | 122 | 71 |
| uniform 140x140 | 160605657 | 693.67 | 3 | 160415349 | 555.54 | 3 | 160292924 | 474.41 | 1 | 160035009 | 719.05 | 1 | 159912990 | 927.88 | 286 | 131 | 124 |
| uniform 160x160 | 277129402 | 909.79 | 2 | 276565751 | 918.66 | 2 | 276159588 | 908.23 | 2 | 275721038 | 1386.9 | 1 | 275725334 | 1657.71 | 302 | 154 | 100 |
| normal 10x10 | 3894 | 0.02 | 3 | 3855 | 0.01 | 2 | 3855 | 0.01 | 1 | 3808 | 0.07 | 1 | 3809 | 0.07 | 117 | 40 | 37 |
| normal 20x20 | 65712 | 0.15 | 2 | 65077 | 0.17 | 2 | 64803 | 0.2 | 1 | 64293 | 0.58 | 1 | 64477 | 0.58 | 130 | 73 | 48 |
| normal 30x30 | 338547 | 1.17 | 5 | 337693 | 0.95 | 3 | 338138 | 0.79 | 1 | 335113 | 2.75 | 2 | 335756 | 2.76 | 145 | 74 | 42 |
| normal 40x40 | 1090670 | 2.81 | 3 | 1088357 | 3.1 | 3 | 1085519 | 2.69 | 2 | 1081375 | 7.56 | 1 | 1082915 | 7.58 | 154 | 81 | 46 |
| normal 50x50 | 2696368 | 8.24 | 3 | 2692035 | 8.33 | 2 | 2682121 | 8.66 | 3 | 2678345 | 17.52 | 2 | 2680271 | 17.58 | 175 | 71 | 55 |
| normal 60x60 | 5647247 | 17.06 | 3 | 5633194 | 14.77 | 1 | 5627675 | 17.07 | 2 | 5616899 | 31.56 | 2 | 5617125 | 32.18 | 173 | 83 | 55 |
| normal 70x70 | 10549768 | 26.89 | 1 | 10519922 | 34.7 | 3 | 10509205 | 30.19 | 2 | 10493809 | 57.37 | 2 | 10494503 | 61.86 | 201 | 104 | 64 |
| normal 80x80 | 18095404 | 72.05 | 3 | 18069406 | 59.64 | 2 | 18067347 | 55.46 | 2 | 18032081 | 86.61 | 1 | 18023497 | 100.11 | 209 | 112 | 62 |
| normal 90x90 | 29115217 | 107.77 | 3 | 29103538 | 103.37 | 2 | 29097191 | 95.29 | 2 | 29045978 | 165.73 | 2 | 29027250 | 187.3 | 264 | 120 | 71 |
| normal 100x100 | 44618697 | 130.7 | 2 | 44578918 | 138.0 | 2 | 44556729 | 162.61 | 3 | 44484747 | 245.72 | 3 | 44482231 | 279.76 | 274 | 172 | 62 |
| normal 120x120 | 93293438 | 343.2 | 3 | 93162243 | 313.92 | 2 | 93112300 | 309.4 | 2 | 93023046 | 506.08 | 2 | 92984865 | 540.0 | 282 | 149 | 93 |
| normal 140x140 | 173820624 | 535.5 | 2 | 173653510 | 510.49 | 2 | 173594266 | 481.53 | 1 | 173434718 | 815.2 | 2 | 173430869 | 900.03 | 279 | 144 | 76 |
| normal 160x160 | 298434202 | 967.33 | 2 | 297840806 | 899.65 | 2 | 297816150 | 1030.84 | 2 | 297540220 | 1211.89 | 1 | 297480023 | 1567.93 | 294 | 126 | 62 |
| euclidean 10x10 | 5037 | 0.02 | 1 | 5026 | 0.02 | 1 | 5027 | 0.02 | 1 | 5026 | 0.11 | 1 | 5026 | 0.11 | 116 | 6 | 7 |
| euclidean 20x20 | 82675 | 0.25 | 1 | 82008 | 0.26 | 1 | 81842 | 0.31 | 1 | 81718 | 1.0 | 1 | 81718 | 1.0 | 129 | 12 | 11 |
| euclidean 30x30 | 411014 | 1.78 | 1 | 408739 | 1.72 | 1 | 407379 | 1.91 | 1 | 406970 | 4.23 | 1 | 406970 | 4.24 | 162 | 32 | 43 |
| euclidean 40x40 | 1348302 | 6.68 | 1 | 1342159 | 6.99 | 1 | 1339683 | 7.09 | 1 | 1337792 | 12.69 | 1 | 1337738 | 12.72 | 204 | 48 | 58 |
| euclidean 50x50 | 3231060 | 21.05 | 1 | 3219207 | 20.39 | 1 | 3214867 | 19.94 | 1 | 3210442 | 30.74 | 1 | 3210280 | 31.97 | 254 | 37 | 36 |
| euclidean 60x60 | 6548901 | 44.42 | 1 | 6519075 | 44.82 | 1 | 6515800 | 46.24 | 1 | 6507833 | 65.26 | 1 | 6507813 | 65.41 | 304 | 32 | 23 |
| euclidean 70x70 | 12315235 | 93.93 | 1 | 12283239 | 100.51 | 1 | 12264197 | 96.28 | 1 | 12257619 | 126.03 | 1 | 12256435 | 128.94 | 388 | 74 | 76 |
| euclidean 80x80 | 21240164 | 187.89 | 1 | 21143316 | 183.3 | 1 | 21104571 | 185.35 | 1 | 21096255 | 229.53 | 1 | 21095365 | 232.0 | 459 | 144 | 132 |
| euclidean 90x90 | 33385322 | 335.48 | 1 | 33323860 | 319.99 | 1 | 33296502 | 326.28 | 1 | 33279588 | 388.9 | 1 | 33277417 | 398.29 | 558 | 81 | 126 |
| euclidean 100x100 | 51524424 | 530.7 | 1 | 51382552 | 535.98 | 1 | 51303227 | 538.1 | 1 | 51289100 | 632.49 | 1 | 51286565 | 633.16 | 597 | 158 | 133 |
| euclidean 120x120 | 105192868 | 1291.27 | 1 | 105092433 | 1284.2 | 1 | 105037756 | 1404.01 | 1 | 104969850 | 1456.4 | 1 | 104965462 | 1556.45 | 908 | 93 | 112 |



Figure 3.8: Difference between solution values (to the best) for algorithms; uniform instances

Under this considerations, multi-start AA once again performed the best. $h$-AA2exOptFirstStep variations were the more efficient, the higher the number $h$ was. Interestingly, for several instance sizes, the average iteration of finding the best solution by $m s A A$ is substantially bellow 100. However, the observed standard deviation is very high, which hints towards the variability of the solutions produced by $A A$. To confirm this, we present in Figures 3.9, 3.10 and 3.11 the spread of solution values produced by applying $A A$ to the solution of RandomXYGreedy (denoted as RandomXYGreedy $+A A$ ). All three instances in these charts are of size $m=n=100$, and we perform 100 runs of this metaheuristic.


Figure 3.9: Objective solution values for RandomXYGreedy $+A A$ metaheuristic; uniform $100 \times 100$ instance

At this point, we conclude that optimized 2-exchange neighborhood is too costly to explore, in comparison to the neighborhood that $A A$ is based on. For the general case it is more effective to do several more restarts of $A A$ from RandomXYGreedy solutions then to spend time escaping local optima with even a single step of $2 e x O p t$. It is suggested to


Figure 3.10: Objective solution values for RandomXYGreedy $+A A$ metaheuristic; normal $100 \times 100$ instance


Figure 3.11: Objective solution values for RandomXYGreedy $+A A$ metaheuristic; euclidean $100 \times 100$ instance
only use efficient implementations of VNS that explore optimized 2-exchange neighborhood as the final step of any metaheuristic. In this way you can improve your solution quality without excessive time spending, while leaving all the heavy work for Alternation Algorithm.

Our previous experiments that involve multi-start strategies (in this section and Section 3.3.3) have reasonable time limit restrictions. This considerations are important when developing algorithms to run on real-life instances. However, we are also interested in behavior of multi-start AA and multi-start VNS in the case of unlimited (or unreasonably large) running time constraints. Figure 3.12 presents results of running multi-start $A A$, multi-start 1-AA2exOptFirstStep and multi-start 100-AA2exOptFirstStep, for a single $100 \times$ 100 uniform instance, for an exceedingly long period of time. All starts are made from the solutions generated by RandomXYGreedy heuristic. Here we report the change of the best found solution value, depending on time.

We can see that after 50000 seconds ( 0.58 days of running) multi-start VNS strategies begin to dominate the multi-start $A A$, even though the later approach is much more efficient


Figure 3.12: Improvement over time of best found objective solution value for multi-start heuristics; uniform $100 \times 100$ instance
in solution space exploration for short running times. This observation is consistent with optimized $h$-exchange being a more powerful neighborhood in terms of solutions quality.

### 3.4 Conclusion

We have presented the first systematic experimental analysis of heuristics for BAP along with some theoretical results on local search algorithms worst case performance.

Three classes of neighborhoods - $h$-exchange, $[h, p]$-exchange and shift based - are introduced. Some of the neighborhoods are of an exponential size but can be searched for an improving solution in polynomial time. Analysis of local optimums in terms of domination properties and relation to average value $\mathcal{A}(Q, C, D)$ are presented.

Several greedy, semi-greedy and rounding construction heuristics are proposed for generating reasonable quality solution quickly. Experimental results show that RandomXYGreedy is a good alternative among the approaches. The built-in randomized decision steps make this heuristic valuable for generating starting solutions for improvement algorithms within a multistart framework.

Extensive computational analysis has been carried out on the searches based on described neighborhoods. The experimental results suggest that the very large-scale neighborhood (VLSN) search algorithm - Alternating Algorithm (AA), when used within multistart framework, yields a more balanced heuristic in terms of running time and solution quality. A variable neighborhood search (VNS) algorithm, that strategically uses optimized 2-exchange neighborhood and $A A$ neighborhood, produced superior outcomes. However, this came with the downside of a significantly larger computational time.

We hope that this study inspires additional research work on the bilinear assignment model, particularly in the area of design and analysis of exact and heuristic algorithms.

## Chapter 4

## Partition Assignment Problem and Applications

In this chapter we present a previously unexplored model, named Partition Assignment Problem, and its connection to NSERC Engage project with the industrial partner, on the topic of ridesharing.

We first introduce this theoretical model that is based on combining assignments and set partitioning. We mention preliminary analysis of general Partition Assignment Problem (PAP) and variations, observed in practice. In later sections of the chapter we talk about the process of understanding the issues and challenges, presented to us by industrial partner. Next we describe the first approach we have tried to tackle the problem matching. We discuss the shortcomings of the method and the reasoning behind shifting towards mathematical programming. In the later section we talk about how we extended the model to incorporate innate dynamism of the problem. We explain the origins of our data and some experimental outcomes, and conclude with potential directions to improve the performance.

### 4.1 Partition assignment problem

Let $N=\{1,2, \ldots, n\}$ and $E=\{1,2, \ldots, p\}$ be finite sets and $F=\left\{S_{1}, S_{2}, \ldots, S_{m}\right\}$ be a family of subsets of $E$. The index set of elements of $F$ is denoted by $M=\{1,2, \ldots, m\}$. For each $(i, j) \in N \times M$, a cost $c_{i j}$ is prescribed. The value $c_{i j}$ can be viewed as the cost of assigning the set $S_{j}$ to $i$. Then the partition assignment problem (PAP) is to find a partition $\left\{S_{k_{1}}, S_{k_{2}}, \ldots, S_{k_{r}}\right\}$ of $E$ such that $S_{k_{i}} \in F$ for $i=1,2, \ldots, r$ and an assignment of $S_{k_{1}}, S_{k_{2}}, \ldots, S_{k_{r}}$ to $\{1,2, \ldots, n\}$ such that the total cost of assignment is as small as possible.

An integer programming formulation of this problem can be given as follows. For each $t \in E$ let $\Delta(t)=\left\{j: t \in S_{j}\right\}$. Consider the decision variables $x_{i j}$ given by

$$
x_{i j}= \begin{cases}1 & \text { if } i \in N \text { is assigned to the subset } S_{j} \\ 0 & \text { otherwise }\end{cases}
$$

Then PAP can be formulated as a 0-1 integer programming problem:

$$
\begin{align*}
\text { Minimize } & \sum_{i \in N} \sum_{j \in M} c_{i j} x_{i j} \\
\text { Subject to } & \sum_{i \in N} x_{i j} \leq 1, \quad \forall j \in M  \tag{4.1}\\
& \sum_{j \in M} x_{i j} \leq 1, \quad \forall i \in N  \tag{4.2}\\
& \sum_{j \in \Delta(t)} \sum_{i \in N} x_{i j}=1, \quad \forall t \in E  \tag{4.3}\\
& x_{i j} \in\{0,1\}, \quad \forall i \in N, \forall j \in M \tag{4.4}
\end{align*}
$$

Note that in presence of equation (4.3), equation (4.1) is redundant and can be discarded. It may be advantageous to retain equation (4.1) in the model since it might provide a tighter continuous relaxation.

PAP can also be viewed as a bilevel program combining set partitioning and weighted bipartite matching as follows. Let $S^{\alpha}=\left\{S_{\alpha_{1}}, S_{\alpha_{2}}, \ldots, S_{\alpha_{u}}\right\}$ be a subfamily of $F$, such that $S^{\alpha}$ is a partition of $E$. Construct the complete bipartite graph $G^{\alpha}=\left(V^{\alpha}, H^{\alpha}\right)$ with the generic bipartition of $V^{\alpha}=N \cup U^{\alpha}$, where $U^{\alpha}=\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{u}\right\}$ and the cost of the edge $\left(i, \alpha_{j}\right)=c_{i \alpha_{j}}$. A matching in $G^{\alpha}$ is called pseudo-perfect if all nodes in $U^{\alpha}$ are matched. Let $M^{\alpha}$ be a minimum cost pseudo-perfect matching in $G^{\alpha}$. Then the cost of the partition $S^{\alpha}$ is $C\left(S^{\alpha}\right)=\sum_{(i, j) \in M^{\alpha}} c_{i j}$. Note that $C\left(S^{\alpha}\right)$ is precisely the cost of the minimum cost pseudo-perfect matching in $G^{\alpha}$. Thus PAP can be written as

> Minimize $C\left(S^{\alpha}\right)$
> Subject to $S^{\alpha} \in F^{\prime}$
where $F^{\prime}$ is the collection of all partitions of $E$ that are in $F$, that is, $F^{\prime}=\left\{S^{\alpha}=\right.$ $\left\{S_{\alpha_{1}}, S_{\alpha_{2}}, \ldots, S_{\alpha_{u}}\right\}: S_{\alpha_{i}} \in F, 1 \leq i \leq u \leq n$, and $S^{\alpha}$ is a partition of $\left.E\right\}$.

### 4.1.1 Complexity

We now show that PAP is strongly NP-hard. The bottleneck version of PAP is obtained by replacing the objective function Minimize $\sum_{i \in N} \sum_{j \in M} c_{i j} x_{i j}$ in PAP with Minimize $\max _{i \in N, j \in M}\left\{c_{i j} x_{i j}\right\}$. The resulting problem is called bottleneck partition assignment problem (BPAP).

Theorem 30. BPAP is strongly NP-hard.
Proof. Follows from NP-hardness of the 3-partition problem.
Corollary 31. PAP is strongly NP-hard.
Proof. It is well known that a bottleneck problem can be solved in polynomial time if the corresponding minsum problem can be solved in polynomial time [64]. Thus a polynomial time algorithm for PAP would yield a polynomial time algorithm for BPAP. The result now follows from Theorem 30.

An alternative proof of Theorem 30 and Corollary 31 will be available from the NPhardness of a different special case, presented in Section 4.2.

### 4.1.2 Average cost of solution

The number of different ways to partition a set of $p$ elements is determined by the $p$-th Bell number $B_{p}$. The following summation formula represents $B_{p}$ :

$$
B_{p}=\sum_{k=0}^{p}\left\{\begin{array}{l}
p  \tag{4.5}\\
k
\end{array}\right\}=\sum_{k=0}^{p} \frac{1}{k!} \sum_{g=0}^{k}(-1)^{k-g}\binom{k}{g} g^{p}
$$

where $\left\{\begin{array}{l}p \\ k\end{array}\right\}$-Stirling number of the second kind, is the number of different ways to partition a set of p elements into exactly k nonempty subsets.

Notice that given the partition $S^{\alpha}=\left\{S_{\alpha_{1}}, S_{\alpha_{2}}, \ldots, S_{\alpha_{u}}\right\}$, the number of different ways to assign $S_{\alpha_{1}}, S_{\alpha_{2}}, \ldots, S_{\alpha_{u}}$ to $\{1,2, \ldots, n\}$ is simply the number of $u$-permutations of $n$. Since we only consider partitions with $u \leq n$, we will need to substitute $p$ in the summation by $\min \{n, p\}$. Hence, it is possible to count the number of different solutions to PAP by extending (4.5):

$$
\begin{array}{r}
D_{n, p}=\sum_{k=0}^{\min \{n, p\}}\left\{\begin{array}{l}
p \\
k
\end{array}\right\} \frac{n!}{(n-k)!}=\sum_{k=0}^{\min \{n, p\}} \frac{1}{k!} \sum_{g=0}^{k}(-1)^{k-g}\binom{k}{g} g^{p} \frac{n!}{(n-k)!}= \\
 \tag{4.6}\\
=\sum_{k=0}^{\min \{n, p\}}\binom{n}{k} \sum_{g=0}^{k}(-1)^{k-g}\binom{k}{g} g^{p}
\end{array}
$$

Consider some particular assignment $(i, j)$ of $i \in N$ to $S_{j} \in F$. Then, the number of different solutions to contain this assignment is exactly $D_{n-1, p-\left|S_{j}\right|}$. It can be derived as the number of different solutions to a smaller PAP with $N^{\prime}=N \backslash\{i\}$ and $E^{\prime}=E \backslash S_{j}$. Using this fact, the total cost of all different solutions to PAP is as follows:

$$
\begin{equation*}
T=\sum_{s_{j} \in F} \sum_{i=1}^{n} c_{i j} D_{n-1, p-\left|s_{j}\right|}=\sum_{s_{j} \in F} c_{j} D_{n-1, p-\left|s_{j}\right|} \tag{4.7}
\end{equation*}
$$

where $c_{j}=\sum_{i=1}^{n} c_{i j}$ - sum of possible assignment costs for a particular subset $S_{j} \in F$.

Now, it is possible to find the average cost of a solution to PAP:

$$
\begin{equation*}
A=\frac{T}{D_{n, p}}=\frac{\sum_{s_{j} \in F} c_{j} D_{n-1, p-\left|s_{j}\right|}}{D_{n, p}} \tag{4.8}
\end{equation*}
$$

### 4.2 Modelling ridesharing as partition assignment problem

Several combinatorial optimization problems of interest can be formulated under this general framework. This include allocation of customers to facilities, bus route allocation, less-than-truckload trailer truck assignment, multiprocessor scheduling problems, ride sharing problem, etc. Depending on the specific application scenario, minor changes from this general model may be required to represent the real application and to handle additional constraints. Our interest in PAP was primarily due to its application in ride sharing.

Let us first consider a simplified version of the problem called the simple ridesharing problem (SRP). We will see that SRP can be modeled as PAP. We have a set $N=$ $\{1,2, \ldots, n\}$ of drivers and a set $E=\{1,2, \ldots, p\}$ of passengers. The drivers and passengers are traveling to the same destination. Each driver has a small capacity vehicle (eg. a car) and is willing to accommodate some passengers so that the capacity of the vehicle is not exceeded. We assume that the number of drivers are sufficiently large so that all passengers can be accommodated and the capacity of each vehicle is less than 5 . The potential passenger groups are given by nonempty subsets of $E$ with cardinality at most 3 (capacity excluding the driver) and we denote this family by $F=\left\{S_{1}, S_{2}, \ldots, S_{m}\right\}$, say. Thus, $|F|=\binom{p}{1}+\binom{p}{2}+\binom{p}{3}=O\left(p^{3}\right)$. Given a subset, say $S_{j} \in F$ and a driver $i \in N$, the minimal travel time $a_{i j}$ required to pick up all the passengers by driver $i$ and drive them to the destination can be calculated in constant time by simple enumeration. Additionally, let $b_{i}$ be the minimal required travel time for driver $i$ to get from origin to destination by himself. The corresponding cost of assigning driver $i$ to subset of passengers $S_{j}$ is then determined as $c_{i j}=a_{i j}-b_{i}$. Intuitively, not assigning any passengers to driver results in him going alone, and by defining $c_{i j}$ in this way we incorporate the cost of this solo trip into objective function.

Theorem 32. The SRP is NP-hard, even if maximal vehicle capacity is 3 and distances satisfy triangle inequality.

It is shown by direct reduction from a special case of the two-to-one assignment problem. NP-hardness of this special two-to-one assignment problem is proven in Lemma 33 by reduction from the general two-to-one assignment problem, using a modification of the gadget found in several papers dealing with similar assignment problems, see [33, 56].

Before the proofs, definitions of three-dimensional and two-to-one assignment problems is presented.

## Three dimensional assignment problem (3DA)

Input: Three disjoint sets $X, Y, Z(|X|=|Y|=|Z|=n)$, and the costs $c_{i j k}$ for all triples $(i, j, k) \in X \times Y \times Z$.
Goal: Find a set $M$ of $n$ mutually disjoint triples that minimize $\sum_{(i, j, k) \in M} c_{i j k}$.
The 3DA is NP-hard, even if the costs $c_{i j k}$ can take only two distinct values. See [50] for a proof.

## Two-to-one assignment problem (2-1AP)

Input: Two disjoint sets $X, Y(2|X|=|Y|=2 n)$, and the costs $c_{i j k}$ for all triples $(i, j, k) \in$ $X \times Y \times Y$.
Goal: Find a set $M$ of $n$ mutually disjoint triples that minimize $\sum_{(i, j, k) \in M} c_{i j k}$.
The 2-1AP is also NP-hard, even if the costs $c_{i j k}$ can take only two distinct values. Namely, it contains the 3DA as a special case: Starting from an 3DA instance $I^{\prime}=\left(X^{\prime}, Y^{\prime}, Z^{\prime},\left\{c_{i j k}^{\prime}\right\}\right)$ where $c_{i j k}^{\prime} \in\{a, b\}, a<b$, one can obtain an equivalent instance of the 2-1AP $I=\left(X, Y,\left\{c_{i j k}\right\}\right)$ by setting $X:=X^{\prime}, Y:=Y^{\prime} \cup Z^{\prime}$ and defining costs $c_{i j k}$ to be equal to corresponding $c_{i j k}^{\prime}$, extended by setting the costs of new feasible triples to be equal to $b$. Approximability of the 2-1AP is investigated in [56].

Next we proof NP-hardness of a special case of the 2-1AP. Let there be a (symmetric) distance $d_{i j}$ between any two points from $X \cup Y$, and let the cost of a triple be defined by

$$
c_{i j k}:=\min \left\{d_{i j}+d_{j k}, d_{i k}+d_{j k}\right\} \quad i \in X, j, k \in Y .
$$

We denote this problem by S2-1AP.
Lemma 33. The S2-1AP is NP-hard, even if the distances $d_{i j}$ can take only values 1 and 2.

Proof. We prove the lemma by reducing 2-1AP to S2-1AP. Let $I^{\prime}=\left(X^{\prime}, Y^{\prime},\left\{c_{i j k}^{\prime}\right\}\right)$ with $c_{i j k}^{\prime} \in\{1,2\}$, be an instance of 2-1AP. Let $T$ be a set of triples $\left(x, y^{\prime}, y^{\prime \prime}\right)$ for which $c_{x y^{\prime} y^{\prime \prime}}^{\prime}=1$, and let $m:=|T|$. For every $t=\left(x, y^{\prime}, y^{\prime \prime}\right) \in T$ we define a gadget $G(t)$ to be a set
of six auxiliary points $\left\{x_{1}(t), x_{2}(t), y_{1}(t), y_{2}(t), y_{3}(t), y_{4}(t)\right\}$ and corresponding eight edges depicted by Figure 4.1.


Figure 4.1: Gadget $G(t)$ for a triple $t=\left(x, y^{\prime}, y^{\prime \prime}\right)$
Now we build an instance $I=\left(X, Y,\left\{d_{i j}\right\}\right)$ of the S2-1AP as follows: $X=X^{\prime} \cup\left\{x_{i}(t): t \in\right.$ $T, i=1,2\}, Y=Y^{\prime} \cup\left\{y_{i}(t): t \in T, i=1,2,3,4\right\}$, and $d_{i j}$ is equal to 1 if there is an edge between $i$ and $j$ in some $G(t), t \in T$, and 2 otherwise. Note that $|X \cup Y|=3 n+6 m$.

It is not hard to see that the optimal solution value for $I$ is $2 n+4 m$ if and only if the optimal solution value for $I^{\prime}$ is $n$. Namely, note that points in a gadget $G\left(t=\left(x, y^{\prime}, y^{\prime \prime}\right)\right)$ can be partitioned into triples of cost 2 only in two ways: by triples $\left(x_{1}(t), y^{\prime}, y_{1}(t)\right)$, $\left(x_{2}(t), y^{\prime \prime}, y_{2}(t)\right),\left(x, y_{3}(t), y_{4}(t)\right)$ or by triples $\left(x_{1}(t), y_{1}(t), y_{3}(t)\right),\left(x_{2}(t), y_{2}(t), y_{4}(t)\right)$. The first case corresponds to taking triple $\left(x, y^{\prime}, y^{\prime \prime}\right)$ into the solution of $I^{\prime}$, and the second case in not taking it into the solution.
$G(t)$ is a modification of the gadget (first) used in [50] to establish NP-hardness of the PARTITION INTO TRIANGLES.

A SRP instance is given by set of drivers $R$, set of passengers $P$, and the destination $t$. Every driver $r \in R$ has its capacity $q(r)$, which is the number of passengers that he/she can take. We assume that $\sum_{r \in R} q(r)=|P|$. Furthermore, there is a distance $\ell_{i j}$ of the direct path between $i, j \in R \cup P \cup\{t\}$. The goal is to assign all passengers to drivers with capacities being satisfied, so that sum of shortest paths from drivers through its assigned passengers ending in destination $t$, is minimized.

Proof of Theorem 32. We do the reduction from the S2-1AP with $d_{i j} \in\{1,2\}$. Let $I=$ ( $X, Y,\left\{d_{i j}\right\}$ ) be such instance of the S2-1AP. We build an instance of the SRP by setting $N:=X$ to be the set of drivers, $E:=Y$ to be the set of passengers. All vehicle capacities are set to be 3. All distances between drivers and passengers, and two passengers are set to be $d_{i j}$. All other distances (distances to the destination $t$ ) are set to be 1 .

Observe the value of the shortest path from driver $i$, through passengers $S_{j}=\left\{p_{1}, p_{2}\right\}$, ending in destination $t$. It is equal to

$$
a_{i j}=\min \left\{d_{i p_{1}}+d_{p_{1} p_{2}}+1, \ell_{i p_{2}}+\ell_{p_{2} p_{1}}+1\right\} .
$$

Therefore, the cost $c_{i j}$ of assigning $S_{j}=\left\{p_{1}, p_{2}\right\}$ to $i$ is equal to

$$
c_{i j}=\min \left\{d_{i p_{1}}+d_{p_{1} p_{2}}, d_{i p_{2}}+d_{p_{1} p_{2}}\right\} .
$$

Hence, covering our passengers with shortest paths from drivers to the destination, is equivalent to solving the starting instance $I$ of the S2-1AP.

Lastly, note that all distances between drivers, passengers and the destination in our SRP instance have values 1 or 2 , hence the triangle inequality is satisfied.

Thus SRP is precisely a PAP. We can associate a bipartite $G=(V, L)$ where the generic bipartition of $V$ is $N \cup M$ where $M=\{1,2, \ldots, m\}$.

Depending on some constraints the size of $G$ may be reduced. For example, if a set $S_{j}$ contains two passengers who may not want to travel together. Such sets are dropped from $F$ and hence the corresponding node $j \in M$ from $G$ is removed. Let $d_{i}$ be the time required to reach destination by driver $i$ without any additional passengers. Then some drivers may have constraints that they do not want to consider passenger group, say $S_{j}$ with corresponding driving time $c_{i j}$ exceeds a prescribed threshold. In such cases, the arc $(i, j)$ is removed from $G$. Thus $G$ need not be a complete bipartite graph. Most of the time, the driver time constraints make it really sparse. The case, when some of the passengers are allowed not to be assigned at all, is trivially modeled by adding dummy personal drivers for these passengers. Let us disregard this option for now and continue with the general setting. We now discuss the integer programming formulation given for PAP where $G$ is not necessarily complete bipartite.

For each node $i$, we denote $A(i)$ the set of nodes that are adjacent to $i$. Then the integer programming formulation for SRP can be given as follows:

$$
\begin{align*}
\text { Minimize } & \sum_{i \in N} \sum_{j \in A(i)} c_{i j} x_{i j} \\
\text { Subject to } & \sum_{i \in A(j)} x_{i j} \leq 1, \quad \forall j \in M  \tag{4.9}\\
& \sum_{j \in A(i)} x_{i j} \leq 1, \quad \forall i \in N  \tag{4.10}\\
& \sum_{j \in \Delta(t)} \sum_{i \in A(j)} x_{i j}=1, \quad \forall t \in E  \tag{4.11}\\
& x_{i j} \in\{0,1\}, \quad \forall(i, j) \in L \tag{4.12}
\end{align*}
$$

As discussed earlier, constraints (4.9) are redundant and may be removed from the formulation.

In SRP we assumed that all drivers must be using their cars to get to the destination. However, in practice some of these drivers may like the option to be a passenger in another vehicle. The ride-sharing problem with this flexibility is called the flexible ridesharing problem (FRP). We now observe that FRP can be formulated as SRP with slightly increased problem size. Let $N_{1}$ be the set of drivers who are willing to drive but also willing to go as a passenger in another vehicle and $N_{2}$ be the set of drivers who definitely want to drive. Note that $N=N_{1} \cup N_{2}$. Without loss of generality assume $N_{1}=\left\{1,2, \ldots, n_{1}\right\}$ and $N_{2}=\left\{n_{1}+1, n_{1}+2, \ldots, n\right\}$. Let $N_{1}^{\prime}=\left\{p+1, p+2, \ldots, p+n_{1}\right\}$ and $E^{\prime}=E \cup N_{1}^{\prime}$. Note that the element $p+i$ in $N_{1}^{\prime}$ corresponds to the driver $i \in N_{1}$ viewed as a passenger. Let $F^{\prime}=\left\{S_{1}^{\prime}, S_{2}^{\prime}, \ldots, S_{m_{1}}^{\prime}\right\}$ be a family of feasible subsets of $E^{\prime}$ and $M^{\prime}=\left\{1,2, \ldots, m_{1}\right\}$. We restrict $\left|S_{j}^{\prime}\right| \leq 3$ if it does not contain any elements of $N_{1}^{\prime}$ and $\left|S_{j}^{\prime}\right| \leq 4$ if it contains at least one element of $N_{1}^{\prime}$. Construct the bipartite graph $G^{\prime}=\left(V^{\prime}, L^{\prime}\right)$ where the generic bipartition of $V^{\prime}=N \cup M^{\prime}$. Each node $i \in N_{2}$ is connected to a node $j$ in $M^{\prime}$ where the set $S_{j}$ is acceptable for the driver $i$. Respectively, a node $i \in N_{1}$ is connected to a node $j$ in $M^{\prime}$ if $S_{j}$ is acceptable for $i$, and $p+i \in S_{j}$. Similarly to SRP, given a driver $i \in N$ and a passenger subset $S_{j} \in F^{\prime}$, let $a_{i j}$ be the minimal travel time required to pick up all the passengers by the driver and ride them to the destination, and let $b_{i}$ be the minimal required travel time for $i$ to get from origin to destination alone. We derive $c_{i j}=a_{i j}-b_{i}-\sum_{k \in S_{j} \cap N_{1}^{\prime} \backslash\{p+i\}} b_{k-p}$ as the assignment cost for our formulation. For each node $i$, let $A(i)$ be the collection of nodes in $G^{\prime}$ adjacent to $i$. Now, on $G^{\prime}$ we can write an integer program similar to that of SRSP, which will solve the FRSP.

### 4.2.1 Bipartite and weighted matching models

As the initial approach we have decided to use bipartite matching. Here we model our problem as maximum cardinality bipartite matching and solve it as maximum flow problem.

Arbitrarily select set of drivers $D, D \subseteq\left\{i: i \in R, m_{i}>1\right\}$. $P$ - set of passengers, $P=R \backslash D$.

For any driver $j \in D$ and passenger $k \in P$ define $s_{j, k}$ as travel cost savings of matching $j$ and $k$ together.

$$
\begin{array}{r}
s_{j, k}=\left(c\left(l_{j}^{+}, l_{k}^{+}\right)+c\left(l_{k}^{+}, l_{k}^{-}\right)+c\left(l_{k}^{-}, l_{j}^{-}\right)\right)-\left(c\left(l_{j}^{+}, l_{j}^{-}\right)+c\left(l_{k}^{+}, l_{k}^{-}\right)\right)=  \tag{4.13}\\
\\
=c\left(l_{j}^{+}, l_{k}^{+}\right)+c\left(l_{k}^{-}, l_{j}^{-}\right)-c\left(l_{j}^{+}, l_{j}^{-}\right)
\end{array}
$$

Define capacity function $C$ in the following way:

- $C($ source,$j)=m_{j}-1, \forall j \in D$
- $C(j, k)=1$ if $j$ and $k$ can travel together (satisfying time and maximum detour constraints), $\forall j \in D \forall k \in P$
- $C(k, \sin k)=1, \forall k \in P$
- $C(\cdot, \cdot)=0$ otherwise

Find maximum flow $f$ through this network, and assign passenger $k$ to driver $j$ if $f(j, k)=1$.

The issues of modelling our problem as matching were the following: Choice of drivers is arbitrary but influences heavily the resulting performance. We are not guaranteed to find a matching that yields minimum total travel cost. Pairwise compatibility checks approach does not guarantee that the final assignment of passengers to driver will satisfy time constraints or even reduce the total travel cost. To deal with some of the issues of this model we modified the edges with weights to make it a weighted matching and solve it as an assignment problem.

Arbitrarily select $D \subseteq\left\{i: i \in R, m_{i}>1\right\} . P=R \backslash D$. The cost of matching driver $j$ and passenger $k$ is $s_{j, k}$ defined in (4.13).

We construct bipartite graph in the following way:

- left side of the graph consists of vertices corresponding to $j$, each copied $m_{j}-1$ times, and $|P|$ "zero" vertices (for empty match possibility)
- on the right side of the graph there are vertices that correspond to $k$
- the edge weight between vertices $u$ and $v$ is $\begin{cases}s_{j, k} & \text { for } u \text { corresponding to } j \\ 0 & \text { if } u \text { is "zero" vertex }\end{cases}$

Solve assignment problem on the described graph to get assignment of passengers to drivers. "zero" vertex assignment means that passenger is not assigned to any driver.

The heuristic nature of the solution and the restriction to pairwise matching suggested to look for a more flexible model. We decided to try mathematical programming.

### 4.2.2 Integer linear programming formulation

Now we model our problem as integer linear program and use general purpose ILP solver.
Define carpool $\lambda$ as a tuple $\left(j,\left\{k_{1}, k_{2}, \ldots, k_{q}\right\}\right)$, where $j \in R$ represents driver, and $\left\{k_{1}, k_{2}, \ldots, k_{q}\right\} \subset R$ is a set of passengers that are going with him. We call $\lambda$ feasible carpool if:

- $j \notin\left\{k_{1}, k_{2}, \ldots, k_{q}\right\}$
- $0 \leq\left|\left\{k_{1}, k_{2}, \ldots, k_{q}\right\}\right| \leq m_{j}-1$
- there exists a path that starts at $l_{j}^{+}$, finishes at $l_{j}^{-}$, visits all the passenger origins and destinations in the proper order, and respects time constraints of everyone
- define $w(\lambda)$ to be a cost of the shortest path (as described above). $w(\lambda)$ must satisfy $w(\lambda)<c\left(l_{j}^{+}, l_{j}^{-}\right)+\sum_{p=1}^{q} c\left(l_{p}^{+}, l_{p}^{-}\right)$

Define $\Lambda$ to be a set of all feasible carpools.
Variables: $x_{z}$ - binary: 1 if carpool $\lambda_{z} \in \Lambda$ is used, 0 otherwise.

$$
\begin{equation*}
\min \sum_{\lambda_{z} \in \Lambda} w\left(\lambda_{z}\right) x_{z} \tag{4.14}
\end{equation*}
$$

subject to

$$
\begin{equation*}
\sum_{\lambda_{z} \in \Lambda: i \in\{j\} \cup\left\{k_{1}, k_{2}, \ldots, k_{q}\right\}} x_{z}=1, \quad \forall i \in R \tag{4.15}
\end{equation*}
$$

### 4.2.3 Experimental results

The approach discussed above allowed us to get the exact solution to our problem. However we had to consider scalability issue for larger instances of the problem (in terms of the number of requests). We were able to solve instances up to 1000 requests within the reasonable time, which led us to think that integer programming is promising to try for the dynamic version of the problem.

Dynamism of the problem. In dynamic version we assume that requests come to us throughout the day. Using results described in previous section we decided to extend our integer programming model to incorporate this change. We have used rolling horizon approach thought the day to determine the set of requests to perform scheduling. Every fixed number of minutes the system analyzes the requests received since the last run, and tries to schedule them into carpools using integer programming.

Data generation and results. We generate our data for the full 24 hour day, based on statistics that were provided. Destination of each request is SFU Burnaby campus, and origins are spread around Vancouver metro area and Lower Mainland.

The input of the data generator is the following: number of requests; ratio of requests with a car (set to $30 \%$ based on statistics provided by company); hourly SFU Burnaby traffic distribution for average day (Fig. 4.2); distribution of requests origins among postal code areas for average day (Fig. 4.3).


Figure 4.2: Hourly distribution of incoming and outgoing personal vehicle traffic at SFU Burnaby

Car capacity for requests with available cars is set to 4 seats. Time windows are generated such that the latest arrival time $t_{r}^{\text {end }}$ of request $r$ follows the distribution from Fig. 4.2, and earliest departure time $t_{r}^{\text {begin }}$ is randomly selected in the following way:

$$
\begin{equation*}
t_{r}^{\text {begin }} \in\left[t_{r}^{\text {end }}-\max \left\{2 b_{r}, 3600\right\}, t_{r}^{\text {end }}-b_{r}\right] \tag{4.16}
\end{equation*}
$$

Here $b_{r}$ is the cost (in seconds) of the shortest path from origin to destination. In this way the feasibility of all single trips is maintained.

We solve the following instance with our dynamic scheduler: 1000 total requests for 24 hour day period, 300 are from users with cars ( 4 seats total in each car), 700 are from users without cars (transit users). Out of those 1000, we assume that we have a knowledge of 500 requests in the evening of the previous day. Remaining 500 requests show up dynamically throughout the day (we assume that these requests are submitted by user exactly 1 hour before the user can leave his destination, i.e. earliest possible departure time). Latest possible arrival time of each request is chosen according to the time distribution that was


Figure 4.3: Provided distribution of carpooling requests by postal zones (FSA districts) for a typical day
provided. Earliest possible departure time is then generated to be such, that the user have enough time to get to SFU by his deadline, plus some random ahead time of at most the time it takes for him to do the trip alone (so if I need to be at SFU by 9:00, and it takes me 1 hour to go directly, then my earliest possible departure time will be between 7:00 and 8:00).

Maximum detour time (carpool trip overhead compared to direct solo trip) is set to be 10 minutes. The cost of transit user going alone (not being carpooled with anyone) is $10 \%$ of the corresponding car route that would have taken him from his home to the destination. Destination is SFU Burnaby for everyone. Origins are spread out Vancouver metro area. We run our scheduler every 30 minutes. The system takes gathered over this period of time new requests together with requests that we have already been aware of, and produces the optimal schedule. The time after which we are not allowed to change the scheduled carpool is set to be 30 minutes before the time the driver is supposed to leave his origin. At that point these driver and passengers are out of the scheduler, as we have committed to using this carpool.

We have obtained the following results for these instances. 600 out of 700 transit users and 39 out of 300 car users are not matched by the system. 100 remaining transit users and 261 car owners were matched together into 48 carpools with 2 people, 44 carpools with 3 people, and 31 carpools with fully packed cars (4 people). Computational time required
for each run of the scheduler varies from 2 minutes in the beginning of the day (when more requests are known ahead and not many have been committed) to few seconds in the end of the day (when most requests are dealt with already).


Figure 4.4: An example of the static ridesharing problem solution for an instance of size 100

### 4.3 Conclusion

In this chapter we have explored the problem that arises in ridesharing systems, and can formally be stated as an assignment of vehicles to groups of passengers that should carpool together. Among others we have explored a formulation that relies on assignment combinatorial structure, and is described as the Partition Assignment Problem. We presented some complexity results on the problem, including reductions to and from other famous assignment problems. An integer programming formulation is used to obtain solutions to generated instances of various sizes.

This versatile model has not been studied before and therefore presents many areas of open problems such as: analysis of special cases, developing constant factor approximations, further research of domination properties of local search methods, developing heuristics and exact algorithms for the problem.

## Chapter 5

## Laboratory Samples Delivery

The results of work discussed in this chapter were presented at International Conference on Operations Research and Enterprise Systems (ICORES) 2015 in Lisbon, Portugal [111].

Every metropolitan city has hospitals of varying sizes, each cost-effective in serving the healthcare needs of its surrounding population. Most hospitals include a laboratory that can perform a variety of tests on samples collected from its patients. Since laboratories in smaller hospitals are often not equipped to perform all tests on its samples, these samples have to be sent to laboratories in larger hospitals for testing. This paper addresses the problem of routing samples to hospitals, called the Hospital Laboratory Courier Routing Problem (HLCRP). This is the pickup and delivery problem with time windows without capacity constraints and with transshipments allowed. Even though we address the specific problem of routing test samples between hospitals, our model and solution procedure can be applied to other problems.

The test samples are collected from the patients in the hospitals during a day. The samples include blood, urine, sputum, or tissue, and each sample has a deadline before which the test should be conducted. The hospitals are located in a given geographical area, such as the metropolitan area of a city. Each hospital is equipped with a laboratory of a given capability. Some samples can be tested at the hospital where it was collected, while others have to be transported to another hospital with better equipped laboratories.

We consider three levels of capability for the laboratories: Level 1, Level 2, and Level 3. The Level 3 laboratories are the most well-equipped of the laboratories, and can perform all the tests on a sample. The Level 1 laboratories are the least equipped, with the Level 2 laboratories capable of performing all the tests that Level 1 laboratories can perform, as well as additional tests. In the geographical area we consider in this paper, there is only one Level 3 laboratory, two Level 2 laboratories, eleven Level 1 laboratories, and three locations without any laboratory.

Depending on the tests required to be performed on a sample, the level of the laboratory is specified together with the deadline. Currently, in practice the destination hospital is


Figure 5.1: Typical map layout for HLCRP
explicitly specified by the hospital staff. Thus, each sample has its origin, its destination, and the deadline before which the test should be performed.

The transportation of samples is done by a fleet of vehicles of a fixed size. In addition, the use of taxis is also allowed to transport samples with the impending deadlines. For the fleet of vehicles, there is no depot, and each vehicle can start its route at any hospital and finish it at any other hospital. (This characteristic of the problem also comes from the situation observed in practice where the cost of the route does not include the cost of getting the vehicle to the first hospital in the route.)

In practice, the deadline is a hard constraint and is the driving force in determining the routes and schedules. The samples are small enough that all of them can fit easily into a small car. Thus, in our model we do not consider capacity constraints on the vehicles.

The Hospital Laboratory Courier Routing Problem (HLCRP) deals with finding the routes and schedules for the vehicles such that all the samples are transported within their deadlines, and a linear function of the total distance travelled by the vehicles and taxis is minimized. Since the cost of using a taxi is several times higher than the standard vehicle, the optimizer should also reduce the number of taxi calls. In addition to this objective, we also address the objective of minimizing the number of taxis used to transport the samples.

Thus, the HLCRP is a variation of the pickup and delivery problem with time windows, where capacity constraints are not considered and transshipment is allowed ([120], [97]). Problems that address pickup and delivery of people using transshipment (called transfers) have also been addressed [32].

The start of the time window for a sample is the time when the sample is collected from the patient. The deadline is the time by which the sample has to reach the designated laboratory in order to be processed on time. The time windows are hard constraints (each sample has to be processed within its deadline). Transshipment is allowed because there is no requirement that a sample has to be delivered by the same vehicle that picked up
the sample. Thus, a sample can be moved from one vehicle to another at an intermediate hospital.

Finally, if a sample cannot be transported by a vehicle in the fleet within its deadline, a taxi can be used to transport the sample. The HLCRP can be used to model many problems that may arise in other domains that involve routing and scheduling.

Our case study considered the case of a region in Canada that sub-contracts lab sample transportation to a courier company. The planning of the routes are done two times a year and the routes are fixed for that period. During that time period, for day-to-day operations when urgent sample transporation requests has to be served, or when the regular routes would not be enough to serve lab transportation requests on time, a taxi cab is used.

Each sample that requires transportation defines one transportation request.
There is no restriction that the sample has to be picked up and delivered by the same vehicle. The samples can be moved from one vehicle to another at any intermediate hospital site. Also, the samples can be removed from one vehicle at an intermediate hospital location and left there to wait for another vehicle that will take the sample to another intermediate hospital or to its destination hospital.

The problem is the pickup and delivery problem with time windows and with transshipment. The start of the time window of a sample is the time sample is collected from the patient. The deadline is the time the sample has to reach the designated lab in order to be processed on time. The time windows are the hard constraints. All samples has to be processed on time, and the re-taking of the sample from the patient has to be avoided at any cost.

Although the problem is dynamic, we consider the static version of the problem where the routes are generated in advance based on expected demand. Thus, in this paper, we are considering the static version of the problem. The sample transporation requests are satisfied by the courier fleet of vehicles that is dedicated to this transportation service. There is no depot. The vehicle can start and finish its route at any hospital. The start and the end location do not have to be the same. In addition, if the vehicles cannot serve a sample transportation request on time, a taxi will be called in to perform the trasnporation task.

In our problem, the objective is to minimize the total transportation costs that consists of the courier vehicle costs and the taxi costs. The transportation costs are proportional to the distance travelled.

The HLCRP may either be modeled as a vehicle routing problem (VRP), or as a multicommodity network flow problem (MCNFP). Typically, the number of locations in the VRP is large, and each location has to be visited once. In contrast, in the MCNFP, the number of locations is smaller, though the number of requests originating at each location is large, with multiple visits to the same location during the day.

There is a large body of research on the VRP, with many surveys, including [31, 55, 92, 93, 127]. There are also many surveys on the time-constrained version of the VRP - the Vehicle Routing Problem with Time Windows (VRPTW) - including [16] and [75]. Examples of the methods for optimally solving the VRPTW include Desrochers et. al [40], who pioneered the column-generation approach for the vehicle routing problem. They decomposed the problem into a master problem and a subproblem, and solved the master problem using column generation. Kohl et. al [82] introduced cuts to the decompositionbased approach, and Kohl and Madsen [83] develop a Lagrangean relaxation approach to solve the VRPTW exactly. For a comprehensive review of using the column generation method to solve the VRPTW, see [75].

We model the HLCRP as an MCNFP. Each node in the network is a hospital at a particular time instant, and each arc between two nodes is the route between the corresponding hospitals. Each set of boxes that are carried together by a vehicle is a commodity that flows through the network. Such models have been used to design networks and routes for public transportation [24], to solve ship routing and scheduling problems [29], in maritime transportation [17], airline schedule planning [57], and ferry scheduling [77].

In related work, heuristics using genetic algorithms have been used to solve the problem of routing blood samples collected from hospitals and health care centres to two central laboratories in Spain [58]. In this problem, in addition to imposing time windows on samples, vehicles also have capacity restrictions. Finally, [112] provides a comprehensive survey of operations research methods used in the healthcare industry. The applications listed in the survey are far too many to list here.

### 5.1 Modelling the problem as multi-commodity network flow

We modeled the HLCRP as a multi-commodity network flow problem. Each hospital is represented by a set of nodes at regularly spaced time instants.

In the model we use for HLCRP, the time horizon is divided into intervals of size $\delta$ (where $\delta$ is a suitably chosen constant), and each hospital is represented by multiple nodes, one for each time instant (the multiple of $\delta$ ). Representing each node by multiple nodes, one for each time instant, is a standard modelling approach, usually called time expanded network. This approach has been successfully used to solve many practical instances of similar routing and scheduling problems.

A directed arc exists between two nodes $a$ and $b$, if it is feasible to travel from node $a$ to node $b$ within the corresponding time. The movement of the samples and the vehicles represent the flow through the network.

Since in practice, the hospital staff packs samples with the same destination hospital and close deadlines into one package, we consider the problem of routing the packages. (The
difference between the deadlines can be specified by providing a threshold.) Each package has a destination and a deadline.

The fleet of vehicles is of a fixed size. Since we observed in practice that the vehicle capacities are not a restriction, we can assume that the problem does not have capacity constraints. There is no depot, i.e., a vehicle can start and finish its route at any site node at any time, with no additional cost. In other words, the vehicles do not need to start from and return to a depot.

The solution to our problem consists of a set of routes and schedules. Each route is a sequence of hospital locations, each of which has the arrival time and the departure time. We assume that each vehicle starts immediately from the first pick-up point, thus there is no travel cost from and to the depot.

We assume that samples that have the same destination and deadline are transported in a package (each package now has a destination, as well as a deadline).

We also consider a second set of vehicles - the taxis. There are no limits on the number of taxi trips. However, using a taxi to travel between two nodes costs $\rho$ times more than using a vehicle.

We provide details of the network construction for the model in Section 5.1.1, and the mathematical programming formulation for the model in Section 5.1.2.

### 5.1.1 Network Construction

## Time Discretization:

The size of the network is a function of the discretization time, denoted $\Delta t . \Delta t$ is specified in minutes. $T$ is the set of all discrete time instants/stamps, $M$ is the set of all packages, and $l_{j}^{p}, l_{j}^{d} \in N$ denote the pickup, delivery locations of package $j, \forall j \in M$. Furthermore, $t_{j}^{p}, t_{j}^{d}$ denote the earliest pickup time, latest delivery time of package $j, \forall j \in$ $M$, and $h^{b}=\min _{j \in M} t_{j}^{p}, h^{e}=\max _{j \in M} t_{j}^{d}$ denote the beginning, end of the horizon for our problem.
$|T|$ is given by $|T|=\left\lfloor\frac{h^{e}-h^{b}}{\Delta t}\right\rfloor+1$. The earliest pickup time stamp of package $j \in M$ is given by $\tau_{j}^{p}=\left\lceil\frac{t_{j}^{p}-h^{b}}{\Delta t}\right\rceil$. The latest delivery time stamp of package $j \in M$ is given by $\tau_{j}^{d}=\left\lfloor\frac{t_{j}^{d}-h^{b}}{\Delta t}\right\rfloor$. The discretized cost (distance) from $u \in N$ to $v \in N$ (measured in time stamps), denoted $\delta_{u, v}$, is given by $\delta_{u, v}=\left\lceil\frac{d_{u, v}}{\Delta t}\right\rceil$. Thus $\delta_{u, u}=1$ denotes waiting for one time stamp at node $u \in N$. We assume the graph $G$ is not complete, so the distance $d_{u, v}$ (as well as the discretized distance $\delta_{u, v}$ ) is $\infty$ if there is no direct route from node $u$ to node $v$. We let $\sigma_{u, v}$ denote the shortest path distance from $u$ to $v$ in the network (computed in units of $\delta$ ).
Nodes and Arcs in the Network:
We are given a set $N$ of site nodes (each site node denotes a hospital or test site). Corresponding to each site node $u \in N$, we construct $q$ copy nodes $(u, 1),(u, 2), \ldots,(u, q)$,
where ( $u, l$ ) represents the copy of site node $u$ at time stamp $l$. We also add a start node $s$ and a destination node $f$ to the set of copy nodes. We now describe the set of arcs comprising the network.

We have three types of arcs in the network, the set of package arcs $A_{p}$, the set of vehicle $\operatorname{arcs} A_{c}$, and the set of taxi arcs $A_{t}$. We provide the ability to use additional problem-specific information to reduce the number of arcs (and therefore the size) of our model. Thus, if no package travels from node $(u, q)$ to node $(v, r)$ in any optimal route, then there is no arc between nodes $(u, q)$ and node $(v, r)$. Arcs may also not be present if routing a package through the arc violates feasibility. To simplify exposition, we refer to a copy node as a node in rest of the paper.

A package arc between two copy nodes indicates that a package can travel between the corresponding site nodes feasibly in time. Thus, the package $\operatorname{arc} e_{(u, q),(v, r)}^{j}$ is in set $A_{p}$ if package $j$ can arrive at site node $u$ before time $q$, can leave site node $v$ at or after time $r$, and be feasibly delivered at its destination node before its deadline. Moreover, $r$ is the earliest possible time during which the package may arrive at site node $v$ after departing from site node $u$ at time $p$. Similarly, a vehicle $\operatorname{arc} e_{(u, q),(v, r)}^{c}\left(\operatorname{taxi} \operatorname{arc} e_{(u, q),(v, r)}^{t}\right)$ exists if a vehicle (taxi) can feasibly travel from copy node ( $u, q$ ) to copy node ( $v, r$ ).

We describe below the conditions that have to be fulfilled for the existence of package arcs, vehicle arcs, and taxi arcs. We define a boolean variable $b_{u, v}$ which is set to 1 if a package originating at copy node $(u, q)$ is allowed to travel through copy node ( $v, r$ ) (it is set to 0 otherwise). This boolean variable is used to specify the conditions for the existence of package arcs.
Conditions for the existence of package arcs:
$\forall j \in M, \forall u, v \in N \quad u \neq l_{j}^{d} \quad v \neq l_{j}^{p}, \forall q \in T$, package $\operatorname{arc} e_{(u, q),(v, r)}^{j} \in A_{p}$ if each of the conditions below hold:

$$
\begin{gather*}
b_{l_{j}^{p}, u}=1 \wedge b_{l_{j}^{p}, v}=1  \tag{5.1}\\
q \geq \tau_{j}^{p}+\sigma_{l_{j}^{p}, u}  \tag{5.2}\\
r=q+\delta_{u, v} \leq \tau_{j}^{d}-\sigma_{v, l_{j}^{d}} \tag{5.3}
\end{gather*}
$$

Here, Equation (5.2) (respectively (5.3)) determine the earliest possible departure time of the package from $u$ (respectively the latest possible arrival time at $v$ ). Note that there can be more than 1 package arc (for different packages) between copy nodes $(u, q)$ and ( $v, r$ ). Conditions for the existence of vehicle and taxi arcs:
$\forall u, v \in N \quad \forall q \in T \quad e_{(u, q),(v, r)}^{c} \in A_{c}\left(e_{(u, q),(v, r)}^{t} \in A_{c}\right)$ if $r=q+\delta_{u, v} \leq|T|-1$
$\forall v \in N \quad \forall r \in T \quad e_{s,(v, r)}^{c} \in A_{c}$
$\forall u \in N \quad \forall q \in T \quad e_{(u, q), f}^{c} \in A_{c}$

These constraint ensure that there is a feasible arc between two locations with respect to travel time. In addition, we add a vehicle arc from the start node $s$ to every copy node $(u, q)$ and from every copy node $(v, r)$ to the end node $f$.
We are now ready to provide the formulation.

### 5.1.2 Mathematical Programming Formulation

The decision variables are the boolean variables $x_{j, u, q, v, r}, y_{u, q, v, r}$, and $z_{u, q, v, r}$, that indicate whether a package, vehicle, or taxi travels along arc $e_{(u, q),(v, r)}^{j}, e_{(u, q),(v, r)}^{c}$, or $e_{(u, q),(v, r)}^{t}$, respectively. The number of vehicles used is modeled using integer variables $s_{v, r}$ and $f_{u, q}$.

$$
\begin{equation*}
\min \sum_{u, q, v, r:: e_{(u, q),(v, r)}^{t} \in A_{t}} d_{u, v}\left(y_{u, q, v, r}+\rho z_{u, q, v, r}\right) \tag{5.4}
\end{equation*}
$$

Subject to

Package pickup constraints (ensures each package is picked up):

$$
\begin{equation*}
\sum_{q, v, r: e_{\left(l_{j}^{p}, q\right),(v, r)}^{j} \in A_{p}} x_{j, l_{j}^{p}, q, v, r}=1 \quad \forall j \in M \tag{5.5}
\end{equation*}
$$

Package delivery constraints (ensures each package is delivered):

$$
\begin{equation*}
\sum_{u, q, r:: e_{(u, q),\left(l_{j}^{d}, r\right)}^{j} \in A_{p}} x_{j, u, q, l_{j}^{d}, r}=1 \quad \forall j \in M \tag{5.6}
\end{equation*}
$$

Package transit constraints (ensures if a package enters a copy node, it also exits the copy node):

$$
\begin{align*}
& \sum_{u, q:}^{j} e_{(u, q),(v, r)}^{j} \in A_{p} x_{j, u, q, v, r}=\sum_{w, s: e_{(v, r),(w, s)}^{j} \in A_{p}} x_{j, v, r, w, s}  \tag{5.7}\\
& \forall j \in M, \forall v \in N \backslash\left\{l_{j}^{p}, l_{j}^{d}\right\}, \forall r \in T
\end{align*}
$$

Package carry constraints (ensures packages must be carried by vehicles or taxis):

$$
\begin{equation*}
y_{u, q, v, r}+z_{u, q, v, r} \geq x_{j, u, q, v, r} \quad \forall j, u, q, v, r: u \neq v \wedge e_{(u, q),(v, r)}^{j} \in A_{p} \tag{5.8}
\end{equation*}
$$

Vehicles start constraint (ensures $k$ vehicles start their routes):

$$
\begin{equation*}
\sum_{v, r: e_{s,(v, r)} \in A_{c}} s_{v, r}=k \tag{5.9}
\end{equation*}
$$

Vehicles finish constraint (ensures $k$ vehicles finish their routes):

$$
\begin{equation*}
\sum_{u, q: e_{(u, q), f} \in A_{c}} f_{u, q}=k \tag{5.10}
\end{equation*}
$$

Vehicles transit constraints (ensures that the drivers that enter a copy node exit the copy node):

$$
\begin{array}{r}
s_{v, r}+\sum_{u, q: e_{(u, q),(v, r)} \in A_{c}} y_{u, q, v, r}=f_{v, r}+\sum_{w, s: e_{(v, r),(w, s)} \in A_{c}} y_{v, r, w, s}  \tag{5.11}\\
\forall v \in N, \forall r \in T
\end{array}
$$

Variables:

$$
\begin{equation*}
x, z \in\{0,1\} \quad y, s, f \in\{0,1, \ldots, k\} \tag{5.12}
\end{equation*}
$$

### 5.2 Implementation and Experimental Results

We solve the mathematical programming model above using the general-purpose mixedinteger program solver CPLEX. Since the time-space network can be too large, we apply arc reduction procedures prior to the integer programming formulation construction. Moreover, we remove some of the arcs in the network based on the available heuristic information about the general structure of possible routes. For example, in the graph networks corresponding to city maps, there are tendencies for routes to extensively use arterial roads. Another type of arc reduction can come from the fact that there is rarely a need for a package, that has its pickup and delivery in the same local area, to be travelling through another distant area of the network. All this extra information can easily be incorporated into our model using conditions for existence of the package $\operatorname{arcs}\left(b_{u, v}\right.$ in Sec. 5.1.1).

This section presents our computational study. We generate forty problem instances in total, comprised of four sets, each with ten problem instances. The instances we generate are based on the geographical location of hospitals in a metropolitan city in Canada, and publicly available data on the population these hospitals serve. We generate four sets of problem instances, each with a different population distribution among hospitals with differing levels, with each set comprising ten problem instances. Each instance we generate is a list of samples, with each list containing up to 7000 samples. Each sample has the origin hospital, the destination hospital, the time the sample is collected (the start time of
the time window), and the deadline (the end time of the time window). The destination hospital is the hospital that has the appropriate level lab. If the hospital where the sample is collected has the appropriate level lab, the origin and destination hospitals are the same, and these samples are not considered in solving our routing problem.

To reduce the size of the input to our model, we pre-process each instance by packing samples which have the same destination as well as a large overlap in their time windows, into a single package. In the extreme case, we will have 140 packages. This, together with the number of hospitals (at most 20), is the size of the input. Although packing procedure is also parametrized, it is relatively simple and trivial. Each instance is run on the Simon Fraser University RCG Colony, a cluster of 64 -bit Linux computers (each run is set to use exactly one core of one processor). We specify the details of our computational study below. computational parameters more specifically to the particular set of experiments below.

### 5.2.1 Comparing Solution Quality across Problem Instances

We use the relative MIP gap, the ratio of the difference between the solution value (obtained by the MIP solver) and either the optimal, or a bound on the optimal, as a measure of the solution quality. We examine its dependence on three parameters: the sparsity of the input graph, the number of vehicles in the fleet, and the discretization time $\delta$ used to construct the network. The input graph is either sparse or complete, the number of vehicles ranges from 0 to 25 (in steps of 5), and the discretization time, in minutes, ranges from 5 to 30 (in steps of 5).

We also measure the running time of our model to reach the relative gap of $10 \%$ for discretization time steps of 5 minutes and 10 minutes, and 10 vehicles. When $\delta$ is 10 minutes ( 5 minutes), the average time to reach the gap is 1244 seconds ( 4124 seconds). We set a CPU time limit of 2 hours.

## Sparse vs Complete Graph

Our model permits us to specify and exploit the sparsity of the input graph. The underlying input graph may be quite sparse when the geographical area has bridges, highways, and arterial roads. It is clear from Fig. 5.2 that our model requires much less CPU time for sparse graphs. Intuitively, there are more options available in a denser graph. The larger solution space that results slows down the MIP solver.

Missing edges between pairs of nodes may be replaced by 'edges' with shortest path distances between corresponding nodes. Adding such missing edges may provide feasible solutions, where none may exist in the sparse graph, due to the fact that we discretize time windows and distances. We evaluate our solutions on the sparse graph in the rest of the paper.


Figure 5.2: Dependence of Average Gap on Discretization for Sparse, and Complete Input Graphs

## Number of Vehicles and Discretization Time Steps



Figure 5.3: Dependence of Average Relative Gap on Number of Vehicles and Discretization Time Steps

Figure 5.3 displays how the relative gap changes with the number of vehicles allowed and the discretization time. We note that solving the problem for the case when the packages have to be delivered by using both vehicles as well as taxis is harder than for the case when the packages have to be delivered either entirely by vehicles or entirely by taxis.

|  |  | $\delta$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 5 |  |  | 10 |  |  |
|  |  | o.v. | gap | taxi calls | o.v. | gap | taxi calls |
|  | 0 | 22467.38 | 0.0252 | 217.175 | 4519.667 | 0 | 46.9444 |
|  | 5 | 146686 | 0.2812 | 1378.15 | 1922.944 | 0.0067 | 8.3333 |
|  | 10 | 128120.1 | 0.2015 | 1200 | 1350.583 | 0.0023 | 0.4444 |
|  | 15 | 58380.45 | 0.0805 | 541.925 | 1186.167 | 0.0004 | 0.3333 |
|  | 20 | 38921.08 | 0.0506 | 357.425 | 1135.056 | 0 | 0.0556 |
|  | 25 | 19329.87 | 0.0256 | 171.4359 | 1129.917 | 0 | 0 |

Table 1: Dependence of Average Objective Function Value, Relative Gap and Number of Taxis on Number of Vehicles and Discretization Time Steps

Table 1 displays how the relative MIP gap, the objective function value, and the number of taxis, depend on the number of vehicles used and the discretization time step. As can be observed, both the objective function value and the number of taxis decrease with the number of vehicles allowed. The flexibility of our model in allowing taxis becomes apparent when few vehicles are present. In these cases, instead of obtaining infeasible solutions, we get solutions with larger objective function value. It turns out that in the real-life scenario that motivated our work, taxis were used whenever it was impossible to transport a sample using a vehicle.


Figure 5.4: Illustrative example of the routes generated using simulated data

### 5.3 Conclusions and future work

In this work, we address an important problem that arises in the health care industry, that of transporting laboratory samples between hospitals. This problem arises because the laboratories within a hospital may not be equipped to perform the required tests on a sample. We present a mathematical programming formulation of the problem, a solution procedure using CPLEX, and a set of experiments to evaluate the solution procedure. Even though we test our solution procedure on generated data, we believe our solution procedure can be used to solve the real-world problem that motivated this exercise in the first place. The approach outlined in this paper can be applied to solve problems of comparable size that arise in the health care industry.

Future work may include a model-based heuristic that will provide good solutions for larger problem instances. In addition, the geographical area may be partitioned into zones, and the size of the flow network reduced by removing arcs unlikely to be used in an optimal solution. This may permit us to solve much larger instances of the problem.

## Chapter 6

## Conclusion

In this thesis we are developing the knowledge about few challenging nonlinear assignment problems. Our interest was particularly in computational complexity, solvable special cases, approximations, linearizations and local search algorithms. To build a more complete picture of algorithms performance we have also conducted extensive experimental analysis on real world and generated instances. For several practical applications we have described a detailed process of problem modelling, that heavily relies on results and techniques discussed in this dissertation.

For Bilinear Assignment Problem (BAP) we presented a systematic study of complexity aspects defined on the data set $(Q, C, D)$ and size parameters $m$ and $n$. BAP generalizes the well known quadratic assignment problem, the three dimensional assignment problem, and the disjoint matching problem. We show that BAP is NP-hard if $m=O(\sqrt[r]{n})$, for some fixed $r$, but is solvable in polynomial time if $m=O\left(\frac{\log n}{\log \log n}\right)$. Further, we establish that BAP cannot be approximated within a constant factor unless $\mathrm{P}=\mathrm{NP}$ even if $Q$ is diagonal; but when the rank of $Q$ is fixed, BAP is observed to admit FPTAS. When the rank of $Q$ is one and $C$ or $D$ is a sum matrix, BAP is shown to be solvable in polynomial time. In contrast, QAP with a diagonal cost matrix is just the linear assignment problem which is solvable in polynomial time. We also provide a characterization of BAP instances equivalent to two linear assignment problems. Same as in the case of QAP, linearizable instances yield a class of polynomially solvable special cases.

Various results leading to performance guarantee of heuristics from the domination analysis point of view are presented. In particular, we showed that a feasible solution with objective function value no worse than that of $(m-1)!(n-1)$ ! solutions can be identified efficiently, whereas computing a solution whose objective function value is no worse than that of $m!n!-\left\lceil\frac{m}{\beta}\right\rceil!\left\lceil\frac{n}{\beta}\right\rceil!$ solutions is NP-hard for any fixed rational number $\beta>1$. As a by-product, we have a closed form expression to compute the average of the objective function values of all solutions, but the median of the solution values cannot be identified in polynomial time, unless $\mathrm{P}=\mathrm{NP}$.

Moreover, we have presented the first systematic experimental analysis of heuristics for BAP along with some theoretical results on local search algorithms worst case performance. Three classes of neighborhoods - $h$-exchange, $[h, p]$-exchange and shift based - are introduced. Some of the neighborhoods are of an exponential size but can be searched for an improving solution in polynomial time. Analysis of local optimums in terms of domination properties and relation to average value $\mathcal{A}(Q, C, D)$ are presented.

Several greedy, semi-greedy and rounding construction heuristics are proposed for generating reasonable quality solution quickly. Experimental results show that RandomXYGreedy is a good alternative among the approaches. The built-in randomized decision steps make this heuristic valuable for generating starting solutions for improvement algorithms within a multistart framework.

Extensive computational analysis has been carried out on the searches based on described neighborhoods. The experimental results suggest that the very large-scale neighborhood (VLSN) search algorithm - Alternating Algorithm (AA), when used within multistart framework, yields a more balanced heuristic in terms of running time and solution quality. A variable neighborhood search (VNS) algorithm, that strategically uses optimized 2-exchange neighborhood and $A A$ neighborhood, produced superior outcomes. However, this came with the downside of a significantly larger computational time.

To assist researchers who pursue experimental study on this versatile optimization model, we have developed several sets of test instances. These instances could serve as a reference point for future performance measures of heuristic as well as exact solution approaches.

Various promising future work areas and challenging open problems, that we have encountered during our work on BAP, could be summarized as follows:

- searching for tighter bounds in complexity and special cases results
- developing FPTAS for more general cases of the problem
- further theoretical and experimental analysis on performance of linearization reformulation techniques
- developing stronger domination analysis results for performance of local search algorithms
- design and analysis of advanced heuristic approaches that are based on presented local search results
- design and analysis of exact algorithms for BAP

On a note of applications, we have presented two real-world problems that have strong connections to nonlinear assignment framework.

The first problem arises in ridesharing systems, and can formally be stated as an assignment of vehicles to groups of passengers that should carpool together. Among others we explore a formulation that relies on assignments combinatorial structure, and is described as the Partition Assignment Problem. We present some complexity results on the problem, including reductions to and from other famous assignment problems. An integer programming formulation is used to obtain solutions to generated instances of various sizes.

This versatile model has not been studied before and therefore presents many areas of open problems such as: analysis of special cases, developing constant factor approximations, further research of domination properties of local search methods, developing heuristics and exact algorithms for the problem.

Another application discussed in this thesis, addressed an important problem that arises in the health care industry, that of transporting laboratory samples between hospitals. This problem arises because the laboratories within a hospital may not be equipped to perform the required tests on a sample. We present a mathematical programming formulation of the problem, a solution procedure using CPLEX, and a set of experiments to evaluate the solution procedure. Even though we test our solution procedure on generated data, we believe our solution procedure can be used to solve the real-world problem that motivated this exercise in the first place. The approach outlined in this paper can be applied to solve problems of comparable size that arise in the health care industry.

Future work may include a model-based heuristic that will provide good solutions for larger problem instances. In addition, the geographical area may be partitioned into zones, and the size of the flow network reduced by removing arcs unlikely to be used in an optimal solution. This may allow to develop approaches to the problem that are better scalable with the size.
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