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Abstract

The splicing mechanism, the process of forming mature messenger RNA (mRNA) by only
concatenating exons and removing introns, is an essential step in gene expression. It allows
a single gene to have multiple RNA isoforms which potentially code different proteins.
In addition, aberrant transcripts generated from non-canonical splicing events (e.g. gene
fusions) are believed to be potential drivers in many tumor types and human diseases.
Thus, identification and quantification of expressed RNAs from RNA-Seq data become
fundamental steps in many clinical studies. For that reason, number of methods have been
developed. Most popular computational methods designed for these high-throughput omics
data start by analyzing the datasets based on existing gene annotations. However, these
tools (i) do not detect novel RNA isoforms and low abundance transcripts; (ii) do not
incorporate multi-mapping reads in their read counting strategies in quantifications; (iii)
are sensitive to sequencing artifacts.

In this thesis, we will address these computational problems for analyzing splicing events
from high-throughput omics data. For identification and quantification of expressed RNAs
from RNA-Seq data, we introduce CLIIQ, a unified framework to solve these two problems
simultaneously. This framework also supports data from multiple samples to improve accu-
racy. To better incorporate multi-mapping reads into the framework, we design ORMAN,
a combinatorial optimization formulation to resolve their mapping ambiguity by assigning
single best location for each read. For aberrant transcript detections, we present a compu-
tational strategy ProTIE to integratively analyze proteomics and transcriptomic data from
the same individual. This strategy provides proteome-level evidence for aberrant transcripts
that can be used to eliminate false positives reported solely based on sequencing data.

Keywords: Transcriptome Reconstruction; Alternative Splicing; Genomic Aberrations;
RNA-Seq; High-Throughput Sequencing; Proteomics; Proteogenomics; Cancer
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Chapter 1

Introduction

Recent advances in high-throughput sequencing (HTS) and mass spectrometry (MS) tech-
nologies have expanded our understanding of human genome, and changed our view regard-
ing the complexity of human transcriptome and proteome. This newly discovered informa-
tion is continuously integrated into the online genome database such as Ensembl [32] and
UCSC Genome Browser [148].

Much biomedical research starts by analyzing high-throughput omics data based on
gene annotation information, assuming that a reasonable number of sequenced reads or
mass spectra can be explained by annotated events. The assumption leads to two potential
issues. First, the use of a reference genome, transcriptome, or proteome might introduce
biases in detecting events which are not included in the gene annotations. Second, allowance
of aberrations in computational methods which rely on gene annotations can easily lead
to lots of falsely detected events. To provide accurate molecular profiling for datasets with
aberrations, such as tumor samples, it is of great importance to have computational methods
which are not limited by gene annotations, and can integrate all available omics datasets
to validate potential aberrations.

The study of transcriptomics plays a key role in obtaining molecular profiles for a pa-
tient by bridging genomics and proteomics. The classic view of the central dogma of biology
indicates that DNA is transcribed into messenger RNA which will be translated into pro-
teins [22]. The splicing mechanism in transcription enables human cells to have vast tran-
scripts and therefore protein diversity from a limited number of genes. In human genes with
multiple exons, the intervening regions of introns should be spliced out from the nascent
transcripts so that exons can be concatenated into an mRNA. A gene can typically have
multiple splicing forms as long as the involving exons concatenate in a way consistent to
their relative order in a reference genome, which is known as alternative splicing [9]. Alter-
native splicing is a ubiquitous mechanism of gene expression which allows a gene to have
multiple mRNA isoforms, the set of different mRNA transcripts from the same gene. These
mRNA transcripts generated by alternative splicing can differ in either their untranslated
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regions or their coding sequence through exon skipping, a choice between mutually exclusive
exons, or alternative splicing sites.

In addition to mRNA isoforms generated by alternative splicing, aberrant transcripts
from non-canonical RNA splicing events are also observed in a growing number of human
diseases [126]. Non-canonical splicing can produce aberrant mRNA transcripts by including
non-annotating exons or applying mechanisms that are different from well-defined splicing
rules [131]. For the first type, non-canonical splicing events generate transcripts with cryptic
splice sites and exons that are not annotated in the current genome databases, microex-
ons that are shorter than 30nt, and recursive splice sites that introduce multiple stage of
intron-removal in forming mRNAs. For the second-type, aberrant transcripts are formed
due to abnormal splicing efficiency (intron retention, inclusion of exonic introns, or exitrons
that are usually considered as exons), unconventional order of exon concatenation (circular
RNAs) [139], atypical splice sites, and chimeric RNAs such as gene fusions.

The study of transcriptomics aims to provide accurate profiling for transcriptome, the
complete set of all expressed transcripts from both alternative and non-canonical splicing
events in a tissue [155]. The main goals of transcriptome profiling are: (1) to identify all
species of transcripts from alternative splicing, including mRNAs, non-coding RNAs, and
small RNAs,(2) to quantify the expressions of the above splicing isoforms so that we can es-
timate changing levels for genes under different conditions, (3)to detect aberrant transcripts
from non-canonical splicing, especially those disease-relevant events such as gene fusions.
Accurate transcriptome profiling is essential for understanding the underlying mechanism
of cancers and diseases, including cancer development, progressions, and resistance to ther-
apy. It also provides important information for us to study the corresponding proteome,
especially for detecting novel proteins translated from unannotated splicing events.

RNA-Seq technology has become the standard approach for profiling and studying tran-
scriptome. For a specific sample, RNA-Seq protocol first converts all transcripts to a library
of their complementary DNA (cDNA) fragments, and then applies DNA sequencer on this
library to obtain reads as the RNA-Seq data for the sample. Compared to previous array-
based technology, RNA-Seq provides the following advantages: (1) It allows us to detect
transcripts for species without genomic sequences or annotations. (2) It allows us to iden-
tify transcripts and their transcriptional structure in base-pair resolution. (3) It improves
the ability of capture expressed transcripts by providing a larger dynamic range of detectable
expressions levels. In the meantime, the following properties of RNA-Seq reads also raise
challenges for designing computational methods in transcriptome profiling: (1) Reads are
noncontiguous in a genome due to splicing events. This will increase the difficulty of read
mappings. (2) Reads can be shared by multiple isoforms in a gene. This increases the diffi-
culty in both identification and quantification of transcripts. (3) Uneven coverage of reads
in a transcript, even though it is the only known mRNA is a gene, due to various sources
of biases [96, 74]. Since RNA-Seq provides a larger dynamic range of expressed events, the
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uneven coverage across a transcript will make it very difficult to distinguish between low-
expressed events and sequencing errors. This property is quite different from whole genome
sequencing datasets, and it significantly affects the accuracy of recognizing low-abundant
transcripts.

Given an RNA-Seq dataset, transcriptome profiling usually starts by either de novo
assembly of full-length transcripts [45, 125, 114, 163, 108, 140] or mapping reads back to
the reference genome [26, 146, 60, 159]. De novo transcriptome assemblers construct a set of
contigs as potential full-length or partial transcripts by analyzing RNA-Seq reads without
relying on the reference genome. Most de novo assembler are designed based on de Bruijn
graph [25] and using different strategies in selecting single or multiple k-mer lengths for
constructing contigs. De novo assembly has its edge when high-quality reference genome is
unavailable, or when the analysis targets on novel events which might be missing or highly
different from the reference. Its performance can be affected by the uneven coverage within
the single transcript and coverage variations across the whole transcriptome.

For species with high-quality reference genome, such as human, transcriptome profiling
starting with read mapping usually provides better results in identifying and quantifying
isoforms compared to those starting with de novo assembly. The analysis usually starts
by mapping RNA-Seq to reference genome using splice-aware mappers with or without
information of gene models or gene annotations which describe splice sites and exon bound-
aries for all genes. The challenges for splice-aware mapping comes from the fact that many
RNA-seq reads are formed by concatenating multiple exons which are noncontiguous in the
genome. Precise determination of splice sites within a read and their corresponding location
on the genome can be a challenging task. In addition, incomplete annotations or unanno-
tated splicing events can both lead to unmapped reads or mappings whose splicing sites are
incompatible with gene annotations [30, 11].

Based on RNA-Seq mapping results, the first task in transcriptome profiling is to iden-
tify all expressed transcripts. The basic idea of transcript identification is to find a set of
transcripts that cover all expressed exons and junctions. Even without considering novel
events from non-canonical splicing, the number of potential isoforms is already exponential
to the number of exons. Therefore, it is computationally intensive to enumerate all possible
solutions for this problem, and in practice all methods either fully stick to known isoforms
from gene annotations or will apply some heuristics to reduce the search space. When al-
lowing novel isoforms, two popular models used for constructing potential transcripts are
splicing graphs and overlapping graphs. A splicing graph [46] is a graph in which each ver-
tex represents an exon and two vertices are adjacent if there are junction reads between
the corresponding exons. Since a junction read usually supports a path containing two or
three exons, after extension, a path on a splicing graph can potentially connect to exons
which belong to different transcripts. Eventually, identification based on splicing results
tends to produce many false positives and also affect isoform quantifications. An overlap-
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ping graph [147] represents each mapped read as a vertex and adds an edge between two
vertices if the mappings can co-exist in the same transcript. For two overlapping reads which
can not exist in the same transcript, the algorithm either needs to ensure that there are dif-
ferent transcripts in the final solution to cover each mapping separately, or discard at least
one of them. Therefore, identification results based on overlapping graph can sometimes
remove true junction mappings and lead to false negative events.

After obtaining the set of expressed transcripts, we can quantify these transcripts based
on the number of reads assigned to them. The challenges of isoform quantification problem
mainly come from the following reasons. (1) Many RNA-Seq reads are shared by multiple
isoforms having the same exon(s), (2) some RNA-Seq reads can be mapped to multiple
genomic locations, and (3) Coverage may vary within the same transcript. There are two
popular quantification strategies: EM-Based quantification algorithms quantify isoforms by
k-mer profiling [107, 14, 106] or distributing a multi-mapping read into all possible mapping
locations according to their relative abundances estimated by the unique mapping [70,
101]. The assigned weights for each transcript will eventually be converted into normalized
values. While they resolve multi-mapping issue using a probabilistic way, these normalized
values might affect the accuracy of the downstream analysis. Therefore, many pipelines for
detecting differentially expressed genes [69, 3, 4, 115, 49] prefer quantification results from
counting-based methods [5, 77], which just count the number of reads overlapping with a
gene or a transcript. For multi-mapping reads, the counting-based quantification methods
can either discard multi-mapping reads or consider all mappings as correct, while each read
can only be sequenced from single genomic location.

Results of Isoform identification and quantification affect each other, and it should
provide a better solution by considering these two issues simultaneously [137]. A general
idea is that, for a specific gene, we first apply some heuristics to select a relatively small set
of potential transcripts [35], and then incorporate quantification accuracy to find a solution
which minimizes the differences between expected expression of exonic regions and observed
expressions from mapping results. While it is general belief that most genes should contain a
limited number of expressed isoforms, such formulations can lead to an over-fitting solution
which minimizes the objective functions by predicting many low-expression transcripts with
single exon. Most computational methods [75, 76, 109, 143, 144, 73, 92] therefore need to
consider sparsity in the formulation [141, 21, 21] .

Transcript identification and quantification algorithms mentioned above are mainly de-
signed for alternative spliced isoforms which concatenate exons according to their relative
order in a genome. Heavily dependent on read mapping results, these algorithms do not per-
form well on studying non-canonical splicing events with transcriptional structures highly
different from gene annotations. While non-canonical splicing events are relatively rare in
the transcriptome, their appearance might indicate interruption of functions for the relevant
genes, and therefore signatures of diseases and cancers [89]. For example, TMPRSS2-ERG
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gene fusion is the predominant molecular subtype of prostate cancer and observed in almost
50% of prostate cancer patients [145]. The impacts on cancers make gene fusions the most
studied non-canonical splicing events, and computational methods for detecting fusions start
with either de novo assembly [138, 165] or sequence-mapping results [84, 61, 63, 122, 55, 43],
similar to algorithms for detecting alternative splicing isoforms. While various prediction
tools are developed for detecting these aberrations, recent reviews [79, 68] show that no
single tool consistently outperform others in most experiments. For a specific patient, de-
tection of fusions and aberrations based on a single tool might have lots of false positives,
but taking consensus from multiple tools can potentially lose some of the events. To better
capture gene fusions and understand their impacts in cancer patients, a possible strategy
for validating these aberrations is to check their translation results in proteome level when
mass spectrometry data for the same patient is available. While lots of efforts have been
made in the development of proteogenomics [100, 119], most of the work focuses on study-
ing correlations between transcripts in gene annotations and their corresponding proteins.
Computational methods for validating non-canonical splicing events such fusions are not
the main theme in the field of proteogenomics.

1.1 Contribution

In this thesis, we focus on computational methods detecting splicing events based on high-
throughput omics datasets, including RNA-Seq and mass spectrometry results for specific
patients. The main goal of the study is to design algorithms to improve identification and
quantification of alternative splicing isoforms from RNA-Seq datasets, and intergratively
detect non-canonical splicing events when RNA-Seq and matching mass spectra datasets
are available. More specifically, we present the following contributions:

• We introduce CLIIQ [78], a computational tool to simultaneously identify expressed
isoforms and estimate their expressions from single or multiple RNA-Seq samples.
Given gene annotations and RNA-Seq mapping results, CLIIQ simultaneously identify
and quantify transcripts by solving an integer linear program based on the principle
of maximum parsimony. CLIIQ can operate in both quantification mode, which are
fully based on transcripts in gene annotations, and reconstruction mode, which also
supports novel junctions. We design simulation datasets and show that CLIIQ provides
better results than both Cufflinks and IsoLasso.

• We introduce ORMAN [23], a computational method to determine the single best
location for multi-mapping RNA-Seq reads. While in designing CLIIQ, we found that
quantification accuracy for isoforms is usually lower than identification accuracy. One
of the main reason is that some RNA-Seq reads can be mapped to multiple genomic
location, and we might over-count these reads. To resolve this issue, we design ORMAN,
which assigns single mapping location for all multi-mapping reads by minimizing local
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coverage variations of the relevant regions. ORMAN is done by solving an ILP to
minimize local coverage variations in the most likely mapped regions selected by the
principle of maximum parsimony. Since ORMAN converts a mapping result containing
multi-mapping records into a new mapping file with only a single mapping, it can also
be used as a preprocessing tool for counting-based quantification pipelines.

• After designing CLIIQ and ORMAN for studying alternative splicing events, we will
introduce ProTIE which focuses on detecting non-canonical splicing events using pro-
teogenomics approach. Detection of aberrant transcripts, especially gene fusions, is a
significant problem in cancer research, but most pipelines based on sequence mapping
results might produce lots of false positives which would take too much time and effort
to validate. When RNA-Seq and mass spectrometry datasets for the same patient are
both available, we design ProTIE to discover proteome-level signatures which support
transcript segment crossing breakpoints for aberrations. Fusions and other aberrations
with translation evidence have a higher chance to affect cancer phenotypes of a patient,
and should have higher priority in downstream analysis and validation. We apply Pro-
TIE to TCGA/CPTAC breast cancer patients and detect some private events which
are not reported in the literature.

In addition to our primary contributions to detection of splicing events using RNA-Seq
and proteomics datasets mentioned above, our other contributions to the field of computa-
tional biology can be found in [59].

1.2 Organization of The Thesis

The rest of the thesis is organized as follows. We start with an overview of RNA-Seq tech-
nology and major computational challenges in studying a specific patient using RNA-Seq
datasets in Chapter 2. In Chapter 3, we introduce CLIIQ, our computational algorithm
for simultaneous identification and quantification of expressed isoforms based on RNA-Seq
mapping results allowing novel junctions. In Chapter 4, we describe ORMAN, a combi-
natorial optimization formulation which assigns single genomic location for all RNA-Seq
multi-mapping reads. The topic of Chapter 5 is about ProTIE, our proteogenomic integra-
tion engine which takes RNA-Seq and proteomics datasets for the same patient to detect
translated aberrant transcripts. Finally, in Chapter 6 we conclude by a summary of our
contribution to splicing detection problems, and potential directions for future work.

6



Chapter 2

Background and Related Work

This chapter provides preliminaries for transcriptome analysis using RNA-Seq. It starts with
an overview of RNA and RNA-Seq. We then describe fundamental computational problems
in analyzing RNA-Seq data. Advantages and limitations of different strategies for solving
these problems are provided. We conclude by the current status of proteogenomics studies
to understand usage of RNA-Seq analysis in cancer research.

2.1 Overview of RNA and RNA-Seq

RNA. Ribonucleic acid (RNA) is a biological macromolecule which is essential in all
known forms of life. In cells, genetic information transfers as follows: deoxyribonucleic acid
(DNA) will be transcribed into messenger RNA (mRNA), which will be later translated into
proteins. The actual process in eukaryotes (e.g., human) is a bit complex than prokaryote
(e.g., bacteria) since only expressed regions (exons) of genes will remain in final mRNAs.
The transcription process (i) synthesizes precursor mRNA (pre-mRNA) from DNA; (ii) re-
moves regions between exons (introns) from the pre-mRNA. The process of forming mRNA
by only concatenating exons and removing introns from pre-mRNA is called splicing.

Protein coding genes can have multiple splicing forms as long as the participant ex-
ons concatenate in a way consistent to their relative order in genome. This alternative
splicing mechanism allows a single gene to have multiple RNA isoforms, the set of ex-
pressed transcripts from the same gene, and potentially code different proteins, as shown
in figure 2.1.

RNA-Seq. RNA-Seq is the standard approach for studying transcriptome, the complete
set of expressed transcripts in a tissue, in a high-throughput fashion. For a specific tissue,
RNA-Seq applies DNA sequencer to its complementary DNA (cDNA)1 library, and extract

1RNA can be viewed as strings over {A, C, G, U} while DNA are double-strand strings over {A, C, G, U}.
The complementary DNA of RNA is to duplicate a RNA template by replacing all its U by T , and add the
corresponding strand.
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Figure 2.1: Alternative splicing events in a gene containing 3 exons and 2 RNA isoforms.
Two introns of the gene will be eventually removed in mRNA during the splicing process.

short reads as the RNA-Seq data for this tissue. The protocol (see Figure 2.2) starts by
first converting RNA molecules in a tissue to a library of cDNA fragments with adaptors
attached to one or both ends. These cDNA fragments will be sequenced to get short reads
either from one end (single-end sequencing) or both ends (pair-end sequencing) by DNA
sequencers. The fragment length may range between 30âĂŞ500 base pair(bp), depending
on the DNA-sequencing technology used.

Given a RNA-Seq dataset, the primary aims in analyzing transcriptome are to identify
sequences of expressed transcripts (identification problem) and quantify their expression
levels (quantification problem). Aberrant transcript detection is also an important task,
especially in cancer research. Note that in practice expression level stands for relative abun-
dance. For example, t1, t2, t3 in Figure 2.2 have 1, 1, and 2 full-length copies separately.
After amplifications it is not possible to obtain the original numbers. Therefore, the quan-
tification results are considered accurate as long as the relative abundance of estimated
expressions is 1:1:2.

RNA-Seq has the following advantages compared to previous technologies(e.g., microar-
ray methods) [155]. First, we can use RNA-Seq to detect transcripts from species without
existing genomic sequence or gene annotations since the data comes from RNA. For ex-
ample, 454-based RNA-Seq has been used to sequence the transcriptome of the Glanville
fritillary butterfly27 [150]. Second, it allows us to detect various events in base-pair resolu-
tion. It is especially helpful for species with complex transcriptional structures. Researchers
can use RNA-Seq data to augment existing gene annotations [94], discover new genes [15],
and even detect variations in the transcribed regions [86]. Third, RNA-Seq approach has
a large dynamic range of expression levels (greater than 10000-fold) over which transcripts
can be detected [98, 96]. Compared to dynamic range for microarrays which is around
few-hundredfold, RNA-Seq improves our ability to capture expressed transcripts.

In contrast, RNA-Seq has the following limitations which lead to computationally chal-
lenging problems. First, many of the generated sequences are noncontiguous in genome
due to splicing. Determining splicing sites within a read and their locations in genome is
a complex issue in mapping. Second, the same read can be shared by multiple isoforms
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Figure 2.2: High level overview of RNA-Seq protocol. (A) The sample contains 3 different
transcripts with 1, 1, and 2 full length copies. (B) These RNA will be converted into double
stranded cDNA libraries. (C) The cDNA library will be amplified and have adapter attached.
(D) DNA sequencers extract fragments, and generate short reads as the RNA-Seq data as
shown in (E).

from the same gene. Assignment of each read to the correct expressed transcript is the
key issue for both identification and quantification problem. Third, RNA-Seq usually has
uneven coverage within the same isoform due to different biases, while the large dynamic
range of RNA-Seq leads to different expression levels across the sample. These are diffi-
cult for de novo assemblers to distinguish between sequencing errors and reads from low
abundance transcript sequences. There are other minor issues which can lead to chimeric
sequences, such as read-through, or poly-A tail. We will study how these challenges are
being addressed.

2.2 De novo Assembly and Mappings in RNA-Seq

For an RNA-Seq dataset, transcriptome analysis usually starts by either (i) de novo assembly
of full-length transcripts, or (ii) mapping reads back onto reference genome. Most de novo
assemblers are based on de Bruijn graph [25] and they differ in the strategy dealing with
low abundant regions. RNA-Seq mappers differ in their approaches in determining splicing
sites for a read, especially those with short anchors at the end.
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2.2.1 De novo Transcriptome Assembly

De novo assembly: Given a set of RNA-Seq reads R, find a set of contiguous sequence contigs
as potential full-length or partial transcripts.

As shown in table 2.1, most popular de novo transcriptome assemblers are based on de
Bruijn graph, the foundation of multiple popular whole-genome assemblers. Transcriptome
assemblers start by collecting all substrings of length k (k-mer) from reads. Different k-mers
are merged into a longer contiguous sequence (contig) as long as they share substrings of
length k-1. The assembly process keeps extending a contig by attaching k-mers overlapping
with it of k-1 bp until a contig can no longer be extended. Such a contig will be considered
as a transcript, and the assembler iterates to collect all such contigs as the set of potential
transcripts.

De novo assemblers do not depend on reference sequences or gene annotations. For
species without these information, de novo assembly is the only way to start transcriptome
analysis. In addition, assembly is also used when transcripts might be highly different from
known sequences, such as aberrant transcripts in cancer cells.

The main challenges of de novo transcriptome assembly come from (i) uneven coverage
of reads in a transcript; (ii) different expression levels across the sample; and (iii) reads
shared by multiple RNA isoforms. Transcriptome assemblers can be classified into the fol-
lowing categories based on strategies they use to address these issues: (i) Single k-mer size
assembler: the assembler uses k-mers of fixed size to iteratively find all contigs as potential
transcripts. Trinity [45] and SOAPdenovo-Trans [163] belong to this category. The drawback
of these methods is that they usually miss low-abundance transcripts; (ii) Multiple k-mer
size assembler: the assembler first determines a fixed set of k-mer sizes, and for each value
of k it builds the corresponding set of contigs. All contigs assembled from different k-mer
sizes will be combined as the final set of transcripts based on some consensus methods.
Oases-M [125], Trans-ABySS [114], and IDBA-Tran [108] use such a strategy. These meth-
ods may not perform well for transcripts of uneven coverage. In addition, combining contigs
obtained from multiple k-mer sizes tends to report different regions for a transcript as sep-
arate contigs and generate redundant results; and (iii) Dynamic k-mer sizes assembler: the
assembler starts by partitioning reads into disjoint clusters. For each cluster, the assembler
builds multiple de Bruijn graphs for different k-mer sizes simultaneously and generates final
contigs. Bermuda [140] is the only tool using such a strategy.

Trinity

We use Trinity [45], the most popular de novo transcriptome assembler, to explain general
workflow of the assembly process. Unlike other alternatives built as extensions of under-
lying whole-genome assemblers, Trinity is designed specifically for transcriptome assembly.
As mentioned earlier, Trinity uses single k-mer size in assembly and removes potentially
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Tools de Bruijn assembler K-mer size for assembly
Trinity [45] standalone Single k-mer size

Oases-M [125] Velvet [169] Multiple k-mer sizes
Trans-ABySS [114] ABySS [132] Multiple k-mer sizes

SOAPdenovo-Trans [163] SOAPdenovo2 [80] Single k-mer size
IDBA-Tran [108] IDBA Multiple k-mer sizes
Bermuda [140] standalone Dynamic k-mer sizes

Table 2.1: Summary of de novo transcriptome assemblers based on de Bruijn graph

erroneous k-mers of low frequencies. Such design strategy makes Trinity to perform well in
highly-expressed transcripts but may fail to capture low-abundance sequences.

Trinity consists of three major steps: inchworm for assembling contigs, chrysalis for
grouping contigs, and butterfly for determining transcript sequences. First the Jellyfish mod-
ule constructs the dictionary of all k-mer (k=25) and their frequencies from the dataset.
Inchworm then assembles the initial set of contigs as (sub)sequences of candidate tran-
scripts. Inchworm extends a contig in a greedy fashion by attaching the k-mer with highest
frequency among all candidates overlapping the contig with k − 1 nucleotides. The results
usually contain the dominant isoforms in full length and unique regions in alternative iso-
forms [54].

Chrysalis clusters contigs together if they overlap with k − 1 nucleotides. Contigs
in a cluster suppose to represent transcripts from the same gene or related gene paralogs.
Chrysalis then constructs de Bruijn graphs for each cluster, and partitions reads into among
these disjoint clusters accordingly.

Butterfly reports final transcript sequences by traversing paths on each de Bruijn
graph separately. Butterfly first removes paths with low number of supporting reads on
each graph since these paths might be due to sequencing errors or low-abundance variants.
Second, Butterfly converts each de Bruijn graph into a compact form by merging k-mers
in a non-branching path as a single node. Butterfly eventually determines better paths on
each compact graph as candidate transcripts according to their weights obtained from the
number of supporting reads and available paired-end information.

2.2.2 Spliced Mappings for RNA-Seq Reads

Spliced Mappings: Given a set of RNA-Seq reads R, a reference genome G, an error threshold
e, a scoring function δ, a maximum intron length L, and an optional set of gene annotations
M . For each read r in R, find its mapping locations in G such that (i) a mapping can contain
multiple junctions of length ≤ L; (ii) r has the distance ≤ e under δ if we consider the cost
of junctions as 0; and (iii) when M is provided, those mapping locations compatible with
M are considered better than others.

Gene models contain hypothetical transcriptional structures for genes. For a specific
gene, its gene models provide exon boundaries and splicing site locations for validated or
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Figure 2.3: Read compatibility based on a gene model for a gene with 2 isoforms and 4
exonic regions. Transcript t1 contains exonic regions e1, e2, and e4; t2 is formed by e2, e3,
and e4. There are two valid junctions according to this model: e2 → e3 and e2 → e4. The
spliced mapping m1 is not compatible with this gene model since its junction ends in the
middle of an intronic region. m2 is compatible with t1 but not with t2. m3 is compatible
with both transcripts.

potential transcripts of this gene. A mapping of r is compatible with a gene model M if
(i) r can be sequenced from one of the transcript ti in the model; or (ii) every junction in
this mapping starts at some intron starting location in M and ends at some intron ending
location in M . For the first case we also call the mapping or the read r is compatible with
ti.

Spliced mappers start by mapping reads to the genome with distance ≤ e under δ. For
an unmapped read, mappers usually anchor the possible mapping locations by either finding
longest common substrings between the read and genome, or detecting possible locations
for k-mer of the read. They extend from these anchors to complete the spliced mappings
based on information of canonical junction site 2, the constraint of intron length L, and
splicing sites in a gene model M .

In transcriptome analysis using RNA-Seq data, mapping-based approaches are pre-
ferred to assembly-based approaches when reference genome and gene annotations are avail-
able [24, 151]. The main reasons include (i) mappings are not affected by coverage issues;
(ii) mappings provide higher sensitivity (more analyzed reads) than de novo assembly; and
(iii) mappings provide direct connections between reads and genes that are better for down-
stream analysis. More specifically, spliced mappings are more popular than transcriptome
mappings (mapping short reads to reference transcriptome built from a gene model) since
the latter is not a practical solution in many applications.

2An intron usually starts with GU and ends with AG.
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The most challenging part for spliced mappings is that many RNA-Seq reads are formed
of multiple exonic regions noncontiguous on genome. To report a spliced mapping for a read,
mappers need to (i) detect boundaries of these exonic regions in the read; (ii) locate each
exonic region on genome; and (iii) select a combination of mapping loci for all these regions
when some can be mapped to multiple locations. Spliced mappers can be classified into
two types according to their strategies for deciding junction sites for a read: (i) Spliced
mapping based on candidate junction-sites: the mapper first detects possible junction sites
based on mapped reads. Remaining unmapped reads will be compared to the collected
junction site database in order to determine their mapping locations. TopHat [146] uses
this approach. (ii) Direct spliced mapping: the mapper maps a read r by iteratively finding
the longest common prefix (or suffix) between r and reference genome G. The example
includes STAR [26].

Tools mapping speed memory support
STAR [26] standalone 1 4 developers

TopHat [146] Bowtie [66] 3 1 community
HISAT [60] Bowtie codebase 2 2 community
GSNAP [159] standalone 4 3 developer

Table 2.2: Summary of 4 popular RNA-Seq spliced mappers. The rank 1 specifies either the
fastest tool or the tool requiring least amount of memory among these four.

TopHat

TopHat provides spliced mappings by first collecting candidate junction sites from mapped
reads. It consists of following steps: (i) Detecting exonic regions: TopHat first detects all
possbile exon boundaries. This step is originally done by mapping reads to reference genome
using Bowtie, and extracting regions containing mapped reads. For read length ≥ 75bp,
TopHat maps 25-mer from reads to reference genome for more accurate detections. (ii)
Constructing junction database: TopHat then constructs a junction-site database based
on all known juctions from the gene model M , and exon boundaries obtained in previous
step. (iii) Spliced mapping: Finally TopHat compares unmapped reads in the first step
(IUM, Initially UnMapped reads) to junction sites in the database, and determines spliced
mappings for these reads.

STAR

Spliced Transcripts Alignment to a Reference (STAR) is a mapper specifically designed for
mapping noncontiguous reads back to the reference genome. STAR maps a read by locating
the longest common substring between this read and genome sequence. STAR does not
depend on any pre-built junction site database to detect spliced mappings, and therefore
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provides more accurate results than TopHat in most benchmark studies including the recent
one by RNA-seq Genome Annotation ASsessment Project (RGASP) [30].

The mapping of STAR consists of two steps. In the first step, STAR tries to locate seeds
for a read by sequentially finding its longest prefix with exact match 3 on genome. STAR
store the genomic location for such a prefix as a "seed", and continues the process for the
remaining of the read. This step is done by suffix array, and allows STAR to find all possible
locations for the seeds. In the second step, the genomic mapping location of a read will be
obtained by concatenating the mapping locations of these seeds. Locations of two seeds are
combined as a (partial) mapping record if (i) the distance between them is less than the
maximum intron length L (default: 106 nucleotides); and (ii) seeds are concatenated in a
way consistent to their original order in the read without introducing rearrangements. Once
the concatenation of seeds does not cover the read completely due to indels or mismatches,
a dynamic programming formulation will be used to determine the final mapping result.

2.3 Fundamental Problems in Transcriptome Profiling

RNA-Seq data is widely used to detect alternative splicing events, differentially expressed
genes, and complex genomic aberration. These significant applications are based on accu-
rate transcriptome profiling that consists of three tasks: (i) transcriptome identification:
identifing sequences for expressed transcripts in a tissue; (ii) transcriptome quantification:
quantifing expression levels (the number of full length copies) for all identified transcripts;
and (iii) aberration detection: detecting aberrant transcripts. These problems can be solved
by either assembly-based approach or mapping-based approach. In this section we will focus
on mapping-based approach of transcriptome profiling, the standard approach in analyzing
human RNA-Seq data.

2.3.1 Transcriptome Identification

Transcriptome Identification: Given a set of RNA-Seq reads R along with its genomic map-
ping resultM, determine the exact set I of expressed transcripts in the tissue.

For each gene or isolated region (no mappings cross the boundaries of this region), an
identification tool starts by building a directed acyclic graph G which represents its mapping
results, and any path in G corresponds to a (partial) transcript.

Splicing graph and overlapping graph are two widely-used models, and we will study their
properties in the following section. The identification tools determine expressed transcripts
for this gene or region by finding a set of paths which cover all nodes and edges in G.

The key issue in transcriptome identification problem is to devise an efficient strategy
to select the set of transcripts covering all observed exons and junctions. Consider a gene

3It is defined as the Maximal Mappable Prefix (MMP) for a read in original paper.
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Figure 2.4: The splicing graph and overlapping graph for a gene with 3 mapped paired-end
reads. (A) overlapping graph: R2 and R3 have to be in different paths. (B) splicing graph:
among 4 possible paths, e1 → e3 → e4 and e2 → e3 → e5 are correct transcript candidates.
e1 → e3 → e5 and e2 → e3 → e4 are infeasible.

with k exonic regions: there are O(2k) possible transcripts due to alternative splicing, and
therefore O(22k) different solutions for this problem. It is impractical to explicitly enumerate
each possible candidate and check the validity to pick the final solution.

Splicing Graph. A splicing graph G for a gene g is a directed acyclic graph such that
(i) there exists a vertex vi for every exonic region ei; and (ii) there exists an edge (vi, vj) if
there exists a junction between corresponding exonic regions ei and ej .

The main issue of splicing graph is that it only provides connectivity information between
2 exons, and a path in the splicing graph does not always correspond to a real transcript
in Figure 2.4. As a result, identification tools based on splicing graph can generate false
positive candidates. For example, in Figure 2.4, e1 → e3 → e5 is a path on the splicing
graph, but it is not a real transcript since (e1, e3) and (e3, e5) come from different reads and
there is no evidence supporting concatenation of these 3 exons. The same is valid for path
e2 → e3 → e4.

Scripture [46] is the first identification tool based on splicing graph, and it focuses on
reporting as many isoforms expressed in a single sample as possible. While Scripture might
help to capture low abundance transcripts, it usually reports many incorrect isoforms which
seriously affect quantification accuracies.

Overlapping Graph. An overlapping graph G for an isolated region g is a directed acyclic
graph such that (i) there exists a vertex vi for every mapped read ri in g; and (ii) there exists
an edge (vi, vj) if the corresponding reads ri and rj can come from the same transcript.

The key issue of overlapping graph is that it requires a proper strategy to detect reads
which cannot exist in the same transcript even though they can be partially mapped to the
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same exon. Identification tools based on overlapping graph can have false negatives if these
reads are removed accidentally. In Figure 2.4, R2 and R3 cannot exist in the same transcript
due to different splicing structures. An identification tool based on overlapping graph needs
to resolve the conflict by either (i) confirming these two reads are in different paths; or
(ii) removing at least one of the reads as the error-correction step. Once an identification
tool removes R2 or R3, it loses essential junction information to identify the corresponding
transcript which lead to a false negative.

Cufflinks [147] is one of transcriptome identification tool based on overlapping graph.
The goal of Cufflinks is to find the minimal set of isoforms that cover mapping result.
Furthermore, Cufflinks sometimes resolves the conflict by removing low abundance reads,
and therefore loses the corresponding transcripts in the report.

2.3.2 Transcriptome Quantification

Transcriptome Quantification: Given a set of RNA-Seq reads R along with a fixed set I of
transcript sequences. Quantify expression levels (the number of full length copies) for all
transcripts in I.

Quantification tools are based on the following observation: for a given transcript ti,
the number of reads (ni) from ti is proportional to transcript length (li) and the expression
value (ci) of ti. We can denote the relation by:

ni ∝ ci × li

Quantification tools estimate ni by calculating the number of reads mapped to ti. Note
that a read r mapped to a transcript ti if r is compatible with ti as defined in section 2.2.2.

The main challenge of transcriptome quantification comes from reads which can be
mapped to multiple locations (multi-mapping reads). Quantification tools can be classi-
fied into 2 categories based on strategies they used to handle multi-mapping reads: (i)
read counting: such strategy simply counts the number of reads mapped to a transcript
or a gene to approximate ni. These tools are used in comparing expression levels of the
same gene/transcript between multiple samples. (ii) Expectation-Maximization (EM) algo-
rithm: this quantification strategy estimates expression level for transcripts by distributing
multi-mapping reads fractionally into mapped genes or transcripts based on their relative
abundances. These tools are used for comparing different gene/transcript within a single
sample.

Read Counting: HTSeq-Count and featureCount. Quantification by counting the
number of mapped reads is the most popular strategy in cancer research. HTSeq-Count [5]
and featureCounts [77] are the two tools based on this approach for counting reads in a
SAM/BAM mapping result. This approach cannot deal with multi-mapping reads: HTSeq-
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Count consider all mapping records, and featureCounts discard multi-mapping reads. They
cannot be used to compare different genes or transcripts in the same tissue since the value
is not normalized by transcript length. On the other hand, results of this approach are
widely used for comparing expression level of the same gene/transcript across multiple
samples. Most differential expression detection tools such as DESeq [3, 4], EdgeR [115],
and baySeq [49] normalize expression values before further comparisons. This step is highly
affected by normalized values. Therefore these downstream analysis tools perform better on
the raw data of read counts.

ExpectationâĂŞMaximization(EM) Algorithm. IsoEM [101] and RSEM [71, 70] are
two quantification tools based on EM algorithm. Instead of directly resolving mapping am-
biguity, this approach focuses on finding a way of assigning multi-mapping reads fractionally
such that extra expression assigned to each gene or transcript is proportional to its original
relative abundance. The EM algorithm can be summarized as follows:

• E-step: the algorithm calculates the expected number of ni (reads from ti) by assigning
multi-reads fractionally to all relevant genes or transcripts based on their relative abun-
dances. Note that initial expression values are estimated based on uniquely mapped
reads.

• M-step: the algorithm updates expression levels for ti based on ni obtained in previous
E-step. The algorithm proceeds to the next iteration if expression levels do not converge
compared to previous estimations.

Transcript Transcript Length # uniquely-mapped reads # multi-mapped reads
t1 200 90 30
t2 100 40 0
t3 60 40 30

Table 2.3: Information for a dataset with 200 reads and 3 expressed transcripts. 30 reads
are shared by t1 and t3.

Consider the example in Table 2.3 with 200 reads and 3 expressed transcripts. Note that
30 reads are shared by t1 and t3.

0. Initialization: the algorithm starts by estimating initial relative abundances f0
i for ti

based on uniquely mapped reads: f0
1 =

90
200

90
200 + 40

100 + 40
60

= 0.297, f0
2 =

40
100

90
200 + 40

100 + 40
60

= 0.264,

f0
3 =

40
60

90
200 + 40

100 + 40
60

= 0.439.
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1. E-step: multi-mapping reads are assigned proportionally to 3 transcripts in order to
obtain expected number of reads:

n1 = 90 + 30× 0.297
0.297+0.439 = 90 + 12.11 = 102.11

n2 = 40 + 0 = 40
n3 = 40 + 30× 0.439

0.297+0.439 = 40 + 17.89 = 57.89

2. M-step: the algorithm updates relative abundances for each transcript based on newly
obtained ni:

f1
1 =

102.11
200

102.11
200 + 40

100 + 57.89
60

= 0.272

f1
2 =

40
100

102.11
200 + 40

100 + 57.89
60

= 0.213

f1
3 =

57.89
60

102.11
200 + 40

100 + 57.89
60

= 0.515

The procedure will continue until some pre-defined convergence threshold is achieved.
In fact, Rescue [96], one of the earliest methods for transcriptome quantification, can
be considered as running single iteration EM which stops after getting f1

1 , f
1
2 , f

1
3 .

RSEM and IsoEM use different functions to estimate expected number of reads ni

in their E-steps. RSEM uses a comprehensive model which considers read lengths, read
orientation, paired-end information, quality score, and the starting position of a read in
transcripts. IsoEM only checks if a read is compatible with a transcript (as defined in
section 2.2.2). Surprisingly, IsoEM provides similar quantification results to RSEM in much
higher speed [56].

Normalized Values: RPKM/FPKM and TPM. RSEM and IsoEM both report nor-
malized expression values. Although these tools provide better solutions for multi-mapping
reads than read-counting ones, the normalized values highly affect performance of down-
stream analysis. Below we will define the normalized value terms that are commonly used.
Also, we show how the same transcript can get different normalized values which reduce
accuracy of downstream analysis tools. Note that N =

∑
j nj is the total number of reads

generated from the dataset.

• Reads/Fragments Per Kilobase per Million mapped reads (RPKM/FPKM) [96]:
RPKM (for single-end reads) and FPKM (for paired-end reads) for a transcript ti
are defined as follows:

RPKMi = ni
li

103 × N
106

= ni

liN
× 109
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Dataset Transcript Length Mapped Reads RPKM
1 t1 200 100 0.5× 109

160
1 t2 60 60 109

160

2 t3 400 200 0.5× 109

260
2 t2 60 60 109

260

Table 2.4: Comparison of RPKMs of transcripts in datasets with different length distribu-
tions. Note t2 has different RPKMs in two datasets although it has identical number of
mapped reads.

Transcript Transcript # uniquely-mapped # multi-mapped # assigned TPMlength reads reads reads
t1 200 90 30 30 0.36× 106

t2 100 40 0 0 0.24× 106

t3 60 40 30 0 0.4× 106

t1 200 90 30 0 0.22× 106

t2 100 40 0 0 0.2× 106

t3 60 40 30 30 0.58× 106

Table 2.5: Comparison of TPMs for transcripts in the same dataset under different esti-
mation results. Note that t2 has different TPMs in two quantification solutions although it
only contains uniquely mapped reads.

Intuitively, if we scale the sample size to 1 million reads, there are RPKMi reads
on a 1000-bp unit of ti assuming uniform coverage. Since RPKM is normalized by
the sample size N , it is affected by length distribution of expressed transcripts in a
tissue. In Table 2.4, t2 has identical relative abundance in two different datasets but
different RPKM values simply due to the length of other expressed transcript. This
issue motivates the definition of TPM.

• Transcripts Per Million (TPM) [152]: TPM for ti is defined as follows:

TPMi =
ni
li∑
j

nj

lj

× 106 = RPKMi∑
j RPKMj

× 106

If we scale the RNA-Seq dataset to have 1 million copies of full-length transcripts,
TPMi copies among them are from ti. TPM is basically a scaled relative abundance,
and is therefore affected by estimations of all other transcripts in the tissue. In Ta-
ble 2.5, t2 does not contain multi-mapping reads but still gets different TPM values
under different strategies of assigning shared reads between t1 and t3.

19



2.3.3 Transcriptome Reconstruction

Transcriptome Reconstruction: Given a set of RNA-Seq reads R and its genomic mapping
result A, identify the exact set I of expressed transcripts and quantify their expression
levels.

For each gene or isolated region g, a reconstruction tool starts by building its splicing
graph G, and adding weight to each node and edge based on the mapping coverage. The
goal of reconstruction tools is to find a set of paths with alternative weights based on
estimated expressions which cover all nodes and edges in G, and for each node and edge the
accumulated weight from all paths is close to its original weight.

The idea of transcriptome reconstruction is to solve identification and quantification
problems simultaneously. Transcriptome identification and quantification were initially con-
sidered as independent problems [42]. Although Cufflinks [147] and Scripture [46] report ex-
pression levels, their quantification steps are based on the fixed set of previously identified
transcripts. Results of identification and quantification affect each other, and solving them
simultaneously should provide better results than separate solutions [137].

The approach of transcriptome reconstruction can be summarized as follows. For each
gene they build a splicing graph G. Note that each node corresponds to an exonic region
and each edge represents a junction between two exons. Any path p ∈ P of G is a (partial)
transcript. Let Obs(vi) denote expressions of exon i and Obs(eij) be expression of the
junction between exon i and exon j based on mapping. A reconstruction solution S consists
of the set P ′ ⊂ P, and estimated expression level Exp(p) ≥ 0 ∀p ∈ P ′. Reconstruction tools
focus on minimizing summations of their error estimation functions: (i) estimation error
for all exons: for each exon v in G, the error is a function fexon of the difference between
Obs(v) and the estimated expression obtained from all transcripts containing v in P ′; and
(ii) estimation error for all junctions: similar function fjunc for all junctions. The objective
function can be denoted as follows:

minimize
( ∑

v∈V (G)

∣∣∣∣
fexon(v)︷ ︸︸ ︷

Obs(v)−
∑

p∈P ′;v∈p

Exp(p)
∣∣∣∣+ ∑

j∈E(G)

∣∣∣∣
fjunc(j)︷ ︸︸ ︷

Obs(j)−
∑

p∈P ′;j∈p

Exp(p)
∣∣∣∣
)

The key issue in transcriptome reconstruction is to find a strategy which maintains
balance between accuracies of identifications and quantifications. Many genes have only
several expressed isoforms in real datasets, and a sparse solution (most RNA isoforms do
not express) is usually preferred. It is crucial for a reconstruction tool to design a strategy
which prevents overfitting due to the error estimation function. For example, a solution
with multiple low abundance isoforms of single exon is believed to be incorrect in practice
despite this solution leads to very small estimation error.
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Tools Solutions Design Modelto multi-reads Principles
Scripture - sensitivity splicing graph
Cufflinks rescue(-like) precision overlapping graph

IsoLasso [75]/CEM [76] - quantification splicing graph
SLIDE [73] - quantification splicing graph
iReckon [92] - quantification splicing graph

StringTie [109] - quantification splicing graph
Traph [143, 144] - quantification splicing graph

Table 2.6: Summary of RNA-Seq reconstruction tools

IsoLasso

IsoLasso [75] is one of the earliest transcriptome reconstruction tool. It applies an isoform
enumeration strategy 4 based on IsoInfer [35], and uses Least Absolute Shrinkage and Selec-
tion Operator (LASSO) algorithm [141] to control solution sparsity in its quadratic program
formulation.

IsoLasso is based on splicing graph. It first collects all maximal paths from the graph,
and applies isoform enumeration strategy from IsoInfer to efficiently filter out incorrect
candidate transcripts. In short, for a candidate transcript t̂ such as e1 → e3 → e5 in
Figure 2.4, IsoLasso takes all reads relevant to t̂ (i.e., R2 and R3) and checks if t̂ can be
actually assembled from these reads. IsoLasso will remove incorect t̂ and reduce the number
of false positive candidates.

Once the incorrect transcripts are discarded, IsoLasso starts the reconstruction based
on the following formulation:

minimize
∑
v∈V

(
Obs(v)−

∑
p∈P ′;v∈p

Exp(p)
)2

subject to Exp(p) ≥ 0 , p ∈ P∑
p∈P ′

Exp(p) ≤ λ

∑
p∈P ′;v∈p

Exp(p) ≥ δ , an exon v has mapped reads

∑
p∈P ′;j∈p

Exp(p) ≥ δ , a junction j has mapped reads

It uses quadratic function as the error estimator fexon for exonic regions. In the for-
mulation of LASSO technique, λ is used to control sparsity where smaller λ leads to fewer

4Isoform enumeration strategy is used to list all possible transcripts based on the splicing graph.
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expressed transcripts. Finally, IsoLasso uses a small positive number δ to ensure that all
expressed exons and junctions will be included in some reported transcripts.

2.3.4 Aberrant Detection

Aberrant Detection: Given a set of RNA-Seq reads R, reference genome G, and gene anno-
tations M , detect the set of expressed aberrations in a tissue.

Aberrant detection focuses on transcript sequences which are different from normal splic-
ing results. The splicing mechanism concatenates multiple exonic sequences in a way con-
sistent with their relative order on genome. For aberrations, however, fusion transcripts can
break relative order by concatenating exons from multiple genes or multiple chromosomes,
and some aberrations (e.g., inversions and duplications) directly change the sequence con-
tents. It is difficult to detect these aberrations using identification or quantification strategies
mentioned earlier. In addition, these aberrations are believed to be potential drivers in many
specific tumor types or human diseases [145, 36, 83], and accurate detection of these events
is significant in studying these diseases.

Aberrant detection can be done in mapping-based approach or assembly-base approach.
In mapping-based approach, RNA-Seq reads are first mapped onto genome (with or without
gene annotations). Reads which cannot be mapped properly are believed to be signatures
of aberrations. Detection tools will use these reads to determine types and locations of
the aberrations. Tools based on this approach include most fusion detection tools such
as deFuse [84], TopHat-Fusion [61], FusionMap [43], FusionSeq [122], and SOAPfuse [55].
Assembly-based approach will first de novo assemble RNA-Seq reads into possible contigs.
Aberrant detection tools will predict events by mapping these contigs back to reference
genome. This is not fully independent from reference sequence, but this approach limits
biases from gene annotations in its contigs, and can potentially provide us more novel
events. These techniques include Barnacle [138] and Dissect [165].

2.4 Proteogenomics

Accurate transcriptome profiling results can be a powerful tool in cancer research once it
is combined with Whole Genome Sequencing (WGS) and proteomics data from the same
patient. In cancer research, it is important to understand the types of variations in differ-
ent genes that can be potential drivers of specific cancers. Given both WGS and RNA-Seq
data from the same patient, we can validate aberrations in transcribed regions. Once we
have RNA-Seq and proteomics data, we can provide proteome-level evidence for those aber-
rations and discover sources for novel proteins. Joint analysis of multiple omics data, or
proteogenomics approach, can therefore link genotypes to phenotypes and help us to better
understand cancer cells. Development of proteogenomics approaches in cancer studies can
be roughly divided into three stages.
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2.4.1 Initial Stage

In the first stage, the goal of proteogenomics studies was to examine feasibility of combin-
ing different omics data from the same patient. The study detected expressed known genes
and transcripts from RNA-Seq data, and used mass spectrometry data to verify if peptides
from these genes or transcripts are translated. Once a significant correlation between pep-
tide abundances and expressed levels for the corresponding transcripts was observed [104],
proteogenomics apparoach was considered as a valid strategy to study potential events for
specific species.

2.4.2 Species-Specific Database

In the second stage, mass spectrometry data was used to search against species-specific
databases for the following reasons.

Validation for Potential Genes or Transcripts. In online genome databases, es-
pecially Ensembl (http://ensembl.org), many genes and transcripts were included only
based on computational predictions. Mass spectormetry data was used to provide proteome
level evidence for these potential genes or transcripts in mouse [103], C. elegans [158], ze-
brafish [15] and even human [94, 128].

Discovery of Novel Proteins. An application in proteogenomics studies was to de-
tect novel proteins due to aberrations [39]. In this study, novel proteins were detected
by searching mass spectrometry data against a pre-build database which contain chimeric
transcripts from literature, mostly fusions. Evidence of translation for few aberrant tran-
scripts were found. This strategy was used later to construct ChiTaRS (http://chitars.

bioinfo.cnio.es), a database containing chimeric transcripts from literature for 6 different
species [37, 38]. By searching mass spectrometry data against ChiTaRS, more translated
aberrations were observed compared to prior study [39]. Without the the corresponding
RNA-Seq dataset, however, analysis through ChiTaRS cannot provide confident genomic
sources for novel proteins. These work motivated the third stage of proteogenomics studies:
proteogenomics analysis based on patient-specific database.

2.4.3 Patient-Specific Database

In the third stage, the focus of proteogenomics studies moved to analyzing RNA-Seq and
proteomics datasets from the same patient, or at least patients from the same group (e.g., the
same population, or the same tumor types). Clinical Proteomic Tumor Analysis Consortium
(CPTAC) plays a central role in this stage. CPTAC provides mass spectrometry proteomics
data for some patients previously sequenced by The Cancer Genome Atlas (TCGA), and
studies tumor-specific novel proteins and their genomic origins for multiple types of cancers.
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For example, a recent publication from CPTAC focused on identifying novel peptides in-
volving Single Amino Acid Variants (SAAVs) based on human colon and rectal cancer [170].
A later study [16] included novel peptides due to novel splice junctions and (a limited set of
user defined) Post-Translational Modifications (PTM) for breast cancer patients. Because
of the importance of phosphorylation in cellular activity and cancer treatment [112], this
strategy was further expanded to identify novel phosphorylation sites [90].

2.5 Conclusion

In this chapter we introduced basics of RNA-Seq, the standard approach for transcriptome
analysis. Applications of transcriptome analysis using RNA-Seq rely on accurate transcrip-
tome profiling: transcriptome identification, transcriptome quantification, and aberrant de-
tections. Methods for solving these problems can be classified as either assembly-based
approach or mapping-based approach. De novo transcriptome assembly does not depend on
reference genome or gene annotations, but its performance is affected by issues of uneven
coverage and expression levels. RNA-Seq mapping approaches provide more sensitive re-
sults than assembly-based ones. However, it comes with a caveat that transcriptome spliced
mapping is a challenging and difficult problem.

We also surveyed advantages and limitations of popular tools for transcriptome profiling.
There are sill issues which are not properly addressed in these fundamental problems:

• For transcriptome identification and reconstruction, most tools do not perform well in
novel isoforms and low abundance transcripts. Thus, algorithms incorporating much
information (e.g., multiple samples from the same populations, co-expression profiles
) can be used to improve performances regarding these cases.

• For transcriptome quantification, the most popular read-counting strategy cannot deal
with multi-mapping issues. A possible solution is to design algorithms which resolve
the mapping ambiguity by assigning single origin for these reads directly in SAM/BAM
files.

• For aberrant detections and proteogenomics studies, a better strategy to control false
positive rates is necessary for analyzing multiple omics data.
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Chapter 3

Transcriptome Reconstruction
Using Multiple RNA-Seq Datasets

As mentioned in subsection 2.2, current approaches to transcriptome reconstruction [42]
starts by either (i) de novo assembly of full-length transcripts, or (ii) mapping reads back
onto reference genome. De novo assembly-based strategy first tries to assemble novel tran-
scripts solely from RNA-Seq reads using de novo assemblers such as Trinity [45] and Trans-
ABySS [114]. The assembled transcripts are then mapped back to reference genome for dis-
covering novel splice junctions as well as isoforms provided the assembly quality is high. For
mapping-based methods, such as Scripture [46], Cufflinks [147], IsoLasso [75], and SLIDE
[73], RNA-Seq reads are first mapped onto the genome by splice-aware mappers ( STAR [26],
HISAT [60], TopHat [146], SpliceMap [7], MapSplice [153], and segemehl [51]). Although
the mapping-based method can incorporate information of genome sequences and even gene
annotations, their performance are still effected by many factors such as sequencing errors,
multiple mapping locations and short exons.

Currently available mapping-based methods for transcriptome reconstruction typically
focus on one of the following objectives: (i) sensitivity of identification, (ii) precision of
identification, or (iii) quantification accuracy. The objective of Scripture [46], for example,
is to optimize the sensitivity of identification. It focuses on reporting as many isoforms
expressed in a single sample as possible. Although such a strategy might help to identify
transcripts with low expression levels, it may also report many incorrect isoforms, especially
when a gene has many number of exons and complicated splicing events. Cufflinks [147]
focuses on the precision in identifying isoforms. Its goal is to find the minimum number of
isoforms that explain the mapping results. In other words, it aims to make sure that each
read is included in at least one reported isoform. Scripture and Cufflinks primarily aim to
detect expressed isoforms, but they also provide means to solve the isoform quantification
problem in a followup stage, which is based on maximum-likelihood estimation. Unlike
these two methods, IsoLasso [75] tries to solve isoform identification and quantification
simultaneously by considering the quantification errors in the formulation. More specifically,
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it tries to minize the differences between observed and estimated quantification errors using
a quadratic program formulation, and use the LASSO technique [141] to prevent overfitting.
This strategy helps to compromise between the quantification errors and sparsity.

The main difficulty of transcriptome reconstruction comes from detections of isoforms
which are novel (not contained in gene annotations) or low-abundant. Most available meth-
ods do not perform well in detecting these events. The similar issue is also of concern in
computational genomics, and in particular structural variations [53]. Rather than analyzing
each genome independently, however, joint analyzing multiple related samples have been
shown to improve the accuracy in detecting structural variants significantly [53]. In fact,
some recent studies [117] demonstrate that joint analysis of RNA-Seq data from multiple
samples can improve the estimation of expression levels. However, these studies either fo-
cus on quantification only [117], or solely provide consensus transcriptome [102] without
reporting transcriptomic profiles for each individual. Thus, it is very tempting to design
a computational method for detecting novel isoforms by jointly analyzing RNA-Seq data
from many related samples (eg. primary tumor v.s. metastasis v.s. normal samples from the
same patient, or samples from the same population).

In this chapter we introduce CLIIQ, a novel computational method for identification and
quantification of expressed isoforms from multiple samples in a population. Motivated by
ideas from compressed sensing literature, CLIIQ is based on an integer linear programming
formulation for identifying and quantifying "the most parsimonious" set of isoforms. We
show through simulations that, on a single sample, CLIIQ provides better results in isoform
identification and quantification to alternative popular tools. More importantly, CLIIQ has
an option to jointly analyze multiple samples, which significantly outperforms other tools
in both isoform identification and quantification.

CLIIQ is available at https://github.com/sfu-compbio/cliiq.

3.1 Methods

In this section, we introduce integer linear programming formulations for isoform detection
and quantification from one or more RNA-Seq data samples. In Section 3.1.1, we show how
to determine the number of isoform candidates from a given set of samples. In Section 3.1.2,
we introduce mathematical annotations for exon junctions and isoforms. Finally, in Section
3.1.3, we describe ILP formulations to model and solve the problem.

3.1.1 Enumerating Isoforms

One of the challenges for isoform identification problem is the large search space of potential
solutions. For a gene containingm exons, there are O(2m) possible isoforms and thus O(22m)
possible sets of isoforms which can, in theory, form a solution. In theory, the problem of
finding an optimal solution in a search space of O(22m) is NP-hard. In practice, however,
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we can reduce the number of possible isoforms (and hence the solution space) by simple
heuristics filtration techniques: an isoform will be only considered “expressed” if each of its
exons and exon-exon junctions “attracts” more than a user specified number of reads.

3.1.2 Annotations and Their Relations

From now on, we consider the problem of isoform identification and quantification for a
particular gene across many samples. We denote the number of samples as s, the number
of exons of a specific gene as m and the number of isoforms as t. Let E = {E1, E2, · · · , Em}
be the set of the exons (or exon segments) of the gene considered. A junction Ji,j (1 ≤ i <
j ≤ m) is defined as the concatenation of two exons (exon segments) Ei and Ej . We denote
by J = {Ji,j |(1 ≤ i < j ≤ m)} the set of junctions. Let I = {Ij |(1 ≤ j ≤ t)} stand for the
set of isoforms and let Seg(Ij) be the set of exons and junctions in the isoform Ij . For a
segment S (an exon or a junction), we denote its length as len(S). Finally we denote the
read length with L.

We now establish the relation between the expression level of the isoform Ij and the
number of reads mapped its exons and junctions. We denote by the variable El(Ij) the
estimated expression value of the isoform Ij in the lth sample. Intuitively, this value corre-
sponds to the average number of mapped reads per base. Dohm et al. [27] show that there
are biases in the number mapped reads among the positions of a segment: the starting and
ending positions receive much fewer mapped reads than the middle positions. We denote
the observed number of reads that passes through the “middle position” of a segment S in
the lth sample as Ol(S). Similarly, we denote by Nl(S), the estimated number of reads that
“pass through” the middle position of a segment S in lth sample. Ol(S) is estimated from
the experimental data while Nl(S) is estimated through the expression of the isoforms that
contain S.

Let f(S, Ij) (S ∈ Seg(Ij) ) be the number of starting locations of the mapped reads
that cover the middle position of S. In order to define f(S, Ij), let Pos(S, Ij) be the po-
sition of the middle point of the segment in the isoform Ij . Then we define Le(S, Ij) =
max(0, Pos(S, Ij)−L+1) as the leftmost starting position and Ri(S, Ij) = min(Pos(S, Ij)+
L− 1, len(Ij))− L+ 1 as the rightmost starting position of a mapped read that cover the
middle point of S in the isoform Ij . Now we can define f(S, Ij) as follows:

f(S, Ij)

=


Ri(S, Ij)− Le(S, Ij) + 1 if Le(S, Ij) = 0

or len(Ij) ≤ Pos(S, Ij) + L− 1

L− 1 otherwise.
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In short, f(S, Ij) is not equal to L− 1 when the mapping locations of the reads exceed the
left or right boundary of an isoform. Now, the estimated number of reads that cover the
middle of a segment S (Nl(S)) could be written as:

Nl(S) =
∑

{j|S∈Seg(Ij)}
f(S, Ij)× El(Ij)

3.1.3 An ILP Solution

Since we would like to minimize the number of isoforms while estimating their expression
values as close as possible to the observed ones, we will introduce a two-stage formulation.
We first determine the minimum number of expressed isoforms such that the estimated
expressions of segments are within a user defined fraction ε (0 < ε ≤ 1) of the observed
ones. There could be many feasible optimal solutions. Thus, in the second stage, we try to
minimize the difference between the observed and estimated expressions of the exons and
junctions among all these optimal solutions.

We will describe the constraints on the expressions of segments (exons, junctions) or
isoforms in the following subsections. We describe these constraints for each sample lth

(1 ≤ j ≤ s). Finally, we describe the objective function of the ILPs.

Constraints on Exon/Junction Expression Values.

We first estimate the total estimated number of reads that are mapped to exons given the
expression of the isoforms:

∑
{Ei∈E}

Nl(Ei)

Similarly, the total estimated number of reads that are mapped to junctions could be
calculated as follows:

∑
{Jik∈J}

Nl(Jik)

And we have the total observed numbers of reads that are mapped to exons and junc-
tions:

∑
{Ei∈E}Ol(Ei) and

∑
{Jik∈J}Ol(Jik). Now we enforce the ratio between the estimated

number of mapped reads and the observed number of mapped reads of the exons and junc-
tions should be within the interval [1− ε, 1 + ε]:

(1− ε)
∑
{Ei∈E}

Ol(Ei) ≤
∑
{Ei∈E}

Nl(Ei) ≤ (1 + ε)
∑
{Ei∈E}

Ol(Ei)

(1− ε)
∑

{Jik∈J}
Ol(Jik) ≤

∑
{Jik∈J}

Nl(Jik) ≤ (1 + ε)
∑

{Jik∈J}
Ol(Jik)
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Finally, we require that for each junction segment Jik, its estimated number of mapped
reads should be at least the minimum observed number of mapped reads to any junction.
We denote Low(J) as the minimum observed number of mapped reads to any junction and
Low(J) = min{Ol(Jik)|(1 ≤ i < k ≤ m)}. We enforce the following constraint for each
junction Jik ∈ J :

Nl(Jik) ≥ Low(J)

Constraints on Isoform Expression Values.

The following constraints ensure that the estimated expression of each isoform Ij is no
more than (1 + ε) factor of the upper bound on the isoform expression value, which, in the
ideal case, would be defined as the minimum expression value of the isoform’s exons and
junctions. As the minimum expression value of the exons and junctions of an isoform Ij

in this ideal case is min{Ol(S)/f(S, Ij)|S ∈ Seg(Ij)}, we have the following constraint for
each isoform Ij :

El(Ij) ≤ (1 + ε)×min{Ol(S)/f(S, Ij)|S ∈ Seg(Ij)}

In practice, to estimate the upper bound of the expression of an isoform, we may consider to
use the median (rather than the minimum) of expression values of its exons and junctions.

Let Iso(Ij) be the indicator variable denoting whether the isoform Ij is expressed in at
least one sample. Thus, Iso(Ij) = 1 if the isoform Ij is expressed in some sample; 0 otherwise.
Thus, the estimated expression El(Ij) of an isoform Ij from sample lth is bounded as below:

El(Ij) ≤ B × Iso(Ij)

where B is an upper bound on the expression levels of all the isoforms.

The Objective Functions

In the first stage, with the above constraints, we try to minimize the number of isoforms
which are expressed in at least one sample. Here, we give an example: suppose that we have
two samples and three isoforms. Sample 1 has expressed isoforms I1, I2 and sample 2 has
expressed isoforms I1 and I3. The number of isoforms expressed in at least one sample can
be determined to be 3 (I1, I2 and I3). As a result, the objective function in this stage is to
minimize

∑
{Ij∈I} Iso(Ij).

There could be many feasible optimal solutions by solving the ILP in the first stage.
In the second stage, we try to minimize the difference between the observed and estimated
expressions of the exons and junctions with the obtained number of expressed isoforms from
the first stage. Thus after obtaining the minimum number of isoformsM from the first stage,
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we add another constraint to the ILP as
∑
{Ij∈I} Iso(Ij) ≤M . Now we try to minimize the

absolute error between the observed number of reads and the estimated number of reads:

∑
1≤l≤s

∑
S∈E∪J

|Nl(S)−Ol(S)|

In order achieve this through ILP, for each absolute value |a above, we add the following
constraints to the ILP:

−e ≤ a ≤ e

0 ≤ e

and also add e in the objective function of the ILP.

3.2 Experimental Results

We evaluate the performance of CLIIQ based on simulated datasets, and compare results
between single sample and multiple sample formulations. We also provide isoform identifi-
cation and quantification results from two popular tools, namely Cuffilinks and IsoLasso,
for comparison purposes. In particular, we compare CLIIQ with Cufflinks version 1.3.0 and
IsoLasso version 2.5.2 with the following parameters.

• Cufflinks: we use default settings.

• IsoLasso: we set min-frac = 0.05 (the minimum fraction of reported isoforms should be
at least 0.05 in a sample), and minexp= 0.2 (the minimum expression level of isoforms)
to filter isoforms with low or even 0 expression level.

The ILP formulations for CLIIQ are solved by IBM ILOG CPLEX (version 12.2). We
monitor the simulation process and generate the corresponding mapping results such that
every read is mapped to exactly one location.

Simulated Data.

We use UCSC hg19 human gene annotations and known isoforms to generate 50-bp single-
end reads at coverage 30x. Based on the annotations, the simulator generates reads uni-
formly at random and randomly assigns expression levels to all isoforms such that the ratio
between maximum and minimum expression levels from all isoforms of a gene in single
sample is less than 10. Here we only consider perfect matching reads, and evaluate per-
formances of CLIIQ and other tools in this case. Note that we only focused on genes for
which the coordinates of the exons have no overlap with that of other genes’ exons. Our
simulations are based on all 770 genes from chromosomes 1, 2, 3 and 4, which satisfy the
above condition and contain two to ten isoforms. These genes have a total of 2151 known
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Cufflinks IsoLasso CLIIQ CLIIQ
(single sample) (multiple samples)

First Experiment 32 min 12 min 44 min 85 min
Second Experiment 20 min 7 min 34 min 104 min

Table 3.1: Execution time of various methods on isoform identification and quantification.

isoforms.(It is possible to extend CLIIQ formulation to genes with overlapping exons by
partitioning each chromosome to disjoint exonic regions; we leave the exploration of this
extension to a later study.)

Experiment Design.

We consider two different experiment designs for different samples in a population. For
each experiment, we assess the performance of CLIIQ in single sample and multiple sample
settings separately. We analyze whether the multiple sample formulation helps to improve
performances. In the first experiment, all known isoforms of a gene are expressed in every
sample in the population, but with different expression levels. In the second experiment,
for each gene we randomly select at most two isoforms such that these isoforms are only
expressed in some but not all samples. For example, suppose a gene has three known isoforms
I1, I2, and I3. In the first experiment, every sample has these 3 isoforms expressed. In the
second experiment, some samples only have I1 and I2 expressed, and others contain I1 and
I3. Although there is a common isoform I1 for the whole population, the isoforms I2 and
I3 are not expressed in all the samples. For both experiments, we generate five different
samples for each gene. We evaluate the performance of CLIIQ in these two experiments: (1)
single sample: we run CLIIQ to identify and quantify isoforms for each sample separately,
(2) multiple samples: we formulate all five samples in a population simultaneously.

Running time.

Since the formulation of CLIIQ is based on ILP, it is important to ensure that ILP programs
can be solve in reasonable time. We restrict the maximum running time for each ILP
program for each gene to 10 mins and there are only 6/914 genes that requires longer
running time. Below we report the execution time of all the methods on all the genes
selected from chromosome 1, 2, 3 and 4: As seen in the above table, both formulations of
CLIIQ on single or multiple samples still have reasonable running time even though it is
slower than other methods.

Isoform Identification.

We define precision, recall, and F-score values as follows. Suppose a method reports N
transcripts for a sample containing M transcripts. If there are totally C correctly identified
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0.1 0.15 0.2 0.25 0.3
ID Precision 0.8208 0.8325 0.8562 0.8440 0.8509
ID F-score 0.7993 0.8025 0.8021 0.7974 0.8011

Table 3.2: Performance of CLIIQ on isoform identification for test data with different ε
values

First Experiment Second Experiment
Cufflinks IsoLasso CLIIQ CLIIQ Cufflinks IsoLasso CLIIQ CLIIQ

(Single (Multiple (Single (Multiple
Sample ) Samples) Sample) Samples)

Precision 0.8011 0.7587 0.8351 0.8831 0.8233 0.7825 0.8588 0.8571
Recall 0.6505 0.6739 0.7353 0.7836 0.7213 0.7381 0.8080 0.8788
F-Score 0.7180 0.7138 0.7820 0.8304 0.7690 0.7596 0.8327 0.8678

Table 3.3: Performance of various methods on isoform identification of ε=0.2.

isoforms, these three values can be calculated by

Precision = C

N

Recall = C

M

F-score = 2× Precision× Recall
Precision + Recall

By correct identification between a reported and an isoform derived from an experiment,
we mean (1) these two isoforms contain an identical set of exons, and (2) the same exon
between these two transcripts can differ at most 2 bases for the boundaries. The second
rule tries to eliminate the biases for the first and last exons for an isoform.

Since the performance of CLIIQ relies on a user defined error threshold ε, we determine
the value for our experiments by running different ε of CLIIQ in randomly selected 100
genes. Based on Table 3.2, although ε=0.15 can provide best available F-score, we select ε
= 0.2 which achieves highest precision and the second highest F-score.

The isoform identification results of Cufflinks, IsoLasso, CLIIQ with single sample and
multiple samples in two different experiments are shown in Table 3.3.

In single sample formulation, CLIIQ can achieve slightly better identification results
than Cufflinks and IsoLasso, and CLIIQ with multiple samples provides more than 10%
improvements. More specifically, multiple sample formulation of CLIIQ has similar pre-
cision with single sample CLIIQ, but has higher recall rate. It shows that by combining
multiple samples, we can retrieve the isoforms effectively. Note that the above results are
based on perfect mapping location. For real mapping results using TopHat, multiple sample
formulation of CLIIQ also outperforms Cufflinks and IsoLasso as in subsection 3.3.
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Figure 3.1: The F-score of isoform identification of the first experiment(left) and the second
experiment(right) with respect to isoform number in a gene.

First Experiment Second Experiment
Cufflinks IsoLasso CLIIQ CLIIQ Cufflinks IsoLasso CLIIQ CLIIQ

(Single (Multiple (Single (Multiple
Sample ) Samples) Sample) Samples)

Precision 0.3410 0.4152 0.5810 0.6172 0.4100 0.5697 0.6846 0.6832
Recall 0.2769 0.3688 0.5115 0.5476 0.3592 0.5373 0.4440 0.7004
F-Score 0.3056 0.3907 0.5440 0.5803 0.3829 0.5530 0.6637 0.6917

Table 3.4: Performance of various methods on isoform identification and quantification with
error 0.1.

We analyze the performance of isoform identification with respect to the number of
expressed isoforms in a gene as in Figure 3.1. Higher number of expressed isoforms is the
result of multiple and complicated alternative splicing events. Thus, it is more challenging
in identifying and quantifying these expressed isoforms. From Figure 3.1, although the
performances of all the methods decrease as the number of expressed isoform grows, multiple
sample formulation of CLIIQ still outperforms other tools.

Isoform Quantification.

We follow the definition of precision, recall, and F-score for isoform identification, but
we adjust the definition of correct isoforms as follows. A reported isoform is considered
as a correctly quantified one if (1) this is a correct identification, and (2) the relative
quantification error δ should be less than a threshold. Suppose a reported set of isoforms
contains I1 with expression level 10 and I2 with 15, and the true answer is I1, I2 with
expression levels 12, 10 respectively. With the error threshold δ=0.2, we only consider
I1 as a correct quantification ( |12−10|

10 ≤ 0.2). I2 is an incorrect quantification ( |15−10|
15 >

0.2). Table 3.3 show the performance of various methods on isoform identification and
quantification. Here we report RPKM values as the abundance estimation results.
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Figure 3.2: The F-score of isoform quantification results (with respect to all reported iso-
forms) of the first experiment(left) and the second experiment(right) with respect to differ-
ent error tolerances.

From Table 3.4, we find that in both experiment settings, the quantification perfor-
mances of single sample CLIIQ are better than Cufflinks and IsoLasso in most metrics
given relative quantification error threshold δ= 0.1. Once we combine multiple samples
from a population, we can enhance the performance of CLIIQ further, especially for the
first experiment in which all samples contain an identical set of expressed isoforms. We also
perform the same experiment using real mapping results of TopHat and report in subsec-
tion 3.3. And the performance of multiple sample formulation of CLIIQ is better than ones
of Cufflinks and IsoLasso.

In Figure 2, we show the performance of isoform quantification of all the methods when
δ ranges from 0.1 to 0.5. From Figure 2, we find that the curve of CLIIQ and IsoLasso
become smooth since δ = 0.2, but Cufflinks has significant improvement when we increase
δ. It shows that CLIIQ and IsoLasso provide more accurate estimation values by considering
identification and quantification factors simultaneously.

3.3 Comparisons Based on TopHat Mappings

In previous experiment we assume that all reads can be uniquely mapped to the correct
location. In other words, even a read is split into several parts due to junctions, we still
provide information in the mapping results such that all methods do not have to handle
with problems of ambiguous or disgarded reads. However, in real datasets we may have
several problems with split reads: such reads might be missed due to short anchor size, or
possess multiple locations of mapping since different exons have similar prefixes/suffixes.
These issues, which come from the difficulty of splice junction mapping, will decrease the
performance of CLIIQ. To reflect these problems of splice mapping, we use the mapping
results generated by TopHat (Version 1.4.1), instead of the perfect mapping results used
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0.3 0.35 0.4 0.5 0.6
ID Precision 0.5758 0.5777 0.5799 0.6001 0.5990
ID F-score 0.6294 0.6285 0.6287 0.6451 0.6419

Table 3.5: Performance of CLIIQ on isoform identification for test data with different ε
values for real mapping results.

First Experiment Second Experiment
Cufflinks IsoLasso CLIIQ CLIIQ Cufflinks IsoLasso CLIIQ CLIIQ

(Single (Multiple (Single (Multiple
Sample ) Samples) Sample) Samples)

Precision 0.7630 0.6282 0.7331 0.7929 0.7759 0.6203 0.7779 0.7818
Recall 0.6348 0.5903 0.6309 0.6995 0.6996 0.6394 0.7209 0.7642
F-Score 0.6930 0.6087 0.6782 0.7433 0.7358 0.6297 0.7483 0.7729

Table 3.6: Performance of various methods on isoform identification of ε=0.5 based on
mapping results of TopHat.

before, and provide the performances of all the methods below. As described in text, we
select the error tolerance, ε, by running the CLIIQ on 100 randomly selected genes with
different ε values and select the ε value which has the highest precision and F-score. Table 3.5
provides the F-score and precision for different values of ε of CLIIQ. We select 0.5 for the
remained experiments as CLIIQ has the best F-score and precision.

We first consider the performance of isoform identification given mapping results of
TopHat. We provide precision, recall, and F-score of isoform identification in Table 3.6. In
both experiments, single sample formulation of CLIIQ basically achieves comparable results
to Cufflinks, and better than IsoLasso. Multiple sample formulation of CLIIQ provides
better results than Cufflinks.

For isoform quantification, single sample and multiple sample formulation of CLIIQ
perform better than other tools in the first experiement. For the second experiment, CLIIQ
performs better than Cufflinks, but similar to IsoLasso.

First Experiment Second Experiment
Cufflinks IsoLasso CLIIQ CLIIQ Cufflinks IsoLasso CLIIQ CLIIQ

(Single (Multiple (Single (Multiple
Sample ) Samples) Sample) Samples)

Precision 0.3139 0.3221 0.3672 0.3935 0.3530 0.4371 0.4460 0.4537
Recall 0.2611 0.3026 0.3160 0.3472 0.3182 0.4505 0.4318 0.4435
F-Score 0.2851 0.3121 0.3396 0.3689 0.3347 0.4437 0.4482 0.4485

Table 3.7: Performance of various methods on isoform identification and quantification with
error 0.1 based on mapping results of TopHat.
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Figure 3.3: The F-score of isoform identification of the first experiment(left) and the second
experiment(right) with respect to isoform number in a gene

We then examine the performance of different methods with respect to the number
of expressed isoforms in a sample. In Figure 3.3, we see that in both experiments, single
sample formulation of CLIIQ performs similar to Cufflinks. Moreover, as in perfect mapping
case, for samples with higher number of expressed isoforms, multiple formulation of CLIIQ
outperforms other tools.

3.4 Discussion

The improvement provided by CLIIQ can be attributed to two primary aspects. First, per-
forming identification and quantification simultaneously seems to help considerably. Second,
when the RNA-Seq data samples considered contain similar sets of isoforms, it is possible
to recover individual isoforms missed in an individually analyzed sample (due to coverage
issues, possibility of alternative solutions etc.) through the joint analysis of all samples. We
observed that, because of its own "brand" of maximum parsimony objective function, Cuf-
flinks typically reports fewer isoforms than those that are present in the data set. IsoLasso
on the other hand tends to generate several false positives CLIIQ provides a better F-score
than the alternative tools because it combines these two factors in a single objective func-
tion. Moreover, multiple sample formulation of CLIIQ targets to find the most parsimonious
set of isoforms for the entire sample set, and not just for one sample.
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Chapter 4

Resolution of RNA-Seq Mapping
Ambiguity

Owing to the presence of paralogs and homologous regions within a gene, RNA-Seq mappers
typically report a fraction of multireads, i.e. reads that map to multiple loci on a reference
genome. Based on TopHat mappings on the human reference genome, ∼10% of human
RNA-Seq reads are multireads. Similarly, more than 17% of mouse and 50% of some plant
RNA-Seq reads are multireads [71]. The presence of multireads complicates the downstream
analysis such as determining alternative splicing patterns, gene fusions and other variations.

The common practice for handling multireads is ignoring them in the downstream anal-
ysis. This leads to inaccurate estimation of the abundance of expressed transcripts [71, 101].
A simple approach for determining the exact genomic location of a multiread is ‘RESCUE’
[96]. Here, the initial gene expression values are calculated based on the unique reads that
map to them. Each multiread is then assigned to the gene with the fraction equal to the
ratio between the gene’s initial expression value and the total expression value of all genes
that the multiread maps to. A more complex approach based on expected maximization
(EM) [105] is designed to handle mapping ambiguity of a read to two or more homologous
genes—for the purpose of determining the expression value of each of these genes and not
to determine or quantify isoforms. Finally, RSEM [71, 70], IsoEM [101] and iReckon [92]
are EM methods based on statistical generative models for sequencing processes to resolve
mapping ambiguity.

Many of the above approaches are designed specially for estimating expression values
of known/annotated isoforms. Their performance is highly dependent on the completeness
of the isoform database in use. Furthermore, they cannot handle alternative splicing events
such as novel exon skipping, alternative 5′ donor and 3′ acceptor sites, intron retention
and other structural differences such as insertions or deletions. Some recent computational
approaches, in particular IsoLasso [75], CLIIQ [78] and Cufflinks [147], can identify and
quantify unknown isoforms and certain types of transcriptomic variations. Unfortunately,
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neither IsoLasso nor CLIIQ takes into account multireads, and Cufflinks handles multireads
through a simple RESCUE-based approach.

In this chapter, we show how to resolve the multimapping ambiguity in the presence of
novel isoforms involving exon skipping, intron retention and small indels towards accurate
downstream analysis. To be mathematically precise, we introduce the notion of a partial
transcript—a substring of a potential transcript product of a gene, which satisfies certain
conditions (a formal definition is provided in the next section).

The objective of our multiread resolution approach, ORMAN [23] (Optimal Resolution
of Multimapping Ambiguity of RNA-Seq Reads), is (i) to compute the minimum number
of partial transcripts that cover all the multireads and (ii) to assign each multiread to
one of these partial transcripts such that each partial transcript is covered according to
the estimated local distribution. We achieve the first objective approximately through a
reduction to the standard set cover problem. We achieve the second objective through
an integer linear programming formulation, which we handle using available integer linear
program (ILP) solvers such as CPLEX, or through greedy heuristics we describe in this
chapter.

We evaluate ORMAN on both simulated and real human RNA-Seq datasets. For the
first experiment, we generate paired-end RNA-Seq reads from a random subset of tran-
scripts from the University of California, Santa Cruz (UCSC) database with the expression
distribution modelled after a real human dataset. On this simulated data, we show that the
performance of state-of-the-art methods for identifying and quantifying transcripts such as
CLIIQ, Cufflinks and IsoLasso is typically improved through the use of our multiread reso-
lution approach. Notably, when combined with IsoLasso or CLIIQ, ORMAN gives the most
accurate and comprehensive novel isoform detection and quantification pipeline available.

To evaluate ORMAN in a more ‘real world’ setting, we also design an experiment using
real RNA-Seq data from a cancer patient [67]. For this experiment, we implant artificial
genomic repeats into several genes and compare the performance of ORMAN with that
of RESCUE in resolving the multireads mapping to these regions. We show that on this
dataset, the multiread assignment by ORMAN approximates the original distributions quite
well with a maximum relative error of ≤0.3.

ORMAN is available at https://github.com/sfu-compbio/orman.

4.1 METHODS

Online databases such as the UCSC browser provide known transcripts from specific gene
regions. Let T = {T1, T2, ..., Tp} be the set of known transcripts from a gene region GR.
Each transcript Ti is a string that can be partitioned into ‘exonic segments’ E(Ti) =
{E1, E2, . . . , E|E(Ti)|}. We define the ‘gene model’ GM implied by the set of transcripts
T as an ordered set of alternating substrings of the gene region called canonical exons and
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canonical introns. Each exonic segment is a maximal substring of a canonical exon, which
is either completely present in a transcript or excluded by that transcript. We refer the
readers to Figure 4.1 for an illustration of a gene model derived from known transcripts.

Gene Model

Known 

Transcripts

Canonical Exons

Novel Transcript

with Indels

Novel Transcript

Figure 4.1: A gene model, known transcripts (KT) of the gene model, a novel transcript
(NT) derived from known transcripts and a novel transcripts with indels (NTID). Note that
the latter may also be derived from known transcripts

Given a read R mapping to a gene region GR, the partial transcript PT supported by
R is the shortest substring of the gene model that completely covers R, which starts and
ends with an exonic segment (or a canonical intron in the case of intron retention). If there
is a small insertion or deletion (our method limits the size of each indel to 15 nt) between
the read and the reference sequence, we introduce a modified partial transcript with the
corresponding indel. Figure 4.2 illustrates several examples of partial transcripts derived
from read mappings to a gene model.

e1                 e2 e3     e4     e5 e6 e7                e8                      e9 e10               e11     

r3r1 r5r4r2

Figure 4.2: Example reads mapping to the gene model of Figure 1. The partial transcripts
derived from these reads are as follows: r1:{e1,e2}; r2:{e2,e3,e4}; r3:{e5,e6,e7}; r4:{e8ins,e9}
and r5:{e9,e11}. Above, e8ins denotes exon 8 with the implied insertion

4.1.1 Combinatorial optimization formulation

The set of partial transcripts present in a sample can be derived from the mappings of RNA-
Seq reads to a reference genome with the supply of transcript annotation or to a reference
transcriptome. Depending on the given mapping to the reference genome or transcriptome,
our objective is to assign each multiread to a single locus on the genome or a transcript.
We also need to determine the partial transcript that the multiread should map to. This
is done in two phases. In the first phase, we are interested in the minimum number of
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partial transcripts that could cover all the (multi)reads. In the second phase, we try to
distribute the (multi)reads to the set of partial transcripts from the first phase such that
the distribution of mappings for each partial transcript follows the most likely distribution.

First phase

Let C = {PT1, PT2, .., PTp} be the collection of all the partial transcripts derived from
mapping results. We also denote by PTi (1 ≤ i ≤ p) the set of all reads that support
the same partial transcript PTi. In addition, each PTi is assigned a positive weight that
is proportional to the number of splicing events, i.e. exon skipping and intron retention
events with respect to the known transcript it is associated with. For the partial transcripts
without any variations with respect to their associated known transcripts, the weight is 1.
Each variation adds a user-defined fixed value to this weight. Our default weight contribution
of exon skipping is 100 and of indel is 10000. Indel events have high weight due to their
significantly low relative frequency [57]. Note that, in the case of paired-end reads, each end
of a fragment may be assigned to a different partial transcript. In that case, we assign such
a pair to the partial transcript formed by taking the union of the exons from the partial
transcripts on both ends. The weight of this new partial transcript PTi is assigned as the
sum of the weights of the two partial transcripts it is composed of. We aim to determine
the minimum-weighted set of partial transcripts that can cover all the reads. This problem
can be defined as an instance of the minimum-weighted set cover problem, where sets
are represented by the partial transcripts, and reads represent set elements. Because the
minimum-weighted set cover problem is NP-Hard, we use the standard greedy algorithm
which provides a logarithmic factor approximation guarantee [20] to solve this problem and
obtain the set of partial transcripts used for the smoothing step.

Second phase

First, we give the formulation of the problem in this phase in terms of an ILP below. We
then show the computational complexity of the problem. Finally, we show how to solve the
problem in practice.

Let C ′ = {PT1, PT2, .., PTp′} be a set of partial transcripts returned from the first
phase. For the partial transcript PTj ∈ C ′, we aim to distribute multireads across the
partial transcript such that the coverage function of the reads in each partial transcript
resembles the most likely distribution. In the case of paired-end reads, we use both ends for
the coverage determination. For a read R, let SPT (R) be the set of partial transcripts that
R could map to.

Now let lenR be the read length and len(PTj) be the length of the partial transcript
PTj . Let Rij (1 ≤ i ≤ |R| and 1 ≤ j ≤ |SPT (Ri)|) be indicator variable, where Rij = 1
means that we assign Ri to the partial transcript PTj ; otherwise Rij = 0. We enforce that
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Figure 4.3: The read distribution of gene USP5 taken from a real RNA-Seq dataset (see
Section 4.2.2 for details). Although the overall sequence coverage varies significantly along
the gene, a small region often coincides well with its neighbourhood

Ri can only be assigned to one partial transcript:

∑
{j|P Tj∈SP T (Ri)}

Rij = 1 (4.1)

Let NRjk (1 ≤ j ≤ p′ and 1 ≤ k ≤ len(PTj)) be the number of reads that cover position
k in PTj . Let Multi(PTj , k) be the set of the multireads that cover the position k in PTj .
In similar manner, we define Unique(PTj , k) to be the number of reads that are uniquely
mapped and cover the position k in PTj . NRjk could be written as the summation of the
number of uniquely mapped reads and multireads that cover the location k:

NRjk = Unique(PTj , k) +
∑

{i|Ri∈Multi(P Tj ,k)}
Rij (4.2)

Let AVjk be the desired number of reads covering the position k in the partial transcript
PTj . Because we do not know the original distribution of the reads, we approximate AVjk

as follows. First, we find the multimapping regionMk of PTj which encompasses position k.
Next, we calculate the average coverage in the left and right neighbourhoods ofMk (the size
of each neighbourhood is set to h× lenR base pairs, where h is a user-defined parameter).
We use the calculated average values as defining points for a line l, which approximates the
desired function AV . Then, AVjk is calculated as a value on the line l at the position k.
The rationale of this approach lies in the observation that coverage level of a small region is
often similar to the level of the immediately neighbouring regions, even when the coverage
varies significantly along the entire gene (see Figure 4.3).

Let dj ≥ 0 denote the maximum difference between the desired number of reads AVjk per
position of partial transcript PTj and the observed number of reads NRjk at any position
k. We enforce the following constraints:

− dj ≤ AVjk −NRjk ≤ dj (4.3)
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Our objective is to minimize the total difference:

∑
1≤j≤p′

dj (4.4)

The problem of smoothing of the distribution of reads along partial transcripts, named
SMOOTH, is provably hard. In addition, it is unlikely to have a constant factor approxi-
mation algorithm for the SMOOTH problem. The proofs are described below.

NP-completeness of SMOOTH problem We introduce the l-SMOOTH decision
problem which asks whether one could distribute reads to partial transcripts such that the
value of the objective function is less than or equal to l. We prove that the l-SMOOTH
decision problem is NP-Complete by a reduction from the decision problem whether an r-
uniform hypergraph (r ≥ 3) contains a perfect matching, which is known to be NP-Complete
[58, ].

A hypergraph H is an ordered pair H = (V,E) where V is the set of vertices and E

is a collection of distinct non-empty subsets of V . A hypergraph is r-uniform if every edge
contains exactly r vertices. A subset M ⊂ E is a matching if for any two distinct edges
e1, e2 ∈ M it implies e1 ∩ e2 = ∅. A matching M is called perfect if the union of all the
edges in M is V .

Theorem 1. The 0-SMOOTH decision problem is NP-Complete.

Proof. The 0-SMOOTH decision problem clearly belongs to NP. Now we only need to
provide a mapping from an instance of perfect matching in r-uniform hypergraph (r ≥ 3)
to an instance of the 0-SMOOTH decision problem. Given an r-uniform hypergraph H =
(V,E) (r ≥ 3), we are asked whether H has a perfect matching. We build an instance of
0-SMOOTH decision problem as follows. The set of reads is R = {R1, R2, ..., R|V |} of size 1,
and the set of partial transcripts is C ′ = {PT1, PT2, ..., PT|E|}. Vertex vi in H corresponds
to read Ri (1 ≤ i ≤ |V |) and similarly edge ej in H corresponds to partial transcript PTj

(1 ≤ j ≤ |E|). We say that each partial transcript has exactly r positions, at which there is
at least one read mapping. For each edge ej , let {v1

j , v
2
j , ..., v

r
j} be the set of vertices of ej , and

{R1
j , R

2
j , ..., R

r
j} be the corresponding set of reads. We set Reads(PTj , k) = {R1

j , R
2
j , ..., R

r
j}.

Since H is r-uniform, ej contains exactly r vertices, which means that corresponding
PTj has exactly one read at each position. Suppose that we have a perfect matching in the
instance H = (V,E). This implies that AVjk − NRjk = 0 for all 1 ≤ k ≤ r, 1 ≤ j ≤ |V |,
where we took AVjk = 1 in every point.

On the other side, if ∀k, j : AVjk −NRjk = 0, then the partial transcript PTj contains
exactly r reads and all reads are covered, which implies that we have a perfect matching of
the hypergraph H.

Thus the 0-SMOOTH decision problem is NP-Complete.
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It is unlikely that a constant factor approximation algorithm for the SMOOTH problem
exists, because if there were such approximation algorithm with polynomial running time for
the SMOOTH problem, then it could be used for solving the 0-SMOOTH decision problem.
Thus we obtain the following corollary.

Corollary 1. There is no k-approximation (k ≥ 1) algorithm for the SMOOTH problem
unless P=NP.

Practical implementation

The ILP formulation of ORMAN is solved by IBM ILOG CPLEX. In practice, the running
time of the proposed ILP depends on the number of integer and non-integer variables
and the number of constraints. The number of integer variables of the provided ILP is
proportional to the number of mappings of multireads which can be in the order of millions.
Here we propose a strategy to decompose the original problem into smaller subproblems
such that the solution of each smaller one is independent from each other. We create a
graph GP T = (VP T , EP T ) among the partial transcripts returned from the first phase,
i.e. VP T = C ′. There is an edge between two partial transcripts if there is a multiread r

mapping to both of them. It is easy to see that the solution of the ILP corresponding to each
connected component in GP T is independent from the solutions of other components. Thus,
we can obtain the solution for each component separately using CPLEX. There may still
exist some components that could not be solved using CPLEX. In these cases, we propose a
heuristic strategy to assign RNA-Seq reads: for each partial transcript in such components,
we first calculate on average how many reads would start at a location across the whole
partial transcript. If the number of reads starting at a specific location p is higher than the
average value, we randomly locate one such read to its alternative mapping location p′, as
long as p′ would not become the location with most reads starting at it in each relevant
partial transcripts containing p′. We will continue this greedy procedure until we can not
relocate any reads, or until we reach a pre-defined iteration limit for the current component.
The strategy can be mathematically described as follows.

Let C be a set of partial transcripts. Define a SP T (p) as a number of reads that start
at the position p in a partial transcript PT . Let

ASP T =
∑

p∈{1...length(P T )}

SP T (p)
length(PT )

. We call the Smooth procedure for the set of transcripts C, and we limit the number of
iterations by a threshold variable as shown in the following pseudocode:
Smooth(C, threshold)
while i < threshold:

1. set updated = false
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2. for each partial transcript PT ∈ C:
(a) p = argmaxp∈{1...length(P T )}{SP T (p) | SP T (p) > max{ASP T , 0}}
(b) while SP T (p) > max{ASP T , 0}:

i. select read r from set of reads that start at position p in PT
ii. if there exists partial transcript PT ′ such that r belongs to PT ′ at

position p′ and SP T ′(p′) < maxpi∈{1...length(P T )}{SP T ′(pi)}:
A. assign read r from PT to PT ′

B. update SP T (p), SP T ′(p′)
C. update AS(PT ), AS(PT ′)
D. set update = true

3. break if updated is false
4. set i = i+ 1

4.2 Experimental Results

We evaluate the performance of ORMAN on both simulated and real datasets. On both
types of data, we show that ORMAN resolves mapping ambiguity of multireads accurately
and improves the performance of the leading transcript identification and quantification
tools.

4.2.1 Transcript identification and expression quantification in simulated
data

First, we focus on quantifying how much ORMAN improves downstream analysis tools. We
compare the performance of the leading transcript identification and quantification tools by
(i) first running each tool without any pre- or postprocessing (ORIGINAL), and (ii) then
running each tool after preprocessing the mappings by ORMAN.

Because there are no real world benchmark datasets that provide comprehensive and
accurate information on all transcripts and their abundance levels validated by wetlab tech-
niques, we use simulation data for this evaluation. Even though the MAQC project [129]
used RNA-Seq technologies to quantify the expression of a limited number of genes, a sig-
nificant number of these genes have a single isoform and have unique sequence composition
[71].

Simulation data

We generated RNA-Seq reads of human transcripts with expression distribution similar to
one derived from a real dataset from the GEO database (accession number GSM759513).
This dataset comprises paired-end 50-bp RNA-Seq reads of a prostate tissue from Illumina
Human BodyMap 2.0 project [127]. The reference transcriptome has 76969 transcripts based
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on the UCSC database. We used TopHat version 2.0.7—with the number of mismatches at
most 2—to obtain the mappings of the RNA-Seq reads to the reference sequence (version
hg19). We ran IsoEM to quantify the expression profile of the UCSC reference transcriptome
and determined that 39388 of them are highly expressed.

For the simulations, we assigned one random transcript out of all 76969 transcripts
to each one of the expressed transcripts of the prostate dataset. These randomly assigned
transcripts represented the expression of 17956 genes. We then set the expression value
of each random transcript to that of the prostate dataset transcript it is associated with.
We finally selected 10% of this randomly selected set of the simulated transcripts for the
production of novel transcripts; for each such transcript, we randomly skip an exon.

To ensure this transcript is novel, we check whether it is highly similar to other known
transcripts. We consider a novel transcript to be highly similar to a known transcript if
they have the same number of exons and their percentage sequence similarity is >90%. The
novel transcript is then assigned the same abundance level as the original transcript.

We generated 80 million paired-end RNA-Seq reads of 75-bp length from the chosen
transcripts. The fragment length is determined based on the normal distribution with a
mean of 250 bp and a standard deviation of 25 bp. Each transcript received a number of
reads proportional to its predetermined expression level, and each read was picked uniformly
at random over all possible starting positions of the transcript. We then randomly introduced
sequencing errors in the generated reads according to sequencing error model described in
[27]. This model places the majority of mismatch errors towards the 3′-end of the reads.
The error percentage per base was set to be 1%. We used TopHat with the above settings
to map the generated reads to the reference genome. Approximately 4% of the generated
reads had multiple mapping loci.

Performance evaluation

Our performance evaluation is based on three tools: Cufflinks (version 2.0.2), IsoLasso (ver-
sion 2.6.0) and CLIIQ (version 0.1.0.2). Cufflinks uses a modified rescue strategy to resolve
multireads, whereas the latter two are not capable of resolving multimappings. We run
CLIIQ in both its standard mode, where it selects the minimum possible number of iso-
forms, which minimizes quantification errors, and preference mode, where it prefers known
isoforms when there are multiple candidate solutions (abbreviated as CLIIQ_pref below).
To measure the relative performance of these tools, we provided the complete UCSC gene
annotations and disallowed any novel splice sites while allowing novel exon skipping and
intron retention events.

The expression values of transcripts are measured in fragments per kilobase per million
mapped reads. For each transcript, we define the ‘relative quantification error’ produced
by a given tool as follows. (i) If the known expression value of the transcript is e and the
expression value of the transcript reported by the tool is ê, then the relative quantification
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error is |e−ê|/e. (ii) If the tool reports a transcript that is not among the simulated expressed
transcripts, the relative quantification error is +∞. (iii) If the tool misses a known expressed
transcript, the relative quantification error is 1. Following [71, 101], we first investigate the
proportion of transcripts whose relative quantification error is above a threshold.

Cufflinks2 IsoLasso CLIIQ CLIIQ_pref
ORIGINAL 1043 1292 1513 1325
ORMAN 1055 1308 1533 1334

Table 4.1: Number of novel isoforms correctly identified by each tool with and without
ORMAN.

For each tool, we also compare how ORMAN affects its performance on detecting novel
isoforms. The novel isoforms in our simulation generate reads that are incompatible to any
known gene annotations. For existing mapping ambiguity resolving tools that require the
full list of known transcripts, these reads might be discarded; hence, novel isoforms with
multireads may not be detected. On the other hand, ORMAN allows such reads to be used
in the solution. In our experiments, all three tools detect more novel isoforms based on
ORMAN mappings as can be seen from Table 4.1.

In Figure 4.4, we see that ORMAN improves the performance of IsoLasso and CLIIQ
significantly in both modes, which, in comparison with Cufflinks, return fewer incorrectly
quantified isoforms for smaller error thresholds. Overall, Figure 4.4 demonstrates that the
combination of ORMAN and CLIIQ_pref provides the best results.

We also report the performance of tools on genes that produce a high proportion of
multimapping reads separately. Here, we focus on 3784 genes (expressing 7275 transcripts)
to which TopHat mapped reads have the top 20% highest mapping multiplicity (see later).

Figure 4.5 shows the proportion of transcripts whose relative quantification error is
above a threshold on this subset. As before, ORMAN improves the performance of IsoLasso
and CLIIQ significantly in both modes, which are better compared with that of Cufflinks.

Next we consider the performance of each tool in novel isoform detection for those
genes that produce multimapping reads. First, we sort all expressed genes according to
their mapping multiplicity (i.e. the proportion of the reads that can be mapped to such a
gene, which can also be mapped to other genes). Then for genes ranked in the top 10, 20,
30, 40 and 50%, we examine how each tool performs in detecting novel isoforms. Figure 4.5
demonstrates that, in the case of novel isoforms, all tools benefit from ORMANmappings. In
addition, for those genes whose multiplicity is in top 10% in the sample, ORMAN performs
particularly well.

4.2.2 Multimapping resolution in real RNA-Seq data

It has been known that real RNA-Seq experiments often suffer from various biases resulting
in a rather non-uniform coverage across a gene model [113, 161]. Unfortunately, modelling
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of such complex biases in simulations would be cumbersome. To overcome this problem,
we design a controlled experiment with real RNA-Seq reads. For this experiment, we use a
previously published RNA-Seq dataset with 51-bp Illumina paired-end reads sampled from
a human prostate cancer patient [67]. On this dataset, we introduce artificial repeats in 10
genes based on sequences of other genes. By modifying the sequences of the original reads
mapping to the artificial repeats, yet keeping everything else intact, we essentially create a
multimapping dataset for which the true coverage distribution is known. We then evaluate
ORMAN’s performance in resolving these multireads.

The following section explains the experimental setup in detail. In the next section, we
elaborate on the experiment results.

Experimental setup

First, we map the reads using TopHat (version 1.3.2) to the reference sequence (hg19) and
Ensembl annotations (GRCh37.62). Next, we randomly select 10 ‘decoy’ genes according to
the following rules:

1. The gene is annotated to have a single transcript based on the Ensembl annotations.

2. The total gene length (i.e. the sum of all canonical exons) is at least 2000 bp.

3. The gene is sufficiently expressed in the sample, having an average coverage >100.

4. The gene is uniquely mappable (i.e. there are no multireads mapping to the gene
model).

Similarly, we randomly select 10 ‘replacement’ genes according to the rules 2, 3 and 4
above. Within each replacement gene, we select a 400-bp region to serve as an artificial
repeat. This 400-bp sequence is then used to replace the sequence of a region of the same
length in the decoy gene. In other words, in each decoy gene, we create an artificial repeat
for which the sequence is taken from a randomly chosen replacement gene. The selected
genes and the repeat regions are given in Table 4.2.

In the next step, we identify the reads mapping to the coordinates coinciding with
the artificial repeat region in each decoy gene. The sequences of these reads are changed
according to the new sequence of the decoy gene. All other reads are kept the same. The
entire set of reads is then mapped to the new genome reference and the original Ensembl
annotations using TopHat with the same parameters.

Evaluation

In this experiment, we compare ORMAN with the modified version of RESCUE as used
in Cufflinks [96, 147]. This modified version calculates the initial gene/transcript abun-
dances first by equally distributing the multireads to each gene they map to. In the second
phase, each multiread is distributed in proportion to the relative abundance of each gene
as computed in the first phase.
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Figure 4.6 shows the relative error of coverage in the artificial repeat regions after
resolution with ORMAN and RESCUE. This measure is calculated as:

|coriginal − corman|
ctophat

(4.5)

where coriginal, ctophat and corman are the original coverage, raw coverage after the second
TopHat mappings and coverage after multiread resolution with ORMAN respectively. The
relative error for RESCUE is defined similarly.

On genes APPBP2, CD164, PPM1H, RCOR1, RYBP, SERPINB6, SSR2, TXNDC16,
UQCRC2 and ZBTB42, we see that ORMAN produces lower error values than RESCUE,
whereas in the rest of the genes it produces a higher relative error. On the other hand, the
relative error of ORMAN never exceeds 0.3. Furthermore, a closer look on some of the genes
suggests that ORMAN is still able to reproduce the look of the original distribution quite
well despite the fact that RESCUE has a lower relative error. Figure 4.7 illustrates two
such genes. Note that although both genes have a high variation in coverage, the coverage
distribution in the repeat region is close to the original distribution after processing with
ORMAN.

4.3 Discussion

In this chapter, we introduce a combinatorial optimization formulation for resolving map-
ping ambiguity of RNA-Seq reads. Using a simulated RNA-Seq dataset on humans, we have
shown that ORMAN improves the performance of popular computational tools in transcript
identification and quantification, especially for genes with novel isoforms. Furthermore, our
experiments based on real RNA-Seq reads suggest that the localized approach of ORMAN
is able to approximate the original read distribution of the multimapping regions even in
genes with highly variable coverage. Although ORMAN’s performance was similar to that of
RESCUE in our small-scale experiment, we suspect that datasets that suffer from elevated
level of sequencing biases such as severe RNA degradation could benefit even more from
our approach.

48



0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

Overall Comparison

Relative Quantification Error

F
ra

c
ti

o
n

 o
f 

Is
o

fo
rm

 o
v

e
r 

E
rr

o
r 

T
h

re
s

h
o

ld

IsoLasso

IsoLasso+ORMAN

Cufflinks

Cufflinks+ORMAN

CLIIQ

CLIIQ+ORMAN

CLIIQ_pref

CLIIQ_pref+ORMAN

(a)

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

0.7

0.75

0.8

0.85

0.9

0.95

Overall Comparison for Genes Containing Novel Isoforms

Relative Quantification Error

F
ra

c
ti

o
n

 o
f 

Is
o

fo
rm

 o
v

e
r 

E
rr

o
r 

T
h

re
s

h
o

ld

IsoLasso

IsoLasso+ORMAN

Cufflinks

Cufflinks+ORMAN

CLIIQ

CLIIQ+ORMAN

CLIIQ_pref

CLIIQ_pref+ORMAN

(b)

Figure 4.4: Comparative performance of each tool and its enhanced version with ORMAN
measured as the proportion of transcripts whose relative quantification error is above a
threshold, as a function of the threshold. We show results of three tools (ORIGINAL) as
well as their ORMAN enhanced versions of (a) all 17956 expressed genes (left) and (b) 3148
genes containing novel transcripts (right)
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Figure 4.5: Comparative performance of each tool and its enhanced version with ORMAN
on selected genes that produce multireads, measured as the proportion of transcripts whose
relative quantification error is above a threshold, as a function of the threshold. We show
results of three tools (ORIGINAL) as well as their ORMAN enhanced versions for 3784
genes containing high ratio of multi-loci reads (left). We also examine the performance of
novel isoform detections for gene whose multiread ratio ranked as top 10%–50% in the whole
sample (right)
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Figure 4.6: The relative error of coverage in the repeat regions after multimapping resolution
by ORMAN and RESCUE in the decoy and replacement genes used in the experiments
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Figure 4.7: Coverage plots for two genes (left: ZBTB42, right: BCL2L2) before and after
processing with ORMAN compared with the original mappings. Top track (red) shows the
mappings in the unaltered dataset; middle track (blue) shows the TopHat mappings after
artificial repeats are introduced and the bottom track (green) shows the mappings after
multiread resolution with ORMAN. The boxes outlined with dashed orange lines depict the
artificial repeat region
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Chapter 5

Proteogenomics

Rapid advances in high throughput sequencing (HTS) and mass spectrometry (MS) tech-
nologies has enabled the acquisition of the genomic, transcriptomic and proteomic data from
the same tissue sample. The availability of three types of fundamental omics data provide
complementary views on the global molecular profile of a tissue under normal and disease
conditions [100]. Recently developed computational methods have aimed to integrate two
or three of these data types to address important biological questions, such as (i) correlat-
ing the abundances of transcription and translation products [104]; (ii) detecting peptides
associated with un-annotated genes or splice variants (in mouse [103], C. elegans [158], ze-
brafish [15] and human samples [94, 128]); (iii) characterizing chimeric proteins by search-
ing unidentified tandem mass spectrometry(MS/MS) data through the use of conventional
peptide identification algorithms applied to a pre-assembled database of “known” chimeric
transcripts from the literature [39].

In the past year or so, several studies have aimed to identify novel peptides matching
patient specific transcripts derived from RNA-Seq data. For example, Zhang et al. [170]
focused on identifying novel peptides involving Single Amino Acid Variants (SAAVs) in
colorectal cancer. A later study by Cesnik et al. [16] also considered novel splice junctions
and (a limited set of user defined) Post-Translational Modifications (PTM) in a number
of cell lines. Because of the importance of phosphorylation in cellular activity and cancer
treatment [112], this was further expanded to identify novel phosphorylation sites by Mertins
et al. [91], on the CPTAC breast cancer data set, which is the subject of our study. However,
none of these studies aimed to perform integrative analysis of transcribed and translated
genomic structural alterations such as fusions, inversions and duplications in tumor tissues.
Genomic structural variants (SVs) alter the sequence composition of associated ge-
nomic regions in a significant manner. Major SV types include (segmental) deletions, dupli-
cations (tandem or interspersed), inversions, translocations and transpositions. SVs observed
in exonic regions may lead to aberrant protein products. Many such SVs have been asso-
ciated with disease conditions and especially cancer. Common SVs associated with cancer
include deletions in tumor suppressors such as BRCA1/2 [33] in breast cancer, duplications
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in FMS-like tyrosine kinase (FLT3) gene in acute myeloid leukemia (AML) [99] and an
inversion causing cyclin D1 overexpression in parathyroid neoplasms [50].

A gene fusion occurs when exonic regions of two (or more) distinct genes are concate-
nated to form a new chimeric gene, as a result of a large scale SV. Gene fusions can disrupt
the normal function of one or both partners, for example by up-regulating an oncogene
(e.g. TMPRSS2-ERG) or generating a novel or truncated protein (e.g. BCR-ABL1 [36]).
They have been demonstrated to play important roles in the development of haematologi-
cal disorders, childhood sarcomas and in a variety of solid tumors. For example, ETS gene
fusions are present in 80% of malignancies of the male genital organs, and as a result these
fusions alone are associated with 16% of all cancer morbidity [93]. Others, including the
EML4-ALK fusion in non-small-cell lung cancer and the ETV6-NTRK3 fusion in human
secretory breast carcinoma occur in much lower frequency [142, 134]. The discovery of such
low-recurrence gene fusions may be of significant clinical benefit since they have potential
to be used as diagnostic biomarkers or as therapeutic targets - if they encode novel proteins
affecting cancer pathways [6, 149, 116].

There are a number of available computational tools for detecting structural variants,
each based one or more of the following general strategies. (1) Detection of variants using
discordantly mapping paired end reads, more specifically read mappings that either invert
one or both of the read ends, or change the expected distance between the read ends.
Tools using this approach include Breakdancer [34] and VariationHunter [52]. (2) Detection
of variants using split-read mappings - which partition a single end read into two and
map them independently to two distant loci - or soft-clipped read mappings - which map
only a prefix or suffix of a read. One example employing this approach is Socrates [124].
(3) Detection of variants using an assembly based approach. These tools map assembled
contigs for improved precision. Examples include Barnacle [138] and Dissect [165] (both
of which happen to be RNA-Seq analysis tools, but can also be used to analyze genomic
data). Additional tools employing a combination of these strategies include Pindel [164],
Delly [111], GASVPro [133] and HYDRA [110].

One of our focus in this chapter is microSVs (micro structural variants), i.e. events
involving genomic sequences shorter than a few hundred bps, especially in exonic regions,
since they are more likely to result in a translated protein. Available tools for SV discovery
typically fail to capture microSVs, or do so while producing many false positives, thus the
problem of robustly discovering microSVs remain open.

In contrast to microSVs, gene fusions can be inferred at a large scale by detecting
chimeric transcripts in RNA-Seq data [82]. Currently, there are two general computational
approaches to detect gene fusions. (i) The mapping-based approach (e.g. deFuse [84], Fusion-
Map [43], FusionSeq [122], ShortFuse [63], SOAPfuse [55], and TopHat-Fusion [61]) suggests
to first map RNA-Seq reads to the reference genome, and then discover fusion transcript
candidates by analyzing discordant mappings. More involved methods in this category in-
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clude nFuse [86] and Comrad [85], which incorporate WGS (Whole Genome Sequencing )
data for more accurate predictions and handling complex fusion patterns that involve three
or more genes. (ii) The assembly-based approach such as Barnacle [138] and Dissect [165],
on the other hand, suggests to first de novo assemble RNA-seq reads into longer contigs by
using available transcriptome assemblers (e.g., Trinity [45]), and only then map the assem-
bled contigs back to the reference genome, with the aim of reducing the potential errors
introduced by mapping short reads to the reference genome.
Our first contribution in this chapter is a novel algorithmic tool named MiStrVar (Micro
Structural Variant caller), which identifies microSV breakpoints at single-nucleotide reso-
lution by (1) identifying each one-end-anchor (OEA), i.e. a paired-end read where one end
maps to the reference genome and the other end cannot be mapped, (2) clustering OEAs
based on (i) mapping loci similarity and (ii) the possibility of assembling the unmappable
ends into a single contig, and (3) aligning the contig formed by unmappable ends with the
reference genome - in the vicinity of the mapped ends - simultaneously detecting puta-
tive inversions, duplications, indels or single nucleotide variants (SNVs) through a unified
dynamic programming formulation.

MiStrVar approach has several advantages over existing SV discovery tools. Firstly, MiS-
trVar analyzes many more reads than those considered by the tools using only split-reads or
soft clipped reads. Any mapped read which has a hamming distance to the reference greater
than four (as a default parameter, which can be user modified) is considered for assembly.
This allows for the discovery of inversions or duplications as short as 5bp and inversions
with palindromic sequences, improving sensitivity. Secondly, this approach is much less time
consuming than assembly based methods, since only the subset of unmappable reads are
assembled rather than the entire genome. Finally, MiStrVar uses a unified dynamic program-
ming formulation, superior to tools that identify each type of variant individually, especially
because these tools misinterpret certain variants, such as inversions, as a combination of
other variants. See Figure 5.1 for a detailed illustration.

Both fusions and microSVs may be independently observed in genomic, transcriptomic,
and proteomic data; however, the most impactful aberrations, especially in the context of
cancer, are the ones that can be observed in all levels in the same tissue simultaneously.
In such cases, integrative analysis of these three omics data types can provide independent
evidence for the presence and heritability of aberrations. For example, trans-splicing events,
which lead to chimeric transcripts, can only be observed in transcriptomic (but not in
genomic) data, and thus can be distinguished from fusion events with genomic breakpoints
through simultaneous analysis of genomic and transcriptomic data acquired from the same
sample.

The vast majority of large-scale studies of sequence aberrations are based on genomic
and transcriptomic data. Most proteogenomics research mainly focuses on detecting single
amino acid variants and studying protein abundances affected by single nucleotide variants
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Figure 5.1: Example to illustrate the advantage of a unified algorithm for detecting struc-
tural variants. (A) Optimal alignment of two sequences using the unified algorithm, in this
case a 27bp microinversion in SLC3A1 3’UTR. (B) Optimal Smith-Waterman alignment
of the same two sequences.(C) Cluster of dbSNP entries in the inverted region. Blue lines
are indels, red lines are single nucleotide polymorphisms and the grey line is a multiple
nucleotide polymorphism. Most, if not all, are incorrect.

[170, 2]. No available large-scale study has been conducted on the detection and validation
of aberrant proteins and their genomic and transcriptomic origins. As mentioned earlier,
expressed aberrant genome variants can have considerable functional influence on proteins,
and as such, they may affect molecular pathway activity or pathogenesis in disease, espe-
cially in cancer. Detection of aberrant protein variants provides new insights into diagnostic
marker identification and drug development (recurrent protein aberrations can imply po-
tential drug targets) and can help develop novel strategies for therapeutic intervention.

Proteomic technologies have enabled high throughput, sensitive and deep protein anal-
ysis for complex disease-associated samples, aiming at discovering potential disease protein
biomarkers [97, 44, 162], including low-abundant proteins or protein isoforms, or variants.
Moreover, proteomic analyses can provide complementary information to transcriptomic
and genomic analysis, as proteomic analyses are carried out by completely different tech-
nologies (i.e., mass spectrometry or MS) from DNA sequencing. Furthermore, advancement
in MS instrumentation has enabled proteomic analysis to achieve sensitivity on par with
RNA-seq in detecting low abundant events of gene expression in complex samples [170].
Therefore, integrating transcriptomic and proteomic data can improve both the sensitivity
and confidence in characterizing expressed aberrant variants in complex samples such as
tumor tissues.
Our second contribution in this chapter is ProTIE (ProTeogenomics Integration Engine),
the first computational framework that integrates high throughput genomic, transcriptomic
and proteomic data to identify translated structural aberrations, specifically gene fusions
and microSVs, in protein-coding genes. In particular, ProTIE takes sequence aberrations
from WGS and RNA-Seq data as its input and validates them on the mass-spectrometry
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based proteomics data, while ensuring that each such proteomic signature is unique to the
matching sequence aberration. By integrating multiple data sources simultaneously, ProTIE
is able to provide a strongly supported set of candidate aberrations from the highly sensitive
results of MiStrVar and deFuse. This is particularly helpful for selecting target events or
genes for clinical studies.
We ran our computational framework to detect all translated gene fusions in RNA-Seq (low
coverage 50bp paired-end) data in the complete set of 105 TCGA (The Cancer Genome
Atlas) breast cancer samples for which CPTAC (Clinical Proteomic Tumor Analysis Con-
sortium) mass spectrometry data have been released.1 These 105 samples include all four
of the most common intrinsic subtypes of breast cancer. Among them, 22 samples also
have matching WGS data, on which we used our framework to identify exonic microSVs.
This resulted in 206,255 fusions and 69,876 microSVs across the 105 samples. 2,215 of these
microSVs are also supported by transcriptomic (RNA-Seq) evidence.

All breakpoints from the predicted fusions and microSVs were then analyzed for identi-
fying supporting peptides from mass spectrometry data. This yielded 244 aberrant peptides
from 432 possible aberrations. More specifically, 169 novel peptides originate from 295 fusion
candidates (many of the fusions are recurrent and thus produce the same novel fusion pep-
tide) and 75 peptides originate from 137 potential microSVs; this is of particular note since
many of the genomic microSVs are recurrent, yet the ones that are translated are mostly
private. Note that a sequence aberration may give rise to more than one novel peptide in
case it results in a frameshift. See Table 5.1 for a summary of results. 2

5.1 Methods

Our computational framework (see Figure 5.2), is comprised of a number of algorithmic tools
that we developed for detecting transcriptomic and genomic aberrations, and searching for
expressed protein variants resulting from these aberrant sequences. Given a set of genomic
(WGS), transcriptomic (RNA-seq) and proteomic (Mass Spectrometry) data, each collected
from the tumor tissue of a patient, our pipeline detects translated sequence aberrations in
three major steps.

1. Each whole genome sequencing dataset is analyzed with MiStrVar, the microSV discov-
ery tool we introduce in this chapter, to identify microSVs occurring in protein-coding

1The primary goal of CPTAC is to characterize protein level expression differences for SNVs/SAAVs. Our
focus here is complementary to the goals of CPTAC.

2One interesting observation is that among the microSVs discovered, only 4 (specifically 1 microinver-
sions and 3 tandem microduplications) have supporting evidence at all omics levels. This implies that the
transcriptomic support for the remaining translated microSVs are too low to be detected, partially due to
low abundance of RNA-Seq data made available by TCGA on the breast cancer samples we analyzed. This
also suggests that with deeper coverage RNA-Seq data, ProTIE is likely to detect additional translated gene
fusions.
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Figure 5.2: Overview of the computational pipeline for identifying translated sequence aberrations.
Mass spectrometry data is used to validate fusions detected in the RNA-Seq data and microSVs
detected in the WGS data. For tumor samples with matching RNA-Seq and WGS data, our pipeline
provides the ability to detect transcribed microSVs and fusions with genomic origins as well. The
pipeline introduces MiStrVar, a tool for detecting microSVs from WGS data. It also features our
in house developed fusion discovery tool(s) deFuse (as well as nFuse/Comrad), as well as the MS-
GF+ mass spectroscopy search engine. The final step is the ProTIE (Proteogenomics integration
engine) for sequence and mass spectrometry data: After running deFuse and MiStrVar to respectively
identify fusions and microSVs, we generate each possible breakpoint peptide from the 6 distinct
reading frames associated with each of these aberrations. For mass spectra from the same tumor
sample, we discard those which can be matched to known proteins, and keep only spectra matched
to breakpoint peptides identified above. The resulting high quality peptide-spectra matches (PSM)
provide proteomics-level evidence for the predicted aberrations.
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Cancer Total # # Patients with # Fusion # Inversion # Duplication
Subtype Patients Aberrant Peptides Peptides Peptides Peptides
Basal-Like 25 22 50 57∗ 2
HER2-Enriched 18 17 41 3 3
Luminal A 29 26 49 0 2
Luminal B 33 31 78 8 3

Table 5.1: Distribution of 244 detected, high confidence, aberrant peptides over four breast
cancer subtypes, across 105 patients. # Patients with aberrant peptides indicate the
number of patients with either detected fusion peptides or microSV peptides in that sub-
type. As can be seen, all but one of the patients exhibit at least one translated fusion or
microSV. The next three columns respectively indicate the number of peptides detected
from fusions, microinversions and microduplications, within specific subtypes. ∗The high
number of microinversion peptides in Basal-Like breast cancer can be attributed to two
patients, A0CM, A0J6, whose genomes had gone through substantial reorganization.

genes. (Note that our computational framework provides the option of validating ge-
nomic microSVs at the transcriptomic level by identifying RNA-Seq reads associated
with each microSV breakpoint.)

2. Each transcriptomic dataset is analyzed by our in-house fusion detection method
deFuse [84], which reports potential fusion events between two protein coding genes,
and the fused transcript sequences spanning the fusion breakpoints. (Note that our
computational framework enables the use of our integrative fusion detection meth-
ods nFuse [86]/Comrad[85] for corroborating potential fusions observable in WGS and
RNA-Seq data.)

3. All omics data is finally integratively analyzed through ProTIE, our novel ProTeoge-
nomics Integration Engine as follows. Each mass spectrometry dataset is searched
against a protein sequence database consisting of all human proteins from Ensembl
human protein database GRCh37.70 [31], along with a database of proteins generated
by fused transcripts and microSVs, by the use of MS-GF+ search engine [62]. Aberrant
peptides identified by the procedure with high confidence (e.g., at 1% false discovery
rate estimated by using the target-decoy approach [28]) are reported, provided they
are also detected in the genomic/transcriptomic dataset from the same tumor tis-
sue sample. (For further validating aberrations identified at multiple omics levels, our
computational framework also provides the option of searching for recurrences across
multiple tumor samples, possibly representing the same tumor subtype.)

5.1.1 Detection of Fusions and microSVs in WGS and RNA-Seq Data

To detect fusions in RNA-Seq data, we applied deFuse [84] which predicts fusion tran-
scripts based on analyzing discordantly mapped read-pairs and one-end anchors. To detect
microSVs in WGS data, we applied our novel micro-structural variant caller, MiStrVar,
which works in three major steps (See Figure 5.3 for an overview):
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B: Assemble Contig

C: Approximate Alignment

D: Optimal Alignment with Variant

Figure 5.3: A sketch of our computational framework for detecting microSVs in tumor
samples. A. All one-end-anchors (OEA) are extracted from the mapping file and clustered
based on the mapped mates. B. The unmapped mates are then assembled into a contig. C.
The contig is aligned to the reference within 1Kb from the mapped mates. D. The reference
is clipped and the optimal alignment is found using a dynamic programming formulation
allowing for a structural alteration event.
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In step (A), MiStrVar identifies all one-end anchors (OEA) in the read data: an OEA
is a paired-end-read for which only one end maps to the reference genome within a user
defined error threshold. Once all reads are (multiply) mapped to a reference genome using
mrsFAST-ultra [47, 48], and all OEAs are extracted, the mapped ends of OEAs are clustered
based on the mapping loci. MiStrVar provides the user two options for cluster identification,
each satisfying one of the following distinct goals. For applications where sensitivity is of
high priority, MiStrVar employs a sweeping algorithm for OEA mapping loci (introduced
for VariationHunter [52]). For applications where running time is of high priority, MiStrVar
employs an iterative greedy strategy.
In step (B), for each OEA cluster identified in step (A), MiStrVar assembles the unmapped
end of the reads to form contigs (of length <400bp in practice) by aiming to solve the NP-
hard [41] dominant superstring (DSS) problem. MiStrVar employs a greedy strategy
similar to that used to compute a constant factor approximation to the shortest superstring
problem [12].
In step (C), each contig associated to an OEA cluster is aligned to a region (of length
several kilobases long) surrounding the OEA mapping loci, first through a simple local-
to-global sequence alignment algorithm, that does not consider any structural alteration.
(The reverse complement of the contig is also aligned to the same region.) The start and
end position of this first, crude alignment is used to determine the approximate locus and
length of the potential microSV implied by the contig. The exact microSV breakpoints are
obtained in the next step through a more sophisticated alignment that considers structural
alterations, which is applied to the portion of the reference genome restricted by the first
alignment. The dynamic programming formulation for this alignment is an extension of
the Schöniger-Waterman algorithm [123] which was designed to capture inversions in the
alignment. Specifically, the extensions enable the user to

1. discover the single best optimal event, rather than an arbitrary number of events,

2. handle gaps extending over breakpoints (in cases of missing contig sequence), and,

3. simultaneously predict duplications, insertions, deletions and SNVs in addition to in-
versions.

5.1.2 Identification of Translated and Transcribed Sequence Aberrations

ProTIE provides the ability to detect translated aberrations by searching mass spectra
against an aberrant peptide database. More specifically, given transcriptomic breakpoints
pointing to fusions or microSVs, ProTIE identifies respective aberrant peptides from pro-
teomic data by first generating a peptide database, and then identifying aberrant peptides
based on mass spectrometry search results provided by MS-GF+ [62].

Proteomics Search ProTIE provides the ability to detect translated aberrations by
searching mass spectra against an aberrant peptide database. More specifically, given tran-
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scriptomic breakpoints pointing to fusions or microSVs, ProTIE identifies respective aber-
rant peptides from proteomic data by first generating a peptide database, and then identi-
fying aberrant peptides based on mass spectrometry search results.

The database is a combination of known (wildtype) human peptides and either the
fusion peptides (used for fusion discovery), derived from the fusion breakpoints suggested
by deFuse (and/or Comrad/nFuse), or microSVs breakpoint peptides, derived from the
breakpoints suggested by MiStrVar. For each fusion or microSV breakpoint, six different
reading frames (both forward and backward reading frames) are considered - until a stop
codon. Potential peptides (of residue length five or more) resulting from each breakpoint
junction, as well as downstream peptides that result from a shift in the reading frame, are
included in the peptide database allowing at most one miscleavage site (i.e. consisting of at
most two amino acids of K or R for trypsin specificity used in the CPTAC data) as aberrant
peptides.3

ProTIE uses Ensembl human protein database GRCh37.70 [31] to derive the known
(wildtype) human peptides. Note that the Ensembl database includes 104,785 peptide se-
quences among which 75,994 are annotated as known peptides, 10,449 are annotated as novel
peptides and an additional 18,342 are annotated as putative peptides. ProTIE includes only
the set of known peptides in the primary peptide database it establishes; however it also
provides information for the mass spectra that do not match known or aberrant peptides,
but can be matched to novel or putative sequences.4

ProTIE conducts peptide identification by searching tandem mass spectra (MS/MS)
against the peptide database it sets up, as described above. For that, it first converts raw files
into Mascot Generic Format (MGF) and uses MS-GF+ [62] engine to perform the search.
We adopted the search parameters recommended by the CPTAC Common Data Analysis
Pipeline (CDAP) [118] as follows. (1) The precursor mass tolerance is set to 20ppm. (2)
The Fragment method is set as 3 for HCD. (3) Instrument is set as 3 for Q-Exactive. (4)
Number of tolerable termini is 1. (5) Maximum length of peptide is 50. (6) Modifications
include: Carbamidomythyl is fixed in Cystine, Oxidation is set as variable modification in
M, iTRAQ 4plex is fixed at N-termini and any Lysine(K) residue.

To obtain a subset of high confidence matches, ProTIE selects only the spectra where
the top 20 peaks in the PSMs have matched fragmentation ions. If fewer than 20 peaks
exist, all peaks must match. The major fragmentation ions annotated are: b-, b-neutral loss
ions, y-, y-neutral loss ions.

3Peptides shorter than five residues are discarded due to mass spectrometry detection range limit.

4We establish a single database for the breakpoints identified in all patients, however we maintain the
patient for each potential aberrant peptide in order to make sure that mass spectra from a particular patient
(or a set of patients) can only match an aberrant peptide from the same patient.
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We apply 1% spectrum-level FDR control on the identification as suggested in CDAP.
Based on the search result, we keep a spectra in ProTIE if its best PSM (in terms of lowest
q-value) can not match any known peptides in Ensembl annotation or decoy sequences (i.e.
false positives). Spectra that match novel or putative peptides are still kept with special
remarks for further analysis.

Transcriptome Search Our pipeline also provides the user with the additional ability
to jointly analyze matching WGS and RNA-Seq data for identifying transcribed genomic
(in fact genetic) microSVs. Given a set of genomic microSVs, along with their breakpoints
detected by MiStrVar, our pipeline generates corresponding aberrant transcripts. It then
maps RNA-Seq reads to the collection of these aberrant transcripts using mrsFAST-ultra
(error threshold, 6%). An RNA-Seq read mapping is said to provide evidence for the tran-
scription of a microSV in two ways: either (i) an RNA-Seq read is (uniquely) mapped across
a breakpoint - providing evidence for the transcription of the associated microSV (both in
the form of inversions and duplications) ; or (ii) a paired end RNA-Seq read is mapped
to the reference transcriptome discordantly (due to change of mapping orientation) - again
providing evidence for the transcription of the associated microSV (relevant for inversions
only). Note that no read that can be mapped concordantly to a known isoform or potential
novel spliceform (through the use of the splice-aware mapper STAR [26]) is considered to
be a supportive evidence of a transcribed microSV.

5.1.3 Availability

MiStrVar is available for download at https://bitbucket.org/compbio/mistrvar, and
ProTIE is available at https://bitbucket.org/compbio/protie.

5.2 Experimental Results

CPTAC Breast Cancer Dataset. Clinical Proteomic Tumor Analysis Consortium (CPTAC,
http://proteomics.cancer.gov ) [29, 157] aims to provide proteogenomic characteriza-
tion of specific cancers based on joint analysis of proteomic, transcriptomic, and genomic
data acquired from the same group of cancer patients. CPTAC currently focuses on the
relationship between protein abundance, somatic mutations and copy number alterations
occurring in cancer-related genes [170]. Information about aberrations hidden in unidenti-
fied spectra and unmapped sequenced reads have not been revealed in the current CPTAC
analysis framework; this happens to be our main focus.

At the time of submission of this thesis, proteomics data for tumor samples from three
cancer types had been released by CPTAC: colorectal cancer, breast cancer, and ovarian
cancer. In addition, The Cancer Genome Atlas (TCGA, http://cancergenome.nih.gov/)
has released RNA-Seq and WGS data on both normal and tumor tissues from the same
group of patients through Cancer Genomics Hub (CGHub, https://cghub.ucsc.edu/).
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RNA-Seq data for breast and ovarian cancer patients are in the form of paired-end reads,
however, for most of colon and rectal cancer samples only single-end reads were collected.
Because we rely on paired-end mappings for detecting fusions and microSVs and since the
RNA-Seq data from normal tissues from the ovarian cancer patients had not been released
at the time of the submission, our focus in this chapter is the breast cancer dataset. Details
about CPTAC samples used in our analysis can be found in Tables 5.2, 5.3.

Table 5.2: Available omics data for TCGA/CPTAC breast cancer samples.
WGS RNA-Seq Mass Spec.

Solid Blood Solid Solid Solid Mixture Number of
Tumor Normal Normal Tumor Normal Patients

X X X X X X 2
X X X X X 1
X X X X X 3
X X X X 16

X X X 10
X X 73

Total: 105

Breast Cancer Cell Line. In addition to the CPTAC and TCGA datasets, we used the
HCC1143 ductal breast cancer cell line (triple negative breast cancer cell line from ATCC)
for which we obtained matching tumor/normal Illumina HiSeq WGS, RNA-Seq and mass
spectrometry data. The matching normal cell line, HCC1143-BL, is a B lymphoblastoid
cell line initiated from peripheral blood lymphocytes from the same patient as HCC1143
by transformation with Epstein-Barr virus (EBV). The WGS data was obtained from NCI
Genomic Data Commons (https://gdc.cancer.gov/), originally sequenced as part of the
Cancer Cell Line Encyclopedia Project [10]. We used this cell line as preliminary validation
for our approach before starting full scale analysis.

5.2.1 Gene Fusion Detection by deFuse

Gene Fusions in the HCC1143 Breast Cancer Cell Line. We have run our fusion detection
method, deFuse to detect gene fusions on RNA-Seq data from HCC1143 cell line. There are
81.73M paired end reads of 101bp length. Based on concordant mapping results, the average
fragment length and standard deviation were 264.2bp and 86.59 bp respectively. deFuse
predicts 1,325 fusions from this dataset, out of which 74 are considered high confidence
predictions based on the filtering criteria employed by deFuse [84].
Gene Fusions in Breast Cancer Patient RNA-Seq Data. Each RNA-Seq dataset from the
CPTAC breast cancer patient cohort was, on average, comprised of 76M paired-end Illu-
mina reads with length 50bp. Based on transcriptome mapping results, the average fragment
length and standard deviation were 190.3bp and 65.47bp respectively. In total deFuse de-
tected 206,255 fusions; on average, this amounts to 1,964 predictions per sample. However,
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Table 5.3: General information on all 22 TCGA breast cancer patients with both tu-
mor/normal WGS and tumor RNA-Seq data. (A) Clinical Data. The PAM50 mRMA
cancer subtypes and AJCC stage for each patient. (B) Data Source. Tissue Source in-
dicates the medical facility the sample and the relevant clinical data originates from; Se-
quencing Center indicates the location of actual sequencing: WUSM indicates Washington
University School of Medicine, andHMS indicates Harvard Medical School. (C) Number
of Reads. The BAM files corresponding to the majority of the samples contain paired-end
reads of length 2x100bp (data from WUSM) or 2x51bp (data from HMS). There are only
two exceptions: the solid tumor of patient A09I contains additional 206 million paired-end
reads with respective lengths of 100bp and 44bp; the solid tumor of patient A0CM contains
additional 579 million single end reads. These two inconsistent data sets are not used in
our analysis. Note that all RNA-Seq datasets are from UNC (University of North Carolina
Medical School), and on average include 76M paired-end reads of length 2x50bp.

Patient Cancer AJCC Tissue Sequencing Number of WGS Paired-End Reads (Millions)
Subtypes Stage Source Center Solid Tumor Blood Normal Solid Normal

A09I Basal-like IIA Indivumed WUSM 687.13 584.10
A0AV Basal-like IIIC U of Pittsburgh WUSM 954.38 558.24
A0CE Basal-like IIA Christiana Healthcare WUSM 628.67 552.64 691.68
A0CM Basal-like IIA Walter Reed WUSM 784.96 540.58
A0D0 Basal-like IIA Walter Reed WUSM 788.15 516.83
A0D1 Basal-like IIB Walter Reed WUSM 1015.35 573.74
A0D2 Basal-like IIIA Walter Reed WUSM 689.42 646.66
A0DG Basal-like I U of Pittsburgh WUSM 893.64 522.71
A0E0 HER2-enriched IB U of Pittsburgh WUSM 686.41 521.02 793.65
A0EY HER2-enriched IIA Walter Reed WUSM 907.43 579.46
A0HK HER2-enriched II U of Pittsburgh HMS 193.03 180.00
A0J6 HER2-enriched IIA MSKCC WUSM 592.48 661.74
A0JJ HER2-enriched IIIA MSKCC HMS 214.75 208.31
A0JL HER2-enriched IIIA MSKCC HMS 220.37 217.78
A0JM Luminal A IIB MSKCC WUSM 1126.03 671.57
A0TX Luminal A IIB Mayo WUSM 1018.72 642.28
A0YG Luminal A IIA Walter Reed WUSM 872.51 514.68
A12L Luminal B IIIA ILSBio WUSM 1031.04 650.09
A12Q Luminal B IIIC ILSBio WUSM 1011.50 640.57
A130 Luminal B IIB ILSBio WUSM 813.37 654.17
A18R Luminal B IIB U of Pittsburgh WUSM 1002.25 594.58
A18U Luminal B IIA U of Pittsburgh WUSM 906.82 605.45
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many of these predictions had low deFuse scores, either due to low sequence similarity or
limited read support, and thus were not good fusion candidates. Only 3,907 of these pre-
dictions (roughly 2% of all predictions) in total are considered to be high confidence calls
by deFuse.

5.2.2 MicroSV Detection by MiStrVar

MicroSV predictions were based on three WGS datasets. The first is a simulation dataset
based on the Venter genome developed with the goal of assessing sensitivity and precision of
our methods with respect to available tools for SV discovery. These results are summarized
in Table 5.4; The second dataset consists of WGS data from the HCC1143 cell line (both
tumor and normal), which was used to assess our methods’ accuracy on a homogeneous
tumor sample. The third dataset is comprised of 22 TCGA/CPTAC breast cancer WGS
data, which were used for full scale evaluation of our methods.
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5.2.3 MicroSVs in the HCC1143 Breast Cancer Cell Line

Before running MiStrVar on the TCGA/CPTAC breast cancer samples, we applied it to the
HCC1143 breast cancer cell line. We identified 116 microinversions and 197 microduplica-
tions on this sample. Among these, 11 inversions and 12 duplications have both high read
coverage and low mapping multiplicity. We focus only on these microSVs for the remainder
of the discussion.

Details on the 11 inversion candidates can be found in Table 5.5. All 11 inversions appear
in both normal and matching tumor samples indicating that they are germline events. 10
of them occur in intronic regions while one occurs in a 3’ UTR.

We experimentally validated these inversions using Sanger sequencing. The primers were
constructed by using the inverted sequence flanked by 200-300 bp from the reference genome.
Five of the predicted inversions show a clear sequence match between the amplicon (from
Sanger sequencing) and predicted inversion, validating these inversion candidates. Four
of the remaining inversions had amplicons with some nucleotides matching the reverse
genomic strand and some matching the forward strand. This occurred in the amplicons
from all four normal samples and two of the tumor samples. To resolve this discrepancy,
the chromatogram corresponding to each amplicon was examined, first for the four normal
samples, for which each of the inversion locations had either one or two peaks. In locations
with two peaks, the bases always matched either the forward or reverse strand, exhibiting
a classical case of heterozygous inversion that only occurs on one allele. For the final two
inversion predictions, the amplicons for BOK and UBP1 corresponding to the tumor sample,
only matched the forward genomic strand, which indicates no inversion at these locations.
The amplicon corresponding to the normal sample of UBP1 contained many N bases in the
sequence. Not enough information could be drawn from the chromatogram to conclusively
say whether the amplicon supports an inversion.

We note here that all the high confidence microinversions, except for the one found in
UBP1, have an associated multiple nucleotide polymorphism (MNP) entry in dbSNP. This
includes the microinversion in BOK, which was not validated by Sanger sequencing.

In addition to MiStrVar we ran all the SV callers we tested on the HCC1143 cell line
data. The parameters for all tools were identical to those used in the simulation. Out of
these tools, only Pindel was able to identify any of the inversions. However, Pindel missed
2 of the 9 PCR validated inversion calls (in PFKP and OSBP2), out of 11 tested. The two
calls made by MiStrVar that could not be validated were also called by Pindel, providing
further evidence that MiStrVar improves Pindel with respect to both precision and recall.

The 12 duplication candidates are summarized in Table 5.5; all were exonic, i.e., fully or
partially overlapping with exons. All of these duplications produced amplicons except for the
one located in IRAK1BP1. Additionally, two amplicons from the normal sample (on genes
ADAMTS19 and CIDEA) yielded a weak signal in the chromatogram so it was impossible
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to determine if they support the call or not; furthermore, the corresponding amplicon from
the tumor sample showed no evidence of the call. Three of the nine remaining calls, in
FAM20C, GTPBP6 and KIAA1009, show a clear match in the tumor sample but not in
normal, indicating they are true somatic calls. Two calls, in BAIAP2L2 and RBMXL3, have
a clear match in both tumor and normal samples, indicating they are germline calls. The
next three showed two peaks at the insertion site and immediately downstream. One of
the two peaks support the reference and the other the inserted sequence and the shifted
reference, indicating that these calls are heterozygous. This was observed in both normal
and tumor samples for GPRIN2 and only in normal for PALM2-AKAP2 and PRSS48. The
final amplicon for ADAMTS7 showed only reference sequence at the insertion site, indicating
that there is no duplication.

As per the microinversions, we ran all other computational tools mentioned earlier in
order to determine if they are able to predict the validated microduplications. None of the
tools were able to predict any of the microduplications. (Note that ITDetector was never
able to complete execution after more than a month of processing.)

MicroSVs in the Complete Set of TCGA-CPTAC Breast Cancer Samples

We applied MiStrVar and ProTIE to the complete set of matched tumor/normal samples
from 22 TCGA breast cancer patients for which matching WGS, RNA-Seq and CPTAC
Mass Spectrometry data were all available.Minimal filtering was used on the calls since few
calls uniquely matched proteomic signatures. Note that we only focus on exonic microinver-
sion and microduplication calls (either fully or partially overlapping with exons) for further
analysis. Although only exonic calls were used for further analysis, the highest confidence
calls within intronic and UTR regions, with respective support of > 40 and > 10 (identity =
100%) were also collected .We also provide the highest confidence microduplications without
proteomic support (support > 40, identity = 100%) as well as somatic microduplications .

5.2.4 ProTIE Proteogenomics Analysis of CPTAC Breast Cancer Datasets

CPTAC has produced global proteome and phosphor-proteome data for 105 TCGA breast
cancer samples using iTRAQ protein quantification method. Samples were selected from
all four major breast cancer intrinsic subtypes (Luminal A, Luminal B, Basal-like/triple-
negative, HER2-enriched) [64]. Each iTRAQ experiment included three TCGA samples and
one common internal reference control sample. The internal reference is comprised of a mix-
ture of 40 TCGA samples (out of the 105 breast cancer samples) with equal representation
of the four breast cancer subtypes. Three of the TCGA samples were analyzed in duplicates
for quality control purposes.

Our data analysis indicates that a two-dimensional reversed-phase liquid chromatog-
raphyâĂŞtandem mass spectrometric (2D-LC/MS/MS) sample comprises of about 0.87
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Table 5.5: Sanger sequencing validation of top 11 microinversion and top 12 exonic mi-
croduplication (tandem or interspersed) candidates in the breast cancer cell line HCC1143.
Entries marked “Yes” indicate a detected amplicon exactly matching the predicted microSV.
“1 allele” indicates that two peaks were observed at each position in the chromatogram,
only one matching the predicted microSV, and the other matching the reference, imply-
ing heterozygosity. For each detected inversion exactly matching an “multiple nucleotide
polymorphism” and duplication exactly matching an “insertion” in dbSNP, we provide the
dbSNP entry in the last column. As can be seen, all but two of these microSVs have been
misclassified as a multiple nucleotide polymorphism or novel insertions in dbSNP. All mi-
croduplications are tandem, except for GTPBP6 which is interspersed. “RNA-seq support”
denotes the number of reads support the structural variant. Since only tumor RNA-seq data
was available, those SVs predicted in the normal sample are marked as “N/A”. The gene
RBMXL3 is not expressed in this cell line therefore no supporting reads can be expected.
Note that all of the microinversions we detected (with minimum support) were intronic
and thus had no matching RNA-Seq reads. The duplication in PALM2-AKAP2 was likely
missed by Sanger Sequencing in tumor (marked with an asterisk). The breast cancer-related
gene FAM20C is marked in green.

WGS Support Validated
Type Chr. Location Len. Pali. Gene Region Identity Tumor Normal Tumor Normal RNA-Seq Support dbSNP ID
Inv. 2 44545739 27 6 SLC3A1 3′UTR 100.00% 66 62 Yes Yes - rs71416108
Inv. 3 170821851 26 3 TNIK Intron 100.00% 96 76 Yes Yes - rs781523247
Inv. 7 117357036 29 3 CTTNBP2 Intron 100.00% 76 81 Yes Yes - rs386717124
Inv. 10 3173068 24 3 PFKP Intron 98.82% 62 51 Yes Yes - rs386740061
Inv. 19 56389843 32 2 NLRP4 Intron 98.03% 80 103 Yes Yes - rs386811126
Inv. 19 38062904 29 4 ZNF571/540 Intron 99.33% 26 35 1 allele 1 allele - rs386809055
Inv. 22 31291523 23 2 OSBP2 Intron 100% 49 24 1 allele 1 allele - rs67147751
Inv. 1 68552108 18 6 GNG12-AS1 Intron 98.74% 37 43 Yes 1 allele - rs386632129
Inv. 9 28014540 29 3 LINGO2 Intron 100.00% 18 41 Yes 1 allele - rs386733960
Inv. 3 33449797 30 3 UBP1 Intron 100.00% 10 40 Inconclusive Inconclusive - -
Inv. 2 242500549 12 4 BOK Intron 98.60% 77 117 No No - rs386657165
Dup. X 229389 6 - GTPBP6 Exon 100% 28 33 Yes No 0 -
Dup. 7 286468 34 - FAM20C Exon 98.03% 12 22 Yes No 0 rs774848096
Dup. 6 84884494 45 - KIAA1009 Exon 98.60% 34 0 Yes No 7 rs539790644
Dup. 22 38483155 9 - BAIAP2L2 Exon 100.00% 48 33 Yes Yes 0 rs142739979
Dup. X 114425181 27 - RBMXL3 Exon 98.74% 37 41 Yes Yes No Expression rs782097222
Dup. 10 46999591 9 - GPRIN2 Exon 100.00% 90 69 1 allele 1 allele 36 rs112620425
Dup. 9 112900341 6 - PALM2-AKAP2 Exon 99.33% 16 46 No* 1 allele 5 rs150402481
Dup. 4 152201018 5 - PRSS48 Exon 100.00% 0 47 No 1 allele N/A rs71901196
Dup. 5 128797315 6 - ADAMTS19 Exon 98.60% 0 29 No Inconclusive N/A rs142924298
Dup. 18 12254562 16 - CIDEA Exon 100.00% 0 24 No Inconclusive N/A rs71369912
Dup. 6 79595167 5 - IRAK1BP1 Exon 98.82% 79 65 Inconclusive Inconclusive 0 rs146020132
Dup. 15 79058183 7 - ADAMTS7 Exon 100.00% 40 33 No No 0 rs781638345
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million MS/MS spectra (per mixture). When we search them against Ensembl Human pro-
tein database, about 0.38 million MS/MS spectra in a mixture are matched to at least one
peptide under 1% false discovery rate. These spectra lead to 59,387 proteins (42,840 known,
6,250 novel, 10,026 putative) with some peptides being covered by at least one spectra. The
remaining 0.49 million spectra (≈ 56% of the whole set) do not match to any protein in the
Ensembl database.

ProTIE obtains the intersection between these (0.49 million) unidentified spectra and
the aforementioned set of fusions with missed cleaved polypeptides, to obtain 3,150,502
potential fusion peptides from 105 breast cancer patients 5 (see Figure 5.2). 6 ProTIE uses
a similar workflow to identify potential microSV peptides; for this case 635,125 potential
microSV peptides were obtained from 22 patients.

Based on the database search strategy mentioned in subsection 5.1.2, in each mixture,
our first level analysis resulted in approximately 5,342 spectra (1% FDR) matching to fu-
sion peptide sequences, and about 620 spectra matching to microSV peptide sequences. If a
matched peptide is identical to a substring of any known protein in Ensembl database, the
corresponding spectra is discarded so as to ensure that the peptide is novel. The remaining
results thus consist of all mass spectra in a single mixture supporting novel peptides origi-
nating from high confidence sequence aberrations. For a specific mixture, we can extract all
the genes and the corresponding patient(s) generating these translated aberrations based
on deFuse and MiStrVar calls.

It has been argued in the literature that stringent class-specific peptide-level FDR es-
timates may be necessary for reporting novel peptides in proteogenomics studies [100]. In
order to address this issue, for any search result provided from MS-GF+, we first cluster all
peptide-spectra matches into known or novel categories based on their peptide sequences: a
PSM is assigned to the known class if the peptide is a known peptide or the decoy sequence
of a known peptide; otherwise it will be assigned to the novel class. We then recalibrate FDR
for records in the novel class using original E-value from MS-GF+: a peptide p is assigned
the best spectral E-value E(p) it can get from any records in the novel class. Given a PSM
M with E-value s, we collect all PSMs in the novel class whose E-value ≤ s, and calculate
the ratio of records containing decoy sequences as the new peptide-level FDR for M . In
tables 5.6, 5.7, and 5.8, a checkmark in the last column (labeled Str FDR) indicates that
the corresponding PSMs pass this more stringent class-specific peptide-level FDR under
1%.

5Each breakpoint is associated with six reading frames and thus can result in (one of) six distinct proteins,
and each such potential protein can lead to multiple potential peptides according to the number of K/R in
the sequence.

6Note that a reversed database was also appended here to control the false discovery rate.
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ProTIE Inferred Fusion Peptides

Given the proteomics search results for a specific mixture, a peptide will be further evaluated
only if the corresponding fusion is also observed in at least one patient within the mixture.
Among the remaining 5,579 spectra, 3,185 match to peptides coming from immunoglobulin
heavy and light chain fusions. These peptides are not considered any further since highly
repeated regions shared between those genes can lead to false positives in both fusion
detection and proteomics search stages [19, 13]. Among the peptides remaining, we also
discard those associated with a fusion for which no breakpoint crossing peptide is observed
(This is due to the difficulty of determining whether such a peptide is a result of a fusion
or because of a reading frame shift). At the end of these filtering steps ProTIE returns 807
spectra matching to 169 potential fusion peptides.

Among fusions related to these potential fusion peptides, we summarize special events
with either high confidence RNA-Seq level evidence or proteomics support in Table 5.6.
The first part of Table 5.6 shows events with better fusion quality based on reports of
deFuse (deFuse score ≥ 0.1, cDNA percent identity < 0.1, EST and EST island percent
identity < 0.3, no evidence detected for read through). Since 3 of these predicted fusions
are between paralogs, specificially CRIP1 and CRIP2, IFITM2 and IFITM3, SRGAP2 and
SRGAP2B, they are ignored. Among the remaining fusions, two stand out with respect
to peptide-spectrum matching quality, respectively observed in patients A08G and A15A.
The PSMs supporting these two fusions generated by pFind Studio [72, 154] are shown in
Figures 5.4, 5.5, 5.6.

Figure 5.4: A PSM supporting a fusion (See table 5.6 in main text) between genes TEAD1
and UBAP2 in patient A08G (Luminal B, Stage IIA). The fusion breakpoint is located
between T and D in the peptide AINILLEGNSDTDQTAK.

We also provide a list of fusions with multiple translation peptides in the second part of
Table 5.6. More specifically, four of these fusions have matching peptides located on both at
the breakpoint and further downstream. Note that although we only detect a single peptide
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Figure 5.5: A PSM supporting a fusion between genes HOOK3 and CTA-392C11.1 in patient
A15A (Luminal B, Stage IIIC). The peptide crosses the fusion breakpoint predicted from
RNA-Seq data at amino acid M.

Figure 5.6: Another PSM supporting the fusion in figure 5.5 between genes HOOK3 and
CTA-392C11.1 in the patient A15A (Luminal B, Stage IIIC). The peptide is located down-
stream of the breakpoint.

for some additional fusions, the peptide may be supported by multiple spectra as can be
seen in Table 5.7.

ProTIE Inferred MicroSV Peptides

As per ProTIE’s translated fusion peptide inference approach, for each mixture, we only
consider previously unknown peptides that can be unique byproducts of microSVs detected
in at least one patient within the mixture. To ensure that these peptides support microSV
(duplication or inversion) calls and not SNVs/SNPs, we only consider potential peptides
from an interspersed duplication or inversion with a minimum of two amino acids on each
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side of at least one of the two breakpoints associated with that microSV; for tandem dupli-
cations we ensure that at least two amino acids are present in the peptide from both sides
of the single breakpoint.

Proteomics search of these peptides on 22 patients resulted in 115 spectra potentially
supporting microSVs. These spectra support a total of 75 peptides, due to the fact that some
of the peptides are supported by more than one spectra. Of these 75 peptides, 7 support
microduplications and 68 support microinversions. Incorporating the RNA-Seq results,we
obtain 4 microSV calls with support on all omics levels. The resulting peptides with the
highest quality spectra support are summarized in Table 5.8. Here the number of spectra
supporting these peptides is indicated in the “Spectra” column. Similarly, column “Break-
point Support” indicates the number and type of the breakpoints supported by spectra for
each peptide.

5.3 Discussion

5.3.1 Genomic MicroSVs Detected with MiStrVar

Our simulations show that MiStrVar effectively and accurately identifies all microSVs,
specifically, insertions, tandem and interspersed duplications in WGS datasets. In particu-
lar, MiStrVar has high sensitivity, as well as high precision - especially for inversions, For
duplications, even though its precision may not look as impressive, MiStrVar still outper-
forms all available alternatives. In addition, the precision values for duplications are likely
to have been underestimated, since many of calls labelled as “false positives” could, in fact,
be true germline differences between the Venter genome and the reference genome. On a
very high coverage dataset (120x) from the Venter genome, with no simulated microSVs,
duplications detected by MiStrVar have a large overlap with those it detects in the simu-
lation dataset. Elimination of these calls from the simulation dataset increases MiStrVar’s
precision to 71% without any additional filtering.

MiStrVar is also very accurate in identifying the exact breakpoint loci of the microSVs.
This is particularly important for our proteogenomics analysis where we only consider exact
peptide matches. If a breakpoint were off even by only one nucleotide there is a high likeli-
hood the predicted peptide would not match. With the exception of Pindel for inversions,
which correctly identified 10% fewer exact breakpoints, no tool was even close to correctly
identifying as many single-nucleotide resolution microSV breakpoints as MiStrVar. For in-
versions, the calls where MiStrVar can not identify the exact breakpoints are often due to
the presence of palindromic sequences, resulting in co-optimal breakpoint predictions. More
importantly, these cases yield identical peptides and therefore do not affect further analysis
results. For duplications, the errors are usually observed in cases where the insertion is into
a low complexity region. Again, in many of these cases the resulting peptides would be
identical (e.g. consider a duplication that occurs in a polynucleotide tract). Furthermore,
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even in the worst case, MiStrVar predictions are within 30bp from the real breakpoints,
still much better than the available alternatives. It should also be noted here that unlike
other tools, MiStrVar provides not only the duplication breakpoint coordinates but also the
precise coordinates of the “source” sequence (i.e. the region of the genome that is dupli-
cated). Through this feature it becomes easier for the user to interpret interspersed as well
as tandem duplications.

5.3.2 Translated Aberrations Detected with ProTIE

The use of a proteogenomic approach, as described in this study, enables two novel capa-
bilities that are highly relevant to cancer biology and precision medicine. 1) The ability to
hone in on potential clinically actionable mutations that are expressed at the protein level.
The vast majority of clinical cancer testing focuses only on DNA-level mutations. A gene
mutation-drug association is predicated on the assumption that a mutation will translate to
the protein level, however, this is often not the case, as genes that contain a mutation may
not be expressed in RNA. Moving further to the transcriptome the same paradigm exists,
i.e., RNA expression does not always directly translate to protein expression, secondary to a
variety of translational control mechanisms. Thus, having protein level evidence to confirm
genomic aberrations provides assurance of the functional presence of a mutation. This has
wide ranging implications for clinical cancer genomic testing, as well as the development of
companion diagnostics for cancer targeted therapies. 2) The ability to observe the presence
of protein spectra from fusion transcripts that are predicted to be âĂĲout-of-frameâĂİ.
The vast majority of fusion annotation pipelines filter out fusions that are not in-frame
secondary to a widely-held reasoning that these protein products would be misfolded and
degraded or subject to non-sense mediated decay. Surprisingly, in this study, high quality
spectra were observed from out-of-frame fusion spectra. While additional studies will need
to be performed, these data suggest these out-of-frame fusion products are stable enough
and at a relative abundance to be detected by Mass Spectrometry. Whether these products
are stable by chance or confer a gain-of-function capability is yet to be seen, but these data
at minimum suggest that out-of-frame fusions should not be eliminated from consideration
(as is commonly done), when searching for oncogenic candidates.

Translated Gene Fusions

To better understand the properties of genes with translation evidence for fusions, we an-
alyzed these genes through Ingenuity Pathway Analysis (https://www.ingenuity.com).
Note that we used all fusion genes detected by deFuse as the background genes in the
analysis. The top 3 categories for gene function enrichment are: Cancer (137 genes), Organ-
ismal Injury and Abnormalities (150 genes), and Respiratory Disease (39 genes). All 3 sets
of genes come with adjusted p-value around 0.0035 (via Benjamini-Hochberg procedure).
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Given that fusions are a somatic cancer-specific event, enrichment of cancer related genes
provides a validation of our approach.

Many of the fused genes with detected novel peptides (each typically observed in a single
patient) are associated with breast cancer. A selection of these fusions are listed in Table 5.6
and 5.7 where cancer-related genes are highlighed. Among them, a fusion of the Ubiquitin
Associated Protein (UBAP2) and the transcriptional enhancing factor (TEAD1) is found
in the patient A08G and meets our stringent FDR criterion. This fusion retains the DNA
binding domain of TEAD1. Interestingly, high TEAD1 expression is associated with poor
survival and this fusion may cause hyper-activation of TEAD1 in this patient [17, 1]. Note
that the same fusion has also been detected with high confidence in TCGA Fusion gene
Data Portal [166].

The remaining fusions associated with highlighted genes in Table 5.7 appear to be novel
as they do not appear in the TCGA fusion database. Some of these fusions involve tumor
suppressor genes. For example, even though the fusion detected in patient A0BZ does not
meet our more stringent FDR criterion, it is interesting that it involves MDM2, a key reg-
ulator of the TP53 tumor suppressor pathway [95]. (TP53 is mutated in a large proportion
of triple-negative breast cancers.) Another fusion that does not meet our more stringent
FDR criteria but still is noteworthy is in patient A1AQ and involves CDKN2A gene, a
tumor suppressor that inhibits the cell cycle and is deleted in many cancer samples [87].
The fact that it is fused to a long noncoding RNA, may be a novel mechanism to inactivate
CDKN2A, as an alternative to deletion.

In addition to fused tumor suppressors, we also detected peptide evidence for fused
oncogenes. The discovered fused oncogenes are: ANKRD30A, also known as NY-BR-1, a
breast differentiation antigen observed in many breast cancer cells [8]; GRB7, a breast cancer
driver gene which participates in Development ERBB-family signaling pathway [40, 120];
ERBB2, a well known breast cancer oncogene and biomarker [167] as well as the coexpressed
gene Ribosomal protein L19 (RPL19); CALR, a gene highly expressed in approximately
5% of breast cancer cells and associated with metastasis [81]; and finally VIM, a protein
involved in the epithelial to mesenchymal transition which drives metastasis [88]. The fusions
involving ANKRD30A, RPL19 and CALR meet our stringent FDR criteria, while the others
do not. In a number of cases, we can not pinpoint its fusion partners based on RNA-Seq
data alone. The proteogenomics results help to increase our confidence of these fusions, and
reduce the number of fusion partner candidates in the corresponding patients. The ERBB2
fusion is particularly interesting since ERBB2 is amplified in 15% of breast cancers and
targeted with a variety of FDA approved drugs, making it a possible target for clinical
analysis.

79



In the final list of 295 candidate fusions, 107 of the involved genes are also reported to
be involved in a fusion according to TCGA Fusion gene Data Portal 7. 58 of these genes
have records in breast cancer (BRCA), and among them 19 genes are reported in the breast
cancer database alone.

Among the ten cancer-related fusion genes in Table 5.6 and 5.7, nine are also found in
TCGA Fusion gene Data Portal, with the exception of the ANKRD30A fusion. Seven of
them (excluding VIM and CALR), are involved in fusions specifically in breast cancer pa-
tients. As mentioned earlier, UBAP2 is fused with TEAD1 in patient A08G, which matches
the Fusion gene Data Portal entry exactly. The remaining six of these genes have different
fusion partners in different patients.

Translated MicroSVs

Most of the microinversions with proteomics support are in the 400bp to 1kb length range.
Microinversions shorter than 100bp are much less common in exonic regions. However in
intronic and UTR regions, microinversions with the best genomic support (in terms of both
read coverage and sequence similarity - after the inversion is accounted) are predominately
of length less than 100bp; We also observed that shorter microinversions tend to be germline
events while longer events tend to be somatic.

All of the microduplication calls with proteomic support (all of these -with the exception
of the one in NUPL2- satisfy our more stringent FDR criterion) were predicted to be
germline events. Indeed nearly all of these events have corresponding dbSNP entries. The
call in FAM134A appears to be a novel germline event. The longest duplication in RPL14
also appears to be novel (rs369485042 includes variants with up to 5 alanines). Deletions,
translocations and allele loss at the genomic loci containing this gene has been observed in
variety of cancers [130], including breast cancer [18]. This may be the case within patients
AOCE, A18R (deletion) and A0JM (LOH). The unusually long case in patient A18U may
lead to protein instability, causing the same phenotype as a deletion. Polyalanine tract
lengths have been shown to be associated with cancer risk in other genes, such as androgen
receptor in prostate cancer [136].

Since we observed relatively few translated microduplications, it is unlikely that this type
of microSV plays a major role in breast cancer through translation to aberrant proteins.
However we predicted many high confidence microduplications in exonic regions, some with
RNA-Seq support, in addition to many in UTRs and introns.It is possible that such exonic
duplications lead to truncated or rapidly degraded proteins and the duplications in UTRs
and intronic regions may affect gene expression and splicing.

7Note that results in this database are based on 10431 calls from 2961 TCGA patients, which contains
much broader scope than 105 breast cancer patients selected by CPTAC.
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From our list of high confidence microSV calls (Table 5.8), four were found in genes
known to be related to cancer (CHD5, RPL14, PTPN4 and RBBP8) and one in drug
metabolism (CYP4F11). Among them, CHD5 is a particularly well studied tumor suppressor
in neuroblastomas. It is also a known tumor suppressor in breast cancer [160], as well as
colon, lung, ovary and prostate cancers [65]. The protein it codes, Chromodomain Helicase
DNA binding protein 5, has functions in chromatin remodeling and gene transcription.
CHD5 is frequently deleted in breast cancer and in one case a mutation resulted in a
truncated, non-functional protein [160]. The microinversion we detected produces a stop
codon shortly after the breakpoint which may also lead to the production of a truncated
protein. Note that this microinversion satisfies our more stringent FDR criterion. Another
interesting example, RBBP8 is a tumor suppressor specifically related to breast cancer.
We have observed through inspecting geneMania [156] that RBBP8 is associated with the
recombinational repair pathway (p < 1.27 × 10−9) (Figure 5.7). RBBP8 is also known to
modulate the important tumor suppressor BRCA1 [135] and act as a tumor suppressor
itself through binding with the MRE11-RAD50-NBS1 (MRN) complex [168] or replication
protein A (RPA) [121].8

Our analysis resulted in 4 microSV calls with support on all omics levels. This includes
3 microduplications (within genes FAM134A, NUPL2 and RPL14) and 1 microinversions
(within PLIN4). The microduplications in FAM134A and RPL14 (that with 27bp) appear
to be novel events. Additionally, there are several events with both genomic and proteomic
support, which possibly lack RNA-Seq support due to low expression of the associated gene
or the lack of RNA-Seq data for the sample.

5.4 Conclusion

Integration of genomic, transcriptomic, and proteomic data provides a comprehensive view
of the patient’s molecular profile. TCGA/CPTAC now offers matching genomic, transcrip-
tomic and proteomic data across several cancer types, with a focus on the impact of Single
Amino Acid Variants (SAAVs) and SNVs on protein abundances. In order to complement
TCGA/CPTAC study and better establish the relationship between genomic, transcrip-
tomic and proteomic aberrations and the cancer phenotype, we introduce MiStrVar, the
first tool to capture multiple types of microSVs in WGS datasets. MiStrVar, and deFuse,
a fusion detection tool we developed earlier, form key components of ProTIE, a computa-
tional framework we introduce here to automatically and jointly identify translated fusions
and microSVs in matching omics datasets. Concurrently, ProTIE also incorporates RNA-

8 Binding of MRN and RPA occur through a domain at the N-terminus of the RBBP8 protein, which
overlaps with the predicted microinversion. We hypothesize that the microinversion in this gene leads to
the production of an aberrant peptide which is unable to bind to MRN or RPA, disrupting double stranded
break repair and contributing to the cancer.
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Figure 5.7: Functional analysis graph from GeneMania. Red lines indicate direct physical
interaction, purple lines indicate co-expression and blue lines co-localisation. The thickness
of the line represents the combined weights of the interaction across all analysed networks
of that type. The diameter of the circles is inversely proportional to the rank of the gene
in a list sorted by functional relatedness to the striped gene. This graph contains all genes
interacting with RBBP8 in the recombinational repair pathway (p < 1.27× 10−9). RBBP8
is closely associated with BRCA1, an important tumor suppressor gene in breast cancer.
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Seq evidence to validate expressed microSVs. Based on both simulation and cell line data,
we demonstrate that MiStrVar significantly outperforms available tools for SV detection.
Our results on the TCGA/CPTAC breast cancer data sets also suggest the possibility of
automatic calibration for some entries in dbSNP, which we believe are misannotated. It is
interesting to note that the majority of the translated microSVs and fusions we observed in
the breast cancer samples were private events; this prompts a larger and more detailed in-
tegrated study of all three omics data types through the use of ProTIE for a comprehensive
molecular profiling of breast cancer subtypes.
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Chapter 6

Conclusion

High-throughput sequencing (HTS) and mass spectrometry (MS) technologies allow us to
reconstruct genome, transcriptome, and proteome for a specific patient and estimate the
corresponding expressions of genes and proteins more accurately. Information of analyzed
patients enrich the contents of genome databases, and help researchers to construct potential
associations between cancers and gene expression profiles or specific aberrations. These
efforts accelerate cancer research by profiling transcriptome and proteome of a new patient
with unprecedented speed and accuracy.

Most computational methods designed for these high-throughput omics data start with
either de novo construct expressed transcripts and proteins, or compare the datasets to
existing gene annotations. While the methods based on gene annotations usually provide
more accurate results than de novo strategies regarding profiling known transcripts and
proteins, these methods do not allow us to capture unannotated events. These unannotated
events, while relatively low-abundant, indicate potential interruption of normal functional
units, and are essential for better understanding of cancer progression and development.
Therefore, it will be of great importance to design computational methods which incorporate
existing gene annotation information and still provide flexibility to detect unannotated
events.

In this thesis, we present algorithms which improve accuracies in detecting both anno-
tated and unannotated splicing events using high-throughput omics datasets. These algo-
rithms start with RNA-Seq mappings, which provide base-resolution in detecting splicing
events, and apply ILP to improve isoform identification and quantification results allowing
novel events. We also propose a proteogenomics strategy to validate non-canonical splic-
ing events, especially gene fusions, which are difficult to predict solely based on RNA-Seq
mapping results.

We first provide an overview of RNA-Seq technology and the main computational chal-
lenges of profiling transcriptome using RNA-Seq datasets. Transcriptome profiling starts
with identifying and quantifying expressed transcripts, and we first propose CLIIQ to si-
multaneously detect expressed transcripts and estimate their expressed levels from the map-
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ping results allowing novel splicing sites in a gene. CLIIQ can integratively collect mapping
results from multiple samples to improve accuracy in recurrent and low-abundant events.
We have shown that CLIIQ provides accurate results in both single and multiple-sample
mode in comparison to other popular tools.

We then introduce ORMAN to resolve the mapping ambiguity problem for RNA-Seq
reads. To overcome the over-counting issue, which might lead to inaccurate quantification
results, we design ORMAN, which first selects expressed regions using a set-cover strategy,
and then assigns each read to a single location by minimizing local coverage variation.
ORMAN allows novel events by assigning different weights to regions in the first stage.
Since ORMAN provides a SAM/BAM file with only singly-mapped reads, it can serve as a
general tool to boost performance for read-counting based pipeline.

We consider the problem of detecting non-canonical splicing events, especially gene
fusions, using proteogenomics approach. We introduce ProTIE, which integratively takes
RNA-Seq and mass spectrometry datasets, and searches for proteome-level signatures corre-
sponding to potential fusions and other aberrations. The detected aberrations have supports
in multiple omics datasets, and have higher chances to affect cancer phenotypes. We ap-
ply ProTIE in TCGA/CPTAC datasets and discover private events which are not reported
before.

6.1 Future Directions

Comprehensive study of RNA-Seq coverage among different sequencing protocols will be
essential for obtaining better transcriptome profiling results for specific patients. This will
definitely help to improve performances of isoform identification, quantification, and testing
for differentially expressed genes, and even lead to better identification of cellular subpop-
ulations based on single-cell RNA sequencing (scRNA-seq) datasets.

The improvement of mass spectrometry-based technology, such as Tandem mass tag,
allows us to identify and quantify expressed peptides more accurately. Development of
efficient computational methods which incorporate properties from these new protocols
can potentially provide estimation of expressions of novel proteins relevant to aberrant
transcripts. When we have omics datasets from multiple patients with different cancer
subtypes, such information can help us to discover prognosis signatures for identifying cancer
subtypes.
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