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Abstract 

In multimodal speech perception, strategic connections between auditory and visual-

spatial events can aid in the disambiguation of speech sounds. This study examines how 

co-speech hand gestures mimicking pitch contours in space affect non-native Mandarin 

tone perception. Native English as well as Mandarin perceivers identified tones with either 

congruent (C) or incongruent (I) Audio+Face (AF) and Audio+Face+Gesture (AFG) input. 

Mandarin perceivers performed at ceiling rates in the Congruent conditions, but showed 

a partially gesture-based response in AFG-I, revealing that gestures were perceived as 

valid cues for tone. The English group’s performance was better in congruent than 

incongruent AF and AFG conditions. Their identification rates were also highly skewed 

towards the visual tone when gesture was presented in the AFG compared to AF 

conditions. These results indicate positive effects of facial and especially gestural input on 

non-native tone perception, suggesting that crossmodal resources can be recruited to aid 

auditory perception when phonetic demands are high. 

Keywords:  lexical tone; pitch; Mandarin Chinese; crossmodal; gesture; audiovisual 
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Dedication 

To my dearest Eleanor and Apollo, 

Hello to the future!  

If you’re reading this, you’re probably all grown up by now, and that is good.  

You’ve been asking me about time capsules lately. So here’s one for you to find one day. 
This one won’t go in the ground, but hopefully, it will be kept for a very long time.  

I look at you both, and I can’t believe that you’re real. You’re here. You are people. Actual 
tiny people, with very distinct personalities. Your feet keep growing at alarming rates. 
You’ve just become each other’s best playmates and worst competition, depending on the 
minute. Apollo, you’re obsessed with football, cars, buses, and vacuums. You’ve just hit 
that stage where you’ve started to say new words every day. “Football” was one of your 
earliest words, go figure. You say thank you for everything and to everything, even to the 
crosswalk light when it changes, and it’s adorable. Eleanor, you’ve just learned to swim 
and ride a bike and pick salmonberries and tell knock knock jokes. You just said thank you 
in public for the second time EVER, after the three of you got haircuts (Apollo’s first!) 
yesterday. We were so proud of you. This morning, we brought peanuts to Stanley Park 
to feed the crows and geese and seagulls, and then we looked for crabs and shells at the 
beach. Then while I wrote, Daddy took you exploring down the ravine behind Grandma’s 
with the inflatable dinghy and you played pirates and “paddled” around the puddle-deep 
waters and dug for treasure on the sandy shores. We listen to Peppa Pig in the car every 
day on the way to and from daycare at SFU. It’s my favourite show. They’re hilarious.  

Raising the two of you has been an expansion of my life in depth and colour and texture 
and richness in all directions and dimensions beyond every expectation and limit I 
imagined possible. Complete sensory processing overload. I’ve felt so overwhelmed and 
broken these past four years. To me, this thesis is merely endpaper to the story of finding 
ourselves as a family. You two are my most treasured stories. I fear that I won’t be able to 
remember very much of this later, and I’m guessing you won’t either. But I do hope we will 
try to remember the good bits. Let’s reminisce about the good things often, and maybe 
they’ll stick. I hope that in the future, there will be places and smells and songs and foods 
that will transport you back to these magical early days. They really are magical. Already, 
when I close my eyes and stay very still, I can hear bubbles in my heart that weren’t there 
before. Sparkling fizzing peals of giggles. Beautiful, mischievous, tickly giggles, bubbling 
over, flooding my heart with fountains of sudden shiny rainbows, 

pop! pop! pop! pop! pop!  

…and I cannot help but be filled with the warmth of a thousand sunrises.  

I have no idea why we are here, but I feel so lucky that we get to be here together.  

To my dearest Steve,  
I can’t believe we get to fall apart together.  

All my love, 
xoxo Mummy 
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Glossary 

Pitch Human perception of acoustic frequency (Hz). For this 
experiment, pitch refers to the relative range of the voice, 
using descriptors such as low, mid, and high  

Pitch Contour The spatial description of pitch as it changes over time. 
This experiment describes the pitch contours of lexical 
tones with terms such as high falling tone and mid-rising 
tone 

Lexical Tone Word-level pitch or pitch contour that distinguishes 
between words containing the same phonemes 

Gesture Communicative movements of the hand and arm that 
convey independent, redundant, or complementary 
information to that contained in speech. 

Audiospatial The concept that sound is perceived, processed, and 
represented both acoustically and spatially in the mind 

Modality For this study, Modality refers to the type of stimuli 
perceived as input during the experiment – either with 
facial or with facial and gestural information 

Multimodal The presence of more than one sensory input or channel 
of information during perception  

Crossmodal The connection of two or more types of sensory inputs 
determined to be from the same event 

Congruency For this study, Congruency refers to whether the auditory 
tone information and visual tone information in the 
gesture and/or face match in stimulus input 

Visual Saliency For this experiment, visual saliency refers to the extent to 
which visual components, such as facial or gestural 
movements, stand out from the background  

Cue Weighting The extent to which perceivers use information from one 
sensory input over another, especially when experiencing 
a perceptual conflict 

Speaker In this experiment, a participant who produces speech 
tokens  

Perceiver In this experiment, a participant who listens to and/or 
watches speech and gesture tokens  

Native Processing speech sound and syntactic categories 
consistent with a population who were exposed to 
Language X since birth. 
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Non-native A non-native speaker of language X would possess 
native speech sounds and syntactic categories from their 
own Language Y.   
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Chapter 1. Introduction 

From infancy onward, perceivers of multisensory stimuli are continually tasked with 

solving the crossmodal binding problem (Spence, 2011), where sensory signals from the 

same event must be matched for processing. This requires perceivers to determine that 

the relevant inputs are semantically congruent, spatiotemporally correspondent, and 

crossmodally associated (Ernst & Bülthoff, 2004; Fujisaki & Nishida, 2007; Spence, 2011). 

Before the signals can be bound, however, the perceiver must first establish that the 

signals have indeed arisen from the same event. In the context of everyday language use, 

crossmodal binding is not usually problematic unless the auditory speech stream is 

rendered unintelligible by background noise or other barriers to real-time language 

decoding and comprehension. When irrelevant acoustic information cannot be easily 

filtered out during processing, crossmodal mapping of facial movements to acoustic 

features can support the processing of speech events based on their visible articulatory 

configuration and timing cues. More peripherally, co-speech manual gestures can also 

support speech processing by marking beats in time, pointing the way, illustrating content, 

or by metaphorically translating sounds into spatial adjectives such as high and low 

(McNeill, 1992; Marks, 1987). When these spatially described sounds move and change 

through time as pitch contours, they can be represented dynamically as in the level, rising, 

dipping, and falling pitch gestures of the present study. With these additional cues 

recruited, crossmodal binding can take place. After the relevant sensory signals have been 

bound to the same event, the integration of auditory and visual streams can occur, 

resulting in either perceptual fusion or crossmodal conflict. The likelihood of fused versus 

conflicting percepts can vary greatly depending on perceiver experience (Ernst, 2007; 

Parise & Spence, 2009). The perceivers in this study differ in linguistic experience: naïve 

versus native in their knowledge of the test language used in the experiment. Thus, it will 

be the reliability of each input, as judged by the perceivers, that will reveal differing 

patterns of perceptual fusion or conflict.  

The present study tests the strength of crossmodal association between acoustic 

pitch information and visuospatial tone information. We explore whether gesture can bias 

pitch perception in a linguistically significant context, and more broadly, how visual cues 

may be differentially utilized by native versus non-native perceivers. Experimental stimuli 
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consist of videos of speakers producing Mandarin lexical tones with and without tone 

gestures, aurally masked by background noise. Participants are then tasked with 

identifying the tones they perceived. In a manner akin to the early studies of crossmodal 

auditory-visual correspondences (Bernstein & Edelstein, 1971; Marks, 1987) and the more 

recent studies of gesture and speech integration (Kelly, Ozyürek, & Maris, 2010), the 

experimental design manipulates the semantic congruency of the tonal information and 

presents audiovisually tone-congruent and tone-incongruent stimuli to native (Mandarin) 

and non-native (native English) perceivers. In non-native perceivers, we predict that the 

tone identification task may induce strong cross-modal linking, resulting in more visually-

influenced responses despite the unreliability of the visual information. Native Mandarin 

perceivers, however, would be expected to show less of a visual effect, relying less on the 

visual information, as they already have firmly established tone categories as part of their 

native phonetic inventories.  

This research may be of interest to the language teaching and learning community 

at large for its insight into how tonal perception can be altered with concurrent exposure 

to different types of visual information, be it through facial or gestural cues. Empowered 

with this information, they will be able to manipulate these perceptual influences to their 

advantage as part of their teaching and learning strategies. 

 Facial Cues for Speech 

Previous research has observed auditory-face (AF) vowel binding in infants as 

young as two months of age (Kuhl & Meltzoff, 1982, 1984; Patterson & Werker, 2003). 

During critical times for learning their native language, infants have been found to shift 

their gaze patterns from looking primarily at the speaker’s eyes to the speaker’s mouth 

(Lewkowicz & Hansen-Tift, 2012). In contrast, adults have been found to generally look at 

the speaker’s eyes, only looking more at the speaker’s mouth when the speech signal is 

masked by increasingly louder noise (Vatikiotis-Bateson, Eigsti, Yano, & Munhall, 1998). 

Similarly, complementary visual information can be recruited to improve signal quality 

when comprehension conditions are less than ideal, such as when learning a second 

language, listening to non-native speakers, or perceiving speech in noise. Visual cues 

gained from watching a speaker’s face have been shown to enhance the processing of 

segmental speech in native (L1) and non-native (L2) perception (Summerfield, 1983; 

Jongman, Wang, & Kim, 2003; Davis & Kim, 2004; Wang, Behne, & Jiang, 2008; 2009); 
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however, the facial area that may provide the most visual benefit may depend on the type 

of information sought, such as the eyebrows and upper part of the face for prosody or the 

lower part of the face for word level information (Cavé et al., 1996; Lansing & McConkie, 

1999; Swerts & Krahmer, 2008). The visual saliency of a speech sound must also be taken 

into account when evaluating the potential visual benefit over auditory-only perception. 

The most visually salient sounds offer the greatest opportunities for articulatory 

movements to contribute to speech perception (Hazan et al., 2006; Hazan, Kim, & Chen, 

2010). Additionally, when conversing with non-natives or when communication is 

otherwise impaired, such as in the presence of background noise (Sumby & Pollack, 1954; 

Macleod & Summerfield, 1990; Nielsen, 2004) or when repeatedly asked for clarification, 

speakers may modify their speaking style to produce clear speech with exaggerated visual 

cues for jaw displacement, lip stretching, lip rounding, and duration, increasing the visual 

saliency of their speech sounds in comparison to plain speech, ostensibly for the 

perceiver’s benefit (Tang et al., 2015). The McGurk effect (McGurk & Macdonald, 1976) 

is one well known instance where high visual saliency can result in perceptual fusion for 

Audio-Facial (AF) stimuli with mismatched place of articulation cues. Increased perceptual 

fusion and, by extension, visual reliance, has been shown to occur in perception of non-

native McGurk stimuli (Sekiyama & Tohkura, 1993; Chen & Hazan, 2007). However, the 

perceptual fusion of the McGurk effect has been shown to be negatively affected when 

task and attentional demands exceed perceptual load capacities (Alsius, Navarra, 

Campbell, & Soto-Faraco, 2005; Lavie 1995)  

 Mapping Auditory Pitch to the Visual Domain 

In the general cognitive domain, the crossmodal association between auditory 

pitch and visual elevation, as well as between auditory pitch and spatial movement have 

been well established (Casasanto, Phillips, & Boroditsky, 2003). One linguistic example 

of crossmodal auditory and visual pitch association is in Mandarin Chinese, where lexical 

tone is sufficient to differentiate two otherwise identical syllables as a minimal pair. The 

level, rising, dipping, and falling tones are represented in the Pinyin Romanization system 

by tone shape diacritics that represent each tone’s pitch height and contour (Xu, 1997; 

Chao, 1968; Lin, 1985). These Pinyin diacritics are introduced concurrently with tones in 

beginners’ Mandarin classes for non-native learners, and are taught to native Mandarin 

speaking schoolchildren as part of their elementary studies as well. The literature abounds 
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with suggestions for helping learners to form crossmodal associations between auditory 

pitch and visual height for tone in this way, such as by writing pinyin on a musical staff in 

the shape of the tonal contours (Lin, 1985), or by learning Pinyin words with visual contour 

diagrams in lieu of the more arbitrary 1-4 numerical association system (Liu et al., 2011). 

 Facial Cues for Tone 

There is consensus among previous studies that visual cues for tone are available 

in the facial region of the speaker (Attina, Gibert, Vatikiotis-Bateson, & Burnham, 2010; 

Burnham, Ciocca, & Stokes, 2001; Burnham, Lau, Tam, & Schoknecht, 2001; Burnham, 

Reynolds, Vatikiotis-Bateson, Yehia, & Ciocca, 2006; Chen & Massaro, 2008; Mixdorff, 

Hu, & Burnham, 2005; Mixdorff, Wang, & Hu, 2008; Smith & Burnham, 2012); however, 

the salience of these cues may depend on whether words are produced in citation or in 

phrasal contexts. In citation form, spatiotemporal cues for duration have been shown to 

be one of the more reliable indicators of tone, with falling being the shortest, and dipping 

measuring the longest. This durational difference between tones does not hold in 

sentential contexts, so in these cases, visual cues for syllable duration cannot be relied 

upon to help the perceiver distinguish between tones (Attina et al., 2010). Aside from 

duration, the head and neck movements that physiologically modulate pitch also produce 

visible cues for tone (Attina et al., 2010; Chen & Massaro, 2008; Smith & Burnham, 2012). 

Interestingly, these cues have been observed to be universally available, and more readily 

utilized by non-native speakers than native speakers (Smith & Burnham, 2012). Indeed, 

such cues may not be utilized by native speakers until they are brought to their attention 

(Chen & Massaro, 2008). However, when perceptual and cognitive load are increased, 

such as when identifying both tonal and segmental components of a word embedded in 

auditory noise, visual information fails to aid tone identification to the same extent as it 

does for segmental information (Mixdorff et al., 2005, 2008).  

Since facial information has been shown to be helpful to perceivers by providing 

complementary visual cues when phonetic demands are high, if perceivers are forced to 

shift their attention to the visual modality for lexical tone perception, the presence of facial 

information for tone should be reflected in their tone identification patterns, as long as 

participants do not experience cognitive overload while completing their tasks. The 

uniqueness of the present experiment lies in the type of manipulation used to induce visual 

reliance during tone perception, namely, an Auditory-Facial incongruent modality of 
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presentation combined with embedding the acoustic signal in noise. In this modality, 

segmental information remains crossmodally congruent but tonal information 

crossmodally incongruent. Combining these stimuli with a single output task of tone 

identification allows participants to focus on tone, while being affected by visual cues for 

tone.  

 Perceiving Gesture 

Manual gestures can enhance speech perception by providing focus cues and 

visual representations of the speaker’s message, alternately relieving the speech modality 

of some of its semiotic burden of communication, or emphasizing the content of speech 

by providing redundant cues (Hostetter, 2011). It is this tightly bound interaction of speech 

and gesture that has led to the proposal of the integrated systems hypothesis (Kelly et al., 

2010), which not only posits an influence of gesture on the perception of speech sounds 

and vice versa, but that such an interaction is mandatory, in that neither modality can be 

processed without considering the other, when both are available to the perceiver.  

  Previous studies have indicated that perceiving gestures with speech can indeed 

have significant effects on the perception of speech. For example, in L1 perception, beat 

gestures  have been shown to alter the perception of word prominence (Krahmer & Swerts, 

2007), and also to shift early sensory ERPs when integrated with speech, possibly 

providing additional parsing and focus cues for the perceiver (Biau & Soto-Faraco, 2013). 

For iconic gestures, when gestural content is manipulated to be incongruent with speech 

content, there is evidence for differential processing of these types of stimuli compared to 

when content is semantically congruent (Kelly, Kravitz, & Hopkins, 2004; Kelly et al., 2010; 

Kelly, Ward, Creigh, & Bartolotti, 2007; Kelly, Healey, Özyürek, & Holler, 2015). The 

present study will also be exploring the effects of semantic congruency on perception, but 

for a different type of stimuli – a crossmodal metaphoric representation of auditory pitch 

height and contour, or tone gesture (Eng, Hannah, Leung, & Wang, 2014; Morett & Chang, 

2015). 
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 Gesture in L2 

Research into gesture and second language teaching has demonstrated that the 

simplified “teacher talk” register used by language instructors to engage students in 

classroom settings contains a substantially increased proportion of both representational 

and rhythmic gestures (Barnett, 1983; Gullberg, 2006; Lazaraton, 2004). In experimental 

studies however, gestures have not necessarily been found to be beneficial to the learner 

for acquiring non-native speech sounds. Neither observing nor producing beat gestures 

has been found to be particularly helpful for learning difficult phonemic contrasts of 

Japanese (Hirata & Kelly, 2010; Hirata, Kelly, Huang, & Manansala, 2014; Kelly, Hirata, 

Manansala, & Huang, 2014), while iconic gestures have only been found to aid word 

learning when word pairs containing the target phonemic contrasts were highly dissimilar 

in their surrounding segmental contexts, or when words were learned in isolation (Kelly & 

Lee, 2012; Kelly, McDevitt, & Esch, 2009). While beat gestures have not been shown to 

be effective at the word level, there is evidence for their effectiveness at the prosodic level, 

such as when used by L2 learners of English for practicing rhythm and syllabification in 

conversational settings (McCafferty, 2006), and also when used by instructors to 

demonstrate prosody at the discourse level, where the need to generate complex 

sentences often results in decreased intelligibility in L2 speech (Gluhareva & Prieto, 2016). 

At the discourse level, when the speaker is not constrained to a single type of gesture for 

experimental purposes, gestures have been shown to facilitate lexical access, improving 

comprehension over auditory-face and audio-only conditions, especially when 

comprehension is impaired by low language proficiency (Sueyoshi & Hardison, 2005). 

Together, these findings suggest that gestures are more effective for enhancing 

perception of non-native speech when difficult phonemic distinctions are not the primary 

focus of the exercise. When faced with highly demanding phonetic tasks, such as 

discriminating between phonemic durational cues in minimal pairs, additional gesture in 

all forms may prove to be too distracting while trying to make a fine-grained acoustic 

perceptual judgement.  

 Pitch and Gesture 

For the present study, we are interested in seeing how perception of pitch can be 

influenced by manual gestures representing tone contour, where pitch and time are 
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mapped to vertical and horizontal movement. Capturing pitch in such gestures owes its 

inspiration to the illustrative aids of musical expression. Indeed, to create strong 

audiospatial connections, the Kodály music education system encourages early stage 

learners to kinesthetically engage in their experience of music using gestures and physical 

movements (Houlahan & Tacka, 2008). Music teachers are taught to enhance pitch 

perception using hand levels and diagrams of melodic contours (Apfelstat, 1988; Welch, 

1985), and young singers are trained to improve their pitch accuracy using gestures (Liao 

and Davidson, 2007; Liao, 2008).  

Experimentally, when participants have been given the freedom to represent 

stimulus sounds gesturally in a three-dimensional space, higher pitch has been generally 

found to correlate with higher elevation in space. It is interesting to note that in this free-

form gesture production task, musicians have been found to be more consistent in their 

gesturing than non-musicians, which may provide insight into how the strength of 

crossmodal associations can develop with experience (Küssner, Tidhar, Prior, & Leech-

Wilkinson, 2014). Furthermore, it has been claimed that pitch is audiospatial in 

representation, implying that pitch perception is inescapably affected in the presence of 

spatial information, as opposed to being a unimodal auditory percept. Experimentally, this 

has been shown to be the case, in that upward and downward gestures have been shown 

to bias pitch perception in the direction of the gesture. Moreover, when cognitive loads are 

increased with memory tasks, the pitch perception bias remains upon introduction of a 

verbal task, but disappears for a spatial task, indicating that pitch perception may be a 

lower priority usage for spatial resources when alternate, highly reliable modalities – such 

as acoustic pitch information – are available (Connell, Cai, & Holler, 2013).  

 Pitch, Tone, Face, Gesture – Together in L2 Perception  

How might the findings from the aforementioned studies affect the perception of 

pitch in a linguistic context? As Mandarin tones are examples of linguistically significant 

word-level pitch, we once again return to pitch and its usage in speech communication. 

Mandarin tones in citation form are particularly well suited to gestural representation as 

they spatiotemporally and semantically bind auditory pitch, visual elevation, and duration 

into speech-gesture events, and are represented orthographically as diacritics in Mandarin 

Pinyin. Full body gestures such as reaching for the ceiling, slumping the shoulders, 

eyebrow raising, head nodding, and foot stomping can help to magnify pitch and contour 
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differences and aid learners in exploring the pitch range required for a tonal language 

(Chen, 1974; Tsai, 2011; Zhang, 2006). For the current study, we can quite 

straightforwardly translate these shapes into manual gestures according to the tone 

shapes of Chao (1968). Concerning the question of ecological validity of these tone 

gestures, a quick YouTube search of the term “Mandarin tones” presents an ever-evolving 

stream of enthusiastic, media-savvy teachers and learners demonstrating these tone 

gestures and sharing their experiences and opinions on what is helpful for learning to 

distinguish between tones. In the literature, two previous studies (Eng et al., 2014; Morett 

& Chang, 2015) have utilized these tone gestures to examine tone and word learning in 

Mandarin.  

Eng et al. (2014) adapted the auditory tone training paradigm of Wang, Spence, 

and Jongman (1999) in order to train non-native perceivers to learn Mandarin tones using 

tone gestures. In this case, both gesture and no-gesture groups improved during and after 

training. However, slower learning trajectories were observed for more phonetically 

challenging sounds when paired with gesture than without. The results showing that 

additional visual resources in the form of tone gesture were more distracting than assistive 

to the learners is in line with the research on word-level iconic and beat gestures in L2 

perception (Hirata & Kelly, 2010; Hirata et al., 2014; Kelly et al., 2014, 2009; Kelly & Lee, 

2012), where gestures were found to aid learning of phonemic and word-meaning 

contrasts when the phonetic and perceptual demands were not too high.  

A similar training study, Morett and Chang (2015), showed improved tone 

identification for words used during training while semantic gesture and no-gesture 

conditions did not. While promising, the pitch gesture group showed no additional benefit 

in a generalization post-test over the semantic and no-gesture training groups. However, 

the smaller set of four pitch gestures (one per tone) appeared to be more effective for 

short-term tone recall than the larger set of twelve semantic gestures (one per word). 

Similar results were found for word-meaning association learning, where the smaller pitch 

gesture set improved word-meaning learning, whereas the larger semantic gesture set did 

not. It may be the case that for word learning, the difference in gesture set size may have 

contributed to increased spatial memory load (Connell et al., 2013), suppressing the 

effects of the semantic gesture. It would be interesting to repeat their experiment with 

similar, size-matched sets of gestures in order to determine whether the relationships 
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reported between gesture and the learning of tone and word meanings can be attributed 

to other factors. 

 Present Study 

The audiospatial representation of pitch described in Connell et al. (2013) remains 

unstudied in a linguistic context, leaving the following questions unanswered: can tone 

gestures serve as cross-modal links between auditory and spatial representations of tone, 

or are the tone gestures merely arbitrary mnemonic devices? Based on our ability to bind 

metaphoric spatial terms with auditory features such as low and high, the evidence for 

crossmodal association of auditory pitch and visual elevation and for audiospatial 

representation of pitch, the present study will be exploring similar questions regarding 

gesture’s role in linguistic pitch perception. We propose investigating how crossmodal 

binding for pitch, perceived in a linguistic context as Mandarin lexical tone, occurs for 

native Mandarin speakers and non-native (native English) speakers when they are 

presented with Audio-Facial (AF) or Audio-FacialGestural (AFG) stimuli. The stimuli 

presented will be manipulated to be either tone-congruent (C), where the visual and 

auditory tone match, or incongruent (I), where the visual tone and auditory tone are 

mismatched. Perceivers will then identify the tones based on the input they perceived. For 

facial effects, we hypothesize that if perceivers are able to effectively incorporate facial 

tonal cues, they would more accurately identify tones with congruent (than incongruent) 

audio and facial input. For gestural effects, if perceivers are able to establish a cross-

modal link between the acoustic and visuospatial pitch information, they would more 

accurately identify tones when gestural input is available, and would be more accurate 

with congruent (than incongruent) audio and gestural input. However, if such a link is 

arbitrary, we should instead find that congruent and incongruent input result in equal 

performance. In addition, within the AFG-incongruent (AFG-I) condition, visual weighting 

should increase when perceivers are presented with visually salient information. In the 

present experiment, the gestures in the AFG-I condition move across the screen 

concurrently with the speaker’s facial movements and are thus more visually salient than 

the movements in the AF-I condition. For L1 and L2 effects, we expect that English 

perceivers would be more affected by facial and gestural input than Mandarin perceivers, 

as they need additional resources to process challenging L2 tones. 
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We undertake the current study with the assumption that the representation of 

pitch in tone is not arbitrary, and is crossmodally linked. Thus, when perceivers are 

presented with audiovisually tone-incongruent stimuli, the conflict of speech and gesture 

cues may produce unexpected patterns of tone perception, even for native speakers of 

Mandarin, who have firmly ingrained tonal categories as part of their native phonological 

inventories. 
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Chapter 2. Methods 

This study was carried out with the approval of the Office of Research Ethics at 

Simon Fraser University with written informed consent from all participants.  

 Perceivers 

Fifty-two native and non-native Mandarin perceivers participated in the perception 

experiment. The native perceiver group consisted of 26 native speakers of Mandarin (15 

female) born and raised in northern China or Taiwan, aged 19-33 (mean: 24). The non-

native perceiver group consisted of 26 native speakers of English (14 female) born and 

raised in Western Canada or the USA, aged 19-30 (mean: 24), with no prior tone language 

experience or formal musical training (Cooper & Wang, 2012). All perceivers reported 

normal hearing and normal or corrected to normal vision, and no history of speech or 

language disorders.  

 Stimuli 

2.2.1. Characteristics and Types of Stimuli 

Eight Mandarin words (2 syllables (ye, you) x 4 tones) were chosen as the 

experimental stimuli for this study. Eight additional words were used as tone familiarization 

stimuli (syllable duo x 4 tones) and task familiarization stimuli (syllable ge x 4 tones).  

Two modalities were recorded for the target words: Audio + Facial, where the 

speaker’s facial (mouth) movements were presented while speaking a corresponding 

target word; and Audio + FacialGestural, where the speaker made a matched tone contour 

shaped hand gesture while speaking a word. The stimuli were further edited to create two 

incongruent audio-visual stimulus types where the auditory tone input did not match the 

facial and gestural tone input (see 2.2.3 for details on stimulus editing). Thus, in total, four 

types of stimuli were developed, as illustrated in Figure 1: (1) congruent Audio and Facial 

tone input (AF-C), (2) incongruent Audio and Facial tone input (AF-I), (3) congruent Audio 

and FacialGestural tone input (AFG-C), and (4) incongruent Audio and FacialGestural 

tone input (AFG-I).  
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2.2.2. Speakers and Recording 

The experimental stimuli were produced by two native Mandarin-speaking 

instructors (1 female aged 34, and 1 male who appeared of a similar age but declined to 

disclose his age) with experience teaching college-level introductory Mandarin classes. 

Two additional native Mandarin speakers (1 male aged 22, and 1 female aged 24) 

produced the audio-only tone familiarization stimuli. The speakers reported no history of 

speech or language disorders. 

Audio-visual recordings were made in a sound-attenuated booth at the Language 

and Brain Lab at Simon Fraser University. For the AFG condition, the speakers were 

asked to simultaneously say each word in citation form while tracing a matching tone 

contour in the space next to their face as indicated by an acetate graph on the LCD 

feedback monitor of the video camera. Speakers started with their mouths closed and 

hands lowered, and returned to the rest position between words. No hand gestures were 

made for the AF condition. The Mandarin characters and Pinyin romanizations were 

presented to the speakers via PowerPoint slides. Videos were captured on a high 

definition camcorder (Canon Vixia HF30) at a recording rate of 30fps. Concurrent high 

quality audio was recorded using a Shure KSM109 microphone at 48kHz.   

yě yě 

yē yē 

In
co
ng

ru
en

t	
Co

ng
ru
en

t	

Audio	+	Face	 Audio	+	(Face+Gesture)	

Figure 1  Four types of experimental stimuli, exemplified using 
syllable ye with Tone 1 (yē) and Tone 3 (yě) 

(1) upper-left: congruent Audio and Facial tone input (AF-C): yě 
(2) lower-left: incongruent Audio and Facial tone input (AF-I): audio yē + video yě,  
(3) upper-right: congruent Audio and FacialGestural tone input (AFG-C): yě 
(4) incongruent Audio and FacialGestural tone input (AFG-I): audio yē + video yě. 
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2.2.3. Stimulus Editing 

The videos were edited using Final Cut Pro X to contain one word per stimulus, 

with the separately recorded high quality audio replacing the audio track captured by the 

on-camera microphone.  

Using an automated FFMPEG script, the audio track for each stimulus video was 

normalized to 65dB SPL. Each of the audio stimuli was embedded in cafeteria noise to 

make the tonal information more difficult to perceive, with the goal of inducing partial visual 

reliance. To determine an optimal signal-to-noise ratio (SNR), Mandarin and English pilot 

subjects were tested on a smaller subset of audio-only stimuli embedded in +10, +5, 0, -

5, -10, -12, -15 and -18dB, noise, with the goal of inducing 30% error in native Mandarin 

perceivers, and a 60% error rate in non-native English perceivers. At -12dB, the error rate 

was 15% for the Mandarin group and 54% for the English group. Most importantly, the 

tonal information remained audible to most perceivers at an SNR of -12dB without being 

completely masked by noise, which was the case at -15dB. Consequently, the 65dB SPL 

audio track for each stimulus was embedded in 77dB SPL cafeteria noise using FFMPEG.  

The videos were mirrored horizontally so that the tone contour trace in AFG videos 

would travel left to right for perceivers during the experiment. AF videos were also mirrored 

for consistency. Each video was 4 seconds long to ensure that all the articulatory and 

gestural movements were captured.  

For each modality, syllable and speaker, each auditory tone was paired with a 

tone-congruent video as well as the three other tone-incongruent videos, producing four 

tone-congruent pairings (one for each tone) and 12 tone-incongruent pairings (with all the 

possible audio and visual tone pairings differing in tone, e.g., audio-Tone1 + video-Tone2). 

Thus, for example, a tone-incongruent AFG auditory level Tone 1, visual rising Tone 2 

(AFG-A1V2) stimulus would contain the visual track from the original AFG Tone 2 

recording paired with the auditory track from the AFG Tone 1 recording. All videos 

presented during the experiment were cross-spliced in this manner, including the tone-

congruent ones, in order to keep the treatment consistent across all stimuli. To accomplish 

this, a tone-congruent AFG auditory Tone 1, visual Tone 1 (AFG-A1V1) stimulus would 

contain the visual track from the original AFG recording paired with the auditory track from 

the AF recording.  
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Additionally, to address the potential effects of durational differences across tones 

(particularly for tone incongruent stimuli) in the audio-video pairings, an auditory duration-

modified set of stimuli was created. For each stimulus, word onsets and offsets for the 

audio track of each video were manually marked, and the word durations were extracted 

in Praat (Boersma & Weenik, 2015). For each tone pairing, the durational difference 

between the original and replacement audio tones was calculated, and a 

stretch/compression factor was applied to the replacement tone based on the original tone 

duration. Then the replacement audio file was stretched or compressed accordingly. 

These Duration Modified audio segments were then overlaid onto the original video using 

Final Cut Pro X, aligning the replacement audio with the word onset of the original. Thus, 

these duration-modified pairings were well matched for duration in the auditory and visual 

input. However, considering that the stretching or compressing of the audio files may affect 

the (spectral and temporal) naturalness of tones, the duration-unmodified condition with 

natural audio was also retained. Both sets of stimuli were presented to perceivers as part 

of the experiment.  

In total, each participant perceived 384 test stimuli (192 AF, 192 AFG) over the 

course of two sessions. Each of the two modalities consisted of 96 incongruent trials (12 

tone pairings x 2 syllables x 2 duration modification conditions x 2 speakers) and 96 

congruent trials (4 tone pairings x 2 syllables x 3 repetitions x 2 duration modification 

conditions x 2 speakers).  Moreover, 8 additional non-noise embedded audio files (4 tones 

x 1 syllable “duo” x 2 speakers) were included as tone familiarization stimuli, and 8 

additional tone-congruent audio-video files (4 tones x 1 syllable “ge” x 2 speakers) in each  

modality (AF, AFG) were prepared as task practice stimuli before the experiment.   

All the AF and AFG tokens were evaluated by two native Mandarin speakers for 

accuracy as well as for audio and video quality. The speakers correctly identified the 

stimuli and rated them as satisfactory exemplars of the intended tones and gestures.  

 Procedures 

The experiments were conducted in sound-attenuated perception booths at the 

Language and Brain Lab at Simon Fraser University. Stimuli were presented using 

Paradigm Stimulus Presentation software (Perception Research Systems, 2007) on 15-

inch LCD monitors. Video stimuli were presented at 1024x576 resolution, and audio was 
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presented using AKG brand circumaural headphones. Participants were scheduled for two 

one-hour test sessions, separated by at least one hour’s break. They were compensated 

with their choice of $30 cash or research participation credits for their Linguistics classes.  

Prior to the test sessions, participants were introduced to the Mandarin lexical tone 

system with the 8 tone familiarization stimuli described above, presented in an audio-only 

condition. They then listened to the same stimuli again in a practice response task, using 

the descriptors “Level”, “Rising”, “Dipping”, and “Falling” to identify the tones by pressing 

the corresponding buttons on the keyboard. All participants were required to perform 

above chance before continuing; none had to repeat the task.  

After completion of the tone familiarization exercise, participants moved on to the 

test sessions. Each session contained half of the stimulus set and was further divided into 

two test blocks by modality of presentation: AF and AFG. Each block consisted of four 

practice trials, followed by 96 experimental trials. The speakers, syllables, tones, tone 

congruency, and duration modification factors were randomized for presentation within 

each block. Block presentation was counter-balanced across session and participants. 

The task in each experimental trial required perceivers to watch and listen to a 

stimulus video of a speaker producing a target word, and then respond to the question 

“Which tone did you perceive?” by identifying the tone as Level, Rising, Dipping, or Falling, 

and pressing the correspondingly labeled button on the keyboard. Perceivers were 

instructed to respond as quickly as possible after the response screen appeared, and were 

given a maximum of 4 seconds to respond. At the end of the second session, participants 

completed a feedback questionnaire about the experiment that included subjective 

questions about which portions of the stimuli (speaker voice, face, gesture, etc.) they 

found helpful in completing the perception task.  
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Chapter 3. Results  

 Effects of Audio-visual Congruency  

First, to evaluate tone perception as a function of the congruency of auditory and 

visual (facial/gestural) input, tone perception accuracy was compared in the congruent 

and incongruent conditions. The auditory input served as the basis for tone accuracy 

measurements in the incongruent conditions. Figure 2 illustrates these congruency 

comparisons.  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2  Mean accuracy comparisons between Congruent and Incongruent 

conditions by Group (Mandarin, English) and Modality (AF, AFG) 
  Congruent accuracy measured as % responses aligned with audio-visual tone; 

Incongruent accuracy measured as % responses aligned with auditory tone.  
  * indicates statistically significant Congruency effects (p < .05). Error bars 

indicate 95% confidence interval. 
  

The data were submitted to multilevel mixed effect logistic regression with 

Congruency (Congruent, Incongruent), Group (Mandarin, English), and Modality (AF, 

AFG) as fixed factors. A random effect was added on the intercept term to account for 

different perceivers. Factors peripheral to the focus of the study were also adjusted for in 

the analysis, including Duration modification (Modified, Unmodified), Tone (Level, Rising, 

Dipping, Falling), Speaker gender (Male, Female), Syllable (Ye, You), and Repetition (1, 

2, 3). The estimated coefficients, summarized in Table 1 below, reveal significant main 

effects of Congruency, Group, and Modality, as well as main effects of Duration 
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modification and Tone. For brevity, only significant interactions involving Congruency, 

Group and Modality (the main factors of concern here) are reported. The significant effects 

involving Duration modification and Tone will be further analyzed in Sections 3.4 and 3.5, 

respectively.  

Table 1  Summary of mixed effect logistic regression model for tone identification accuracy 

 

As shown in Table 1, the logistic regression revealed a significant three-way 

interaction of Congruency x Group x Modality, as well as two-way interactions of 

Congruency x Group and Congruency x Modality. To further assess these interactions, 

likelihood ratio tests for each modality were conducted to determine whether including a 

Congruency x Group interaction term would improve the model fit compared to a reduced 

model that excluded the interaction term but retained Congruency, Group, Duration 

Modification, Tone, Speaker gender, Syllable, and Repetition as factors. Significant 

interactions of Congruency x Group were found for both the AF [c2(1) = 11.50, p < .001] 

and AFG [c2(1) = 17.77, p < .001] modalities. With the same approach, significant 

Congruency x Modality interactions were observed for the Mandarin [c2(1) = 155.90, p < 

.001] and English [c2(1) = 383.64, p < .001] groups.  

These significant interactions motivated further comparisons of Congruency within 

each Modality and Group, using Wald tests. First, in the AF modality, for Mandarin 

perceivers, accuracy was unexpectedly higher in the incongruent condition (AF-I) than the 

Factor Estimate Std. Error z-value Wald test p-value 
(Intercept) 0.92 2.21 0.42 .677 

Congruency -0.31 0.07 -4.56 < .001 
Group 4.17 0.32 12.98 < .001 

Modality 1.24 0.07 18.70 < .001 
Duration modification 0.19 0.04 4.53 < .001 

Tone 0.05 0.02 2.50 .012 
Speaker gender -0.01 0.02 -0.50 .618 

Syllable -0.01 0.04 -0.05 .958 
Repetition -0.04 0.06 -0.54 .591 

Congruency x Group 0.67 0.19 3.43  .001 
Congruency x Modality -1.81 0.09 -19.25 < .001 

Congruency x Group x Modality  -1.34 0.29 -4.64 < .001 
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congruent condition (AF-C) [AF-C/AF-I = 0.61, CI = (0.42, 0.91), z = 2.51, p = .012], 

although it should be noted that performance was close to ceiling in both congruency 

conditions (Figure 2). In contrast, for the English group, tone accuracy was significantly 

higher in AF-C than in AF-I [AF-C/AF-I = 1.37, CI = (1.19, 1.58), z = -4.53, p < .001], 

showing the expected positive effects when congruent auditory and facial information were 

presented. The positive effects of congruency were also revealed in the AFG modality, 

where congruent auditory and facial-gestural input (AFG-C) produced higher tone 

accuracy compared to incongruent input (AFG-I) for both the Mandarin [AFG-C/AFG-I = 

29.88, CI = (17.13, 52.11), z = -12.21, p < .001] and English [AFG-C/AFG-I = 8.99, CI = 

(7.61, 10.62), z = -26.42, p < .001] groups.  

In sum, the results demonstrate more effective perception with congruent (than 

incongruent) auditory and visual (facial/gestural) input for both native (Mandarin) and non-

native (English) perceivers, with the exception of the Mandarin AF condition where ceiling 

performance was observed. 

 Effects of Input Modality 

To determine the extent to which the AFG modality relative to AF affected tone 

perception for both Mandarin and English perceivers, congruent audio-visual trials were 

analyzed using logistic regression with Group and Modality as fixed effects, with model 

adjustments for the same peripheral and random factors as reported in 3.1. A significant 

main effect of Modality was observed across groups, where tone identification was more 

accurate in AFG (86%) than in AF (73%), [AFG/AF = 3.56, CI (3.11, 4.08), z = 18.70, p < 

.001]. A significant main effect of Group was observed across modalities, with Mandarin 

perceivers (98%) outperforming English perceivers (62%), [Mandarin/English = 48.42, CI 

(26.05, 90.02), z = 12.38, p < .001]. No significant Modality x Group interaction was 

observed [c2(1) = 1.51, p = .22]. 

Despite the lack of interaction, the Mandarin perceivers’ near-ceiling performance 

in both AF and AFG conditions motivated further Wald tests comparing Modality for each 

Group. The results confirmed that tone accuracy was superior in AFG compared to AF for 

both native Mandarin perceivers [AFG/AF = 2.78, CI (1.81, 4.27), z = 4.77, p < .001] and 

English perceivers [AFG/AF =3.55, CI (3.10, 4.07), z = 18.67, p < .001]. A significant effect 

of Group for each Modality was observed, with native Mandarin perceivers outperforming 
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English perceivers in both AF [Mandarin/English = 47.94, CI (24.77, 92.75), z = 11.50, p 

< .001] and AFG [Mandarin/English = 44.25, CI (20.28, 96.54), z = 9.50, p < .001]. Figure 

3 illustrates these differences in performance by Modality and Group. 

 

Figure 3  Mean accuracy comparisons for audio-visual tone congruent trials 
by Group (Mandarin, English) and Modality (AF, AFG) 

  * indicates statistically significant congruency effects (p < .05). Error bars indicate 
95% confidence interval. 

  

These results indicate the benefit of gesture, where AFG produced higher tone 

identification rates compared to AF for both native (Mandarin) and non-native (English) 

groups. The perceptual benefits of gesture were more pronounced for the non-native 

group, as the native perceivers achieved very high tone identification accuracy rates with 

and without gesture, as expected. 

 Effects of Perceptual Weighting of Auditory and Visual 
Input  

To quantify the effects of visual (facial and gestural) relative to auditory information 

on perception in incongruent AF and AFG conditions, a perceptual weighting analysis in 

the present section sorted perceiver responses for each token into three categories: 

correct response based on auditory tone input (A), correct response based on visual tone 

input (V), or one of the remaining (Other, O) two tones (since participants were given all 

four tones as response options). For example, in the case of a token consisting of an audio 

Rising tone cross-spliced with a visual Falling tone, a Rising response would be coded as 
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A, Falling as V, and a Level or Dipping tone response as O. Figure 4 shows the varying 

proportion of responses by Modality and Group, categorized as A, V, and O, for the 

Mandarin and English perceiver groups in AF and AFG conditions.  

 

Figure 4 Group (Mandarin, English) and Modality (AF, AFG) comparisons of 
Incongruent data, classified by Audio, Visual (facial/gestural), or 
Other response type.  

  A: % correct responses based on audio tone input  
V: % correct responses based on visual tone input  
O: % other tone responses 

   MAND: Mandarin group, ENG: English group 

For each Group and Modality, Friedman’s tests with subsequent Wilcoxon-

Nemenyi-McDonald-Thompson post-hoc tests were conducted to determine the rank 

order of the participant responses in the A, V, and O response categories. Within-group 

and modality weighting of A and V proportions were then evaluated using pairwise t-tests. 

These within-group proportions were subsequently submitted to two-sample t-tests to 

determine the differences in perceptual weighting between modalities.  

For Mandarin perceivers in the AF modality, Friedman’s test results indicated that 

the A, V, and O response categories were not equally preferred [c2(2) = 11.69, p < .001]. 

As expected, the proportion of A-based responses was significantly greater than both V-

and O-based responses (ps. < .001), whereas the latter two categories did not differ 
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significantly (p = .306). Likewise, in AFG, significant differences among response 

categories were also observed [c2(2) = 13.06, p < .001], with responses to A significantly 

outweighing V, which in turn outweighed O (ps. < .001). However, between-modality 

comparisons using two sample t-tests showed that the A-based response was significantly 

greater in AF than in AFG [t(25) = 2.49, p = .020], whereas the V-based response was 

significantly greater in AFG than AF [t(25) = 2.31 p = .029].  

For the English group, the AF condition also revealed significant differences in 

audio-visual weighting [c2(2) = 10.61, p < .001], with post-hoc tests indicating greater A-

based responses over O, which in turn significantly outranked V-based responses (ps. < 

.001). In the AFG condition, significant differences between category responses were 

observed as well [c2(2) = 11.69, p < .001]. However, in contrast to the other results of A-

dominant response patterns, with gesture, English perceivers’ responses following the 

visual input increased to the extent that V exceeded both the A and O categories (ps. < 

.001); while the latter two did not differ (p = .079). Comparisons between the AF and AFG 

modalities showed that English perceivers’ A response was significantly greater in AF than 

AFG [t(25) = 4.63, p < .001], whereas their V response was significantly greater in AFG 

than in AF [t(25) = 8.67, p < .001]. 

The analyses thus far have indicated an inverse relationship between the variables 

of auditory and visual response, where A decreases when V increases. Pearson 

correlation coefficients were calculated to determine the linearity of this relationship in 

each Group and Modality. Overall, strong negative correlations were found for Audio and 

Visual tone responses for all groups and modalities in the Incongruent conditions. In the 

Mandarin group, significant negative correlations were found for both AF (r = -0.97, n = 

26, p < .001) and AFG (r = -0.98, n = 26, p < .001). Similarly, in the English group, there 

were significant negative correlations in AF (r = -0.88, n = 26, p < .001) as well as in AFG 

(r = -0.88, n = 26, p < .001). Figure 5 illustrates these relationships by plotting % Audio 

Tone against % Visual Tone for each Group, Modality, and Subject. 
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Figure 5  Correlation between auditory and visual response for each Group 
and Modality pairing (English AF, English AFG, Mandarin AF, 
Mandarin AFG) in the Incongruent conditions 

The differences in correlation coefficients between groups motivated further 

analyses to test whether these increases in V weighting between the AF and AFG modality 

were significantly different between groups. Cross-group comparisons using pairwise t-

tests showed that both Mandarin [t(25) = 2.31, p = .029] and English perceivers [t(25) = 

8.67, p < .001] significantly increased their V weighting from AF to AFG. Within each 

group, the differences for audio and visual responses between AF and AFG were then 

calculated for each subject. A two sample t-test of the differences [t(50) = 3.18, p = .003] 

revealed that the increase in visual weighting with the inclusion of gesture in the AFG 

condition was greater for English perceivers (22.8%), than for Mandarin perceivers (8.5%). 

Figure 6 illustrates these differences below.  
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Figure 6  Increase in visual weighting from AF to AFG by Group (English, 
Mandarin)  

To summarize, the analysis of the incongruent data showed that in stimuli where 

auditory and visual cues for tone were mismatched, both native (Mandarin) and non-native 

(English) perceivers increased their visual weighting when highly salient gesture cues 

were available in the AFG modality (as compared to AF). Furthermore, the non-native 

group weighted the visual tone even more highly than the auditory tone input when 

gestures were present.  

  Effects of Duration of the Auditory and Visual Input 

As discussed in section 2.2.2, two sets of stimuli were created for the incongruent 

stimuli: the duration-modified set with modified audio tone duration to match the duration 

of the visual tone, and the duration-unmodified set with the natural audio tone duration 

retained. The main effect of Duration modification in the full model logistic regression in 

3.1 motivated further analysis on the incongruent data to determine if durational 

congruency affects perception as a function of Modality and Group. A likelihood ratio test 

between the full model (including all two and three way interactions) and the reduced 

model excluding the interaction term indicated no significant Group x Modality x Duration 

modification interaction for either the Auditory-based responses [c2(1) = 0.60, p = .440] or 

the Visual-based responses [c2(1) = 0.7244, p = .395]. This result indicated that duration 

modification affected all groups and modalities in the same way, and therefore no further 

analysis was undertaken. 
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 Effects of Individual Tones  

The significant main effect of Tone (p = .012) observed in the full model logistic 

regression in section 3.1 motivated additional analyses of potential individual tone effects 

as functions of Modality and Group, for both the audio-visual congruent and incongruent 

data. First, likelihood ratio tests between the full model and the reduced model, which 

excluded the interaction term, were used to assess the Tone x Modality x Group 

interactions. If significant interactions were found, further Friedman’s tests with Wilcoxon-

Nemenyi-McDonald-Thompson post-hoc tests were then employed to tease apart the 

differing effects of individual tones in each modality and for each group. Figure 7 illustrates 

individual tone perception in AF and AFG for Mandarin and English perceivers in terms of 

(a) percent correct identification in the congruent conditions, (b) percentage of responses 

matching the auditory tone in the incongruent conditions, and (c) percentage of responses 

matching the visual tone in the incongruent conditions. 

 

Figure 7 Individual tone (Level, Rising, Dipping, Falling) perception by Group 
(Mandarin, English) and Modality (AF, AFG) 

 
  (a) Percent correct identification in audio-visual congruent conditions.  

 (b) Percentage of responses matching the auditory tone in incongruent conditions.  
  (c) Percentage of responses matching the visual tone in incongruent conditions. 
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Likelihood ratio tests of the Congruent data (Figure 5a) revealed a significant 

interaction of Group x Modality x Tone [c2(3) = 16.561, p < .001]. Although identification 

accuracy for each tone was generally very high in the Mandarin perceiver group, 

Friedman’s test showed significant differences in the AF condition [c2(3) = 32.92, p < .001], 

with post-hoc pairwise comparisons indicating slightly (although significantly) higher 

accuracy for Level, Dipping, and Falling tones than Rising tone (ps. < .001). A significant 

tone effect was also observed in AFG [c2(3) = 10.61, p = .014], showing better perception 

of Dipping and Falling tones than Level tone (ps. = .031). A significant effect of tone was 

also present for the English group in the AF condition [c2(3) = 16.27, p = .001], with Dipping 

tone performing better than both Rising and Falling tones (ps. £ .017). Likewise, in AFG, 

the significant tone effect [c2(3) = 13.49, p = .004] was due to better identification of 

Dipping than Rising tone (p = .002).  

Analysis of the incongruent data based on audio responses (Figure 5b) only 

revealed a significant Group x Tone interaction [c2(3) = 55.96, p < .001]. Across modalities, 

significant differences between tones were found for the Mandarin group [c2(3) = 21.01, p 

< .001], but not for the English group [c2(3) = 2.16, p = .130]. For the Mandarin perceivers, 

Dipping tone outperformed Rising tone, and Falling tone outperformed both Level and 

Rising tones (ps. £ .024).   

The video response analysis of the incongruent data (Figure 5c) also only revealed 

a significant Group x Tone interaction [c2(3) = 38.76, p < .001]. Across modalities, 

significant differences between tones were found in both Mandarin [c2(3) = 32.30, p < 

.001] and English [c2(3) = 17.63, p < .001]. For the Mandarin group, Dipping tone 

responses were greater than all the other tones (ps. £ .003). For the English group, Level, 

Rising, and Dipping tones all outperformed Falling tone (ps. £ .020). Moreover, the 

Modality x Tone interaction was also significant [c2(3) = 25.97, p < .001]. Across groups, 

significant differences between tones were found in both AF [c2(3) = 3.18, p = .008] and 

AFG [c2(3) = 5.69, p < .001] modalities. In AF, Rising was better than Falling tone (p = 

.008), and in AFG, Dipping was better than all the other tones (ps. < .001). 

Overall, the most notable result of the individual tone analysis was that Dipping 

tone was frequently observed to outperform the other tones on the measures that included 

a visual component, especially in the AFG modality. 
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  Summary  

Taken together, the results showing better performance with congruent (than 

incongruent) auditory and visual (facial/gestural) input across groups indicate that 

perceivers can make cross-modal associations between acoustic, visual articulatory, and 

spatial pitch information. Importantly, the data show that these associations are not 

caused by durational congruency effects. Furthermore, increased perceptual accuracy 

and visual weighting were observed across all tones with the addition of gestural input, 

especially for Dipping tone. Overall, more pronounced visual benefits, particularly gestural 

benefits, were observed for the non-native (English) perceiver group than the native 

(Mandarin) group.    
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Chapter 4. Discussion and Conclusion 

 Facial Effects  

The AF modality’s primary purpose in this study was to facilitate direct 

comparisons of facial effects between groups and congruency conditions. As expected, 

native Mandarin perceivers outperformed tone-naïve English perceivers at tone 

identification. Stronger effects of facial information were revealed for perceivers who had 

less experience with the Mandarin language. The following discussions reflect in greater 

detail how our findings align with our hypotheses regarding Congruency, AV Weighting, 

and Tone, and how the present results compare with prior studies on similar topics.  

4.1.1. Congruency 

An unexpected finding of the Congruency comparisons was that Native Mandarin 

perceivers were less performant with congruent auditory and facial information in AF-C 

than in with incongruent information in AF-I. Conversely, tone identification in the English 

group was better in AF-C than AF-I, as hypothesized. Previous studies of audiovisual 

Mandarin tone perception have also found that facial cues for tone are more likely to be 

used by non-native perceivers who find themselves in a challenging phonetic situation, 

than by native perceivers (Chen and Massaro, 2008; Smith and Burnham, 2012). Although 

Mandarin tone contours are still audible at the SNR of -12 dB used in the current study 

(Mixdorff et al., 2005), it has previously been demonstrated that attention is increasingly 

shifted from the eyes to the mouth with increased auditory noise (Vatikiotis-Bateson et al., 

1998). The differences between AF-C and AF-I conditions, significant for both groups, 

albeit in opposite directions, suggest that subjects were able to translate specific patterns 

of head and facial motion, such as head dips, jaw opening, and lip closing (Attina et al., 

2010) as well as their associated durational differences (Smith and Burnham, 2012) into 

cross-modal cues for tone, but may have employed different strategies to do so, 

depending on their language experience.  

Although manipulating audiovisual congruency is now an established paradigm for 

McGurk experiments (McGurk and Macdonald, 1976), the technique had not been applied 

to lexical tone in the field of audiovisual speech perception research until the present 

study. We hypothesized that tone identification accuracy rates would be affected by 
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modifying the congruency between auditory tone and facial information. Specifically, if 

perceivers are able to effectively incorporate facial cues for tone, then correct tone 

identification rates would be higher when facial cues matched audio cues than when the 

cues were mismatched in the incongruent condition. The results of the AF modality 

partially support this hypothesis. The dissimilar patterns of tone identification between 

groups indicate that conflicting inputs may have been processed differently by the different 

groups. While the Mandarin AF results do not directly support our hypothesis, their higher 

performance in AF-I suggests that crossmodal conflict created by mismatched cues may 

have counterintuitively acted to strengthen their reliable native auditory tone judgements. 

When the same information was presented to non-native perceivers who lack strong tone 

categories, facial information may have been more likely to be perceptually fused to the 

auditory stream. Incongruent trials may have been less likely to be perceived as 

intentionally misleading, especially since congruent and incongruent trials were 

randomized within blocks. In face-to-face conversation, there is no reasonable expectation 

of hearing speech sounds that are in direct opposition to their speaker’s articulatory 

configurations, so both the native and non-native performance patterns can be reasonably 

accounted for in strategically recruiting complementary visual cues to support tone 

perception. 

4.1.2. AV Weighting 

In the AF-I condition, native Mandarin responses were 97.7% Audio and 0.7% 

Visual, while English perceivers’ responses were 43.2% Audio, and 21.2% Visual. 

Consistent with previous findings (Mixdorff et al., 2005), the Mandarin group was very 

confident in their auditory tone intuitions, and thus, weighted the auditory information 

highly compared to the visual information. The English group, less adept at tone 

identification, as judged by the lower overall percentage accounted for by either Audio or 

Visual, more readily incorporated facial information, as in prior studies (Smith & Burnham, 

2012), to disambiguate between tones. Within the AF modality, our results support our 

hypothesis that the weighting of auditory and visual information would vary depending on 

the language background of the perceivers. The weighting of cues in the AF modality may 

also be influenced by their visual salience. Previous studies such as Hazan et al. (2006) 

have found that the weighting of cues depended on the visual salience of the segmental 

contrast being perceived. The visual components attributable exclusively to tone do not 
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reliably involve labiality (e.g., place of articulation, lip spreading, lip rounding, lip protrusion 

as when articulating segmental contrasts), except to mark duration with jaw opening and 

lip closure (Attina et al. 2010), and so, may not have been salient enough to affect the 

native Mandarin group. 

4.1.3. Tone 

Categorizing the results by individual tone in AF-C, the only significant tone for the 

Mandarin perceivers was Rising tone, which was less accurately identified than the other 

three tones. For English perceivers, Dipping tone was significantly more accurate than 

both Rising and Falling tones. Analyzed from a visual response perspective, English 

perceivers in AF-I chose Rising Visual Tone (VisTone) more frequently than Falling 

VisTone. In relation to the visual saliency of individual tones, perceivers might grant a 

highly visually salient tone more visual weight than the others when encountering it during 

the experiment. Dipping tone is the candidate with the most visually salient features: long 

duration relative to other tones (Xu, 1997) with a head dipping (Smith & Burnham, 2012; 

Chen & Massaro, 2008) or jaw lowering motion corresponding to the articulatory 

configuration for the turning point of the tone. In AF-C, Dipping tone was indeed more well 

identified than Rising or Falling tones, indicating the possible helpfulness of the visual 

information; however, in AF-I, Dipping tone was not the most frequent visual response – 

only Rising VisTone showed a significant effect over the lowest visual response – Falling 

VisTone.  

 Gestural Effects  

Overall, native Mandarin perceivers outperformed English perceivers in the AFG 

modality. However, the highly salient tone gestures provided illustrative aids that 

influenced the responses of both groups in both congruent and incongruent conditions. 

The following sections will discuss how gesture may have affected tone perception in ways 

that facial information alone did not.  

4.2.1. Congruency 

Previous studies of word-level iconic and beat gestures in L2 perception (Hirata & 

Kelly, 2010; Hirata et al., 2014; Kelly et al., 2014, 2009; Kelly & Lee, 2012) have shown 
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that similar types of gestures can be unhelpful when paired with a learning task, due to 

increased processing loads. Perceivers of Mandarin tones have also been shown to learn 

certain tones more slowly when training occurred with gestures than without (Eng et al., 

2014; Morett & Chang, 2015). In the present study, where processing loads were lower 

due to the absence of a learning component, both groups of perceivers were more 

accurate in AFG-C than AFG-I, showing that perceivers were able to make the crossmodal 

connection between the tone gesture and the auditory tone. This finding compares well 

with a recent study of Japanese intonational contrasts (Kelly, Bailey, & Hirata, 2017) which 

utilized a similar experimental paradigm with the addition of a no-gesture condition, but 

explicitly instructed participants to only pay attention to the audio. Their study also found 

that for intonation, congruent gesture resulted in greater accuracy, and incongruent 

gesture in lower accuracy, compared to the no-gesture condition. One final point of 

discussion for gestural congruency is that in the AFG-I condition, the highly salient tone 

gestures travel at least part of the time in the opposite direction of the acoustic frequency. 

A study in the same vein, Connell et al., (2013), also showed that pitch perception could 

be swayed upwards or downwards in the direction of the gesture. It is possible that 

incongruent tone gestures in the present study may have had a similar effect on tone 

perception. It is apparent that the less certain perceivers are about what they hear, the 

more they prefer to rely upon gesture as supportive information, even though such 

information may actually be in conflict with the auditory tone. Thus, our second hypothesis 

of crossmodal audiospatial linking between acoustic pitch and the visuospatial 

representation of pitch is further supported. 

4.2.2. AV Weighting 

There are several sets of comparisons that provide evidence for increased visual 

weighting as an effect of adding tone gestures to the visual stimuli. First, in comparing 

AFG-C and AF-C modality conditions, both native and non-native perceivers were able to 

identify tones more accurately when gestural input was available. Then, comparing AFG-

C with AFG-I, both groups performed more accurately when the audio and gestural inputs 

consisted of matching tonal information, compared to when the gesture drew a different 

contour than the auditory tone, which suggests that visual information was highly weighted 

when available. A comparison of visual responses between AFG-I and AF-I revealed that 

the higher proportion of visual responses in AFG-I was statistically significant in both the 
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Mandarin and English groups. For the English group, the proportion of visual responses 

in AFG-I was also significantly larger than Audio responses. Taken together, these results 

provide a fairly clear picture that tone gestures are highly salient visual contrasts, and 

greatly affect visual weighting (Hazan et al., 2006). In the present study, such high visual 

weighting effectively decreased overall performance in AFG for both groups compared to 

AF. However, when considered with the perspective that manual gestures are generally 

used to provide redundant cues to concurrent speech (Hostetter, 2011), and that a 

collocutor is highly unlikely to make metaphoric gestures that are intentionally misleading 

(unlike the experiment), the strategy of weighting such gestures highly is not 

unreasonable, and can be very effective, as in English AFG-C. Evidently, perceivers are 

crossmodally relating visuospatial tone gesture information to the auditory tone 

information.  

4.2.3. Tone 

With the addition of gesture, different patterns emerged for individual tone 

identification. For Mandarin AFG-C, Dipping and Falling tones were more accurately 

perceived than Level tone. In Mandarin AFG-I, Falling retained its accuracy over Level 

tone, but also became more accurate than Rising tone. Dipping tone was no longer more 

accurate than level tone, but was instead more accurate than Rising tone. Response 

patterns changed for non-native perceivers as well: in AFG-C, Dipping tone was more 

accurately perceived than Rising tone, while in AFG-I, the only difference was higher 

performance for Level tone over Falling tone. In a previous study of tone gesture, Eng et 

al. (2014) found a slower learning curve for Falling tone in the Audio-Face-Gesture 

condition compared to Audio-Only, Audio-Face, and Audio-Gesture, and a slower learning 

curve for Rising and Dipping tones in the Audio-Gesture condition compared to the Audio-

Face condition, possibly due to the similarity of the gestural trajectories of Rising and 

Dipping tones. In the present study, we find similar patterns of confusion occurring in AFG-

C in the disparity between Rising and Dipping tone accuracy rates, as well as in Falling 

tone being the least reliably identified in the presence of distracting incongruent gesture. 

From a visual response perspective, Mandarin perceivers in the AFG-I condition selected 

Dipping VisTone more frequently than Level, Rising, or Falling VisTones, while English 

perceivers in AFG-I selected Dipping VisTone more frequently than Falling VisTone. The 

duration and contour of the Dipping tone gesture correlate well with the assertion that high 
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salience visual contrasts have more potential to affect visual weighting (Hazan et al., 

2006). Overall, the AFG results of the present study demonstrate that highly salient tone 

gestures captured the attention of both native and non-native speakers and impacted the 

accuracy of their tone judgements significantly more than facial movements alone. 

 General Discussion and Concluding Remarks 

Recall our hypothesis that if perceivers are making crossmodal, non-arbitrary, 

audiospatial correspondences between acoustic and visual tonal cues and binding them 

during perception, then the manipulation of congruency should reveal how these links 

occur. For non-native perceivers who would be more likely to seek complementary or 

redundant input through facial or gestural sources, congruent AV information was 

observed to aid tone identification, while incongruent AV cues conversely inhibited tone 

perception. In addition, congruency was more influential to tone perception in the AFG 

modality than in AF, demonstrating that audiospatial correspondences were made 

between pitch and gesture. For the English group, within the incongruent condition, the 

dominant sensory choice changed between the AF and AFG modalities to favour the 

Visual information in AFG. Furthermore, for these non-native perceivers, the total 

percentage of responses accounted for by audio and visual tone increased when gesture 

was included in the stimuli, showing that perceivers actively recruited visual information 

for tone judgements.  

Some unexamined yet pertinent issues peripheral to our primary research 

questions can now be briefly addressed here. Regarding the visual information available 

to perceivers, how did we know participants were looking at the gesture or the speaker’s 

face? What if participants decided to completely ignore the visual or auditory stream in the 

stimuli? Questions including these were quite seriously considered during the initial design 

stages of the study. We considered the use of an eye-tracker, but the type of data we 

would have gained over a pure perception experiment did not justify the additional 

investment required, without a major experimental redesign. To diminish the concern that 

perceivers might stop looking at the visual stimuli, the verbal and written instructions in 

our experiment emphasized that perceivers should pay attention to both the auditory and 

visual information. We chose to direct their attention in this manner because as a 

multimodal experiment with auditory noise, foreign speech sounds, and conflicting inputs, 

the temptation can be strong for participants to simplify the task by shutting their eyes or 
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looking away from the screen, thus undermining the experiment’s design. However, a 

recent similar study of gesture and intonation contrasts (Kelly, Bailey, & Hirata, 2017) 

instead instructed their participants to only pay attention to the auditory information 

present in the stimuli. They observed effects of gesture on auditory perception despite 

these instructions, so future studies may choose to adjust their instructions accordingly, 

knowing the outcome of both types of instructions on perception.   

The analysis of the data generated by the present study only skims the surface of 

inquiry into specific patterns of tone fusion and confusion. There is need to develop 

statistically reliable methods for quantifying such nebulous percepts as “tone fusion” and 

“tone confusion” with distance functions, as these conflicts may be more dynamic than 

segmental mismatches of place of articulation or voicing. An interesting future direction 

would be to study the cases that were categorized as “Other” in the Incongruent 

conditions, as these responses did not align with either the auditory or facial/gestural tone 

information. Given a sufficiently large dataset, there is reason to believe that it is within 

this Other category where the most interesting perceptual fusion and conflict patterns will 

be discovered.   
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