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Abstract

Laser-cooled, trapped ions are a highly controlled experimental system that allows one to
engineer novel quantum states of both fundamental and practical interest. For a string of
ions in a linear radio frequency (RF) Paul trap, the linear-zigzag structural phase transition
is an intriguing system to investigate quantum dynamics near the critical point of a pro-
totype second-order phase transition, including the preparation of superposition states of
different structural configurations. This thesis focuses on two technological improvements
required for studying the linear-zigzag structural phase transition in the quantum regime.
The first is the development of a compact and cost-effective RF synthesizer setup to pro-
vide multiple modulation sources for the laser manipulation of ion strings. The functionality
and limitations of a prototype design, based on Direct Digital Synthesizer (DDS) develop-
ment boards with a microcontroller interface, are evaluated and future improvements are
identified. The second part of this thesis focuses on the stabilization of the secular trap
frequencies in a linear Paul trap, which is necessary to obtain a stable critical point for the
studies of the linear-zigzag transition. To this end, this thesis presents the implementation
of a Ramsey spectroscopic technique to measure the secular frequencies and presents the
preliminary results from the stability tests.

Keywords: Direct Digital Synthesis; Linear RF Paul Trap; Secular Trap Frequency Sta-
bilization
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Chapter 1

Introduction

Ion traps are highly controllable systems that have found many applications including mass
spectrometry, precision spectroscopy, atomic clocks and quantum information processing
[73]. A yet further application of ion traps, which is the motivation of this thesis, is exploring
the dynamics of prototype phase transitions [32, 54]. A versatile form of ion trap, which
is common to several of the above applications, is the linear radio frequency (RF) Paul
trap. The linear ion-trap design comes from the "racetrack" configurations used by Drees
and Paul for the short-term confinement of plasmas in the 1960’s [17]. Linear RF Paul
traps, which were first explored at JPL [55] and NIST [57] for multi-ion atomic clocks, are
now well known for their use in ion-based quantum information processing and quantum
simulations [8, 75, 1, 73, 32], but they are also a convenient ion-trap setup for studying
mesoscopic phase transitions between structures of ion crystals.

The dynamics of the crystallization and the formation of different structures of ion crys-
tals in ion traps have been investigated since the 1950’s [43]. With the advent of laser
cooling, which allowed the crystallization of spatially localized atomic ions to be realized
[49, 16, 74], interest grew in applying trapped ions for studying "few-body phase transitions;"
in particular, those between different structural arrangements of ion crystals [72, 6, 20]. In a
linear RF Paul trap with sufficiently strong transverse confinement, laser cooled ions form a
1-D linear crystal structure that lies along the trap axis. However, if the transverse confine-
ment is relaxed compared to the axial confinement, a 2-D zigzag structure emerges with the
ions displacing along the axis that is weakened [57, 61, 19, 25]. There has been considerable
attention, both theoretical and experimental, related to the linear-zigzag transition. (For a
recent review see [54] and [22] and the references therein). The interesting properties of the
linear-zigzag transition along with the high controllability that can be realized with trapped
ions has led to several proposals in recent years to explore different aspects of the transition
in both the classical and quantum regime [59, 43, 11, 35, 2, 3, 27]. A theoretical proposal
related to the dynamics of the intrinsic quantum double-well near the linear-zigzag critical
point [59] is the long-term motivation for the work in this thesis. We are interested to see if
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the double well can be controlled sufficiently well to create quantum superpositions of the
two possible symmetry-broken configurations, so called zig and zag (see Chp. 2), arising
from the second-order nature of the phase transition, and to investigate the decoherence of
these states with ion number [22].

The technical requirements to observe the double-well dynamics in the quantum regime
were evaluated by my predecessor and the preliminary experiments towards this goal were
performed [22]. Some technological improvements to the experiment are needed to go
further, specifically, an increase in the number of RF sources available for laser-modulation-
based manipulation of ions, and an increase in the stability of the trapping potential. For
experiments with strings of N ions − be it for the linear-zigzag studies or more generally for
future research directions − there is a need for many RF sources to ground-state cool and
manipulate even a subset of the 3N collective vibrational modes. However, stand-alone RF
synthesizers tend to be quite costly and take up a significant amount of laboratory space.
A solution that has shown to be convenient and inexpensive is to build a system from off-
the-shelf components utilizing a synthesizing technique known as Direct Digital Synthesis
(DDS). Direct digital synthesizers are agile, compact, and relatively inexpensive options for
RF-intensive experiments and are popular choices for engineering and atomic, molecular
and optical (AMO) physics applications [37, 76, 7, 18, 44, 48, 36]. We have assembled a
prototype system from commonly available components and development boards, and have
made preliminary tests of the system’s RF output characteristics against a commercially
available synthesizer. While the RF performance appears to be adequate for our purposes,
the interface using a LabView-programmed Arduino microcontroller has been found, as
will be discussed, to be inconvenient for a final system to be integrated with the main
experiment.

As previously stated, our group currently aims to explore the linear-zigzag transition
in the quantum regime, and in particular to investigate the intrinsic double-well dynamics
and tunnel splitting effect in the lowest energy levels of the double well. To allow for
this exploration it was previously determined that the trapping potentials would have to be
stabilized (see [22] for greater detail). The ion trap potentials, which near the trap center are
to a good approximation 3-D harmonic, are characterized by three secular trap frequencies.
An initial target of 10 ppm stability in the secular trap frequencies was set as an initial goal
to achieve stable trapping potentials to have tunneling oscillations with reasonable fidelity
in a string of four ions. The first technical improvement made was to servo the input power
to the RF resonator feeding the ion trap, but this was found to be insufficient to stabilize
fully the secular trap frequencies in the transverse direction [22]. By way of improvement
here, a scheme adapted from [33] has been used to sample and servo the RF voltage closer
to the trap. A servo of the DC voltages controlling the axial ion trapping potential has also
been implemented, and preliminary assessments of the trapping potential’s stability using
a single trapped ion will be reported. The results of the preliminary assessment, for an ion
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trap with secular frequencies of 0.9 MHz and 0.3 MHz in the transverse and axial directions
respectively, were a transverse stability of 65 ppm over 80 minutes with a standard deviation
of 15 ppm, and an axial stability limited by a linear drift of 70 ppm/hr.

After this introduction, Chapter 2 of the thesis begins with a review of the theory of
ion trapping, driven two-level systems, and two-photon optical Raman transitions as back-
ground for the subsequent discussions. The chapter concludes with a more detailed review
of the linear-zigzag transition for ions in a linear RF Paul trap, including prior theoretical
and experimental work and motivations underlying this thesis. Chapter 3 briefly discusses
portions of the experimental setup relevant to this thesis work including the Raman laser
setup, microwave generation, and ion-trap voltage system. The main results of the thesis are
contained in Chapters 4 and 5. Chapter 4 provides a discussion of the multichannel RF syn-
thesizer design that was implemented and how it compares to other designs currently being
used elsewhere. This is followed by details of several system tests that were performed, and
future steps for the project. Chapter 5 provides the theory and methodology of the Raman
Ramsey spectroscopy that was employed to assess the stability of the ion-trap potential of
our linear RF Paul trap. The results are then given for the stability measurements made
before and after modifications to the setup that are outlined in Chapter 3. Finally, the
conclusions of this thesis are presented in Chapter 6.
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Chapter 2

Ion Trap Background and Theory

2.1 Introduction

This chapter provides the background to understand the measurement techniques and the
results presented in this thesis. First, a theoretical model of a linear RF Paul trap is
presented including the definitions of key parameters such as the secular trap frequencies.
Next, there is a brief discussion on the Ytterbium ion and the key atomic transitions used
for this thesis work. Raman sideband spectroscopy is used for assessing the stability of the
secular frequencies; thus, a discussion of the Rabi two-level problem and its extension to two-
photon stimulated Raman transitions will be discussed. Finally, the chapter concludes with
a discussion of the linear-zigzag transition for trapped ions. Two technical requirements to
allow the group to explore the linear-zigzag transition in the quantum regime are highlighted
as motivation for the work in this thesis.

2.2 Ion-Trap Model

This thesis work utilizes a linear RF Paul trap with a design as already discussed in [21, 22].
The trap is constructed using four tungsten rods and two tungsten end-cap needles (see
Fig. 2.1). The four rods have a diameter of 0.48 mm with a trap-axis to rod-surface dis-
tance of Ro = 0.66 mm and an end-cap spacing of 2zo = 2.5 mm. In the following, a
simplified version of the electric potentials from the linear RF Paul trap and the resulting
pseudo-potential will first be presented for clarity, and then a more complete version in-
cluding numerically determined geometry factors will be given. The electric potential can
be approximated near the trap axis as [75]

Φ ∼=
(V0 cos(ΩT t) + URod)

2

[
1 + (x2 − y2)

R2

]
, (2.1)

where R is an effective radius close in value to the ion-electrode distance Ro.
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Figure 2.1: Simplified version of the linear RF Paul trap used for this thesis work [22].
a) shows a simple connection setup for the rod and endcap electrodes from a view down
the trapping axis. The olive-green shaded rods are connected to an RF and DC voltage;
V0 cos(ΩT t) +URod. The red-shaded rods are connected to ground. The blue square node is
one of the endcaps connected to the DC voltage U0. b) shows a side view of the linear Paul
trap inside the vacuum chamber. See Chp. 3 for a complete trap voltage setup. c) shows
the trap geometry from a side-angle view.

The two end-cap needles are connected to a DC voltage, U0, which creates a confining
potential for the ions in the ẑ (axial) direction. The end caps provide a static electric
potential that is described for points near the trap center by

Φs = κU0

[
z2 − 1

2(x2 + y2)
]
, (2.2)

where κ is a geometrical factor. Both Eqn. 2.1 and Eqn. 2.2 are simplified in that they do
not factor in "real-world" issues like trap asymmetries, stray external fields, anharmonicities
and RF leakage into the axial direction.

From the classical equations of motion for a single ion with mass M and charge Q in
the potentials given in Eqns. 2.1 and 2.2, the position of a single ion can be obtained in the
pseudo-potential approximation to be [73]

xi(t) ≈ x0i cos(ωit+ φi)
[
1 + qi

2 cos(ΩT · t)
]
, (2.3)

where the secular trap frequency in the ith direction is defined as

ωi ∼=
1
2ΩT

√
ai + 1

2qi
2, (2.4)

and ai and qi are given by

ax = 4Q
MΩT

2

(
Urod
R2 −

κU0

Z0
2

)
; ay = − 4Q

MΩT
2

(
Urod
R2 + κU0

Z0
2

)
; az = 8QκU0

MΩT
2Z0

2 ; (2.5)

qx = −qy = 2QV0

MΩT
2R2 ; qz u 0.
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Equation 2.3 reveals two different oscillatory motions for an ion. The first motion is
the low-frequency secular motion describing the oscillations in a harmonic pseudopotential
characterized by the secular trap frequency, ωi. For our setup the secular trap frequency
is ωz/2π ' 0.32 MHz axially and ωx,y/2π ' 0.91 MHz transversely. The second oscillatory
motion is high-frequency motion that oscillates with the trap frequency ΩT (ΩT /2π ≈ 17
MHz for our setup). This motion is known as micromotion with an amplitude (given by
x0iqi

2 ) that is smaller than the secular motion amplitude (given by x0i) since qi � 1 is
assumed in the pseudopotential approximation. Micromotion only vanishes at the RF null
(corresponding to a line along the axial direction in an ideal linear trap). In practice the
trap center can be shifted from the RF null by stray DC electric fields and gives rise to excess
micromotion, which leads to detrimental effects in for example Doppler cooling. However,
by detecting micromotion [5], we can apply a DC shift in the rod voltages to overlap the
trap center transversely with the RF null.

Recent detailed numerical simulations of our linear trap [28] provide the following next-
order harmonic expansion for the electric potential arising from the rod voltages:

Φ ≈
(
Vo cos(ΩT t) + Urod

2

)[
const+ C22

(
x2 − y2)
Ro

2 + C20

(
r2 − 2z2)
Ro

2

]
, (2.6)

where C22 and C20 are constants that depend on the trap geometry and have been deter-
mined numerically to be

C22 = 0.889; C20 = 0.0106� C22. (2.7)

In the second term in Eqn. 2.6, C22 would be unity for an ideal transverse quadrupole while
its actual value in Eqn. 2.7 leads to the effective radius R introduced above. The third term
in Eqn. 2.6 is responsible for the transverse fields (both RF and DC) leaking into the axial
direction and thereby influencing the axial secular frequency. This term is also responsible
for lifting the degeneracy between the x and y secular frequencies. From Eqn. 2.6, Eqns. 2.5
are rewritten as:

ax = 4Q
MΩT

2

(
C22(1 + ε)Urod

Ro
2 − κU0

Z0
2

)
; ay = − 4Q

MΩT
2

(
C22(1− ε)Urod

Ro
2 + κU0

Z0
2

)
;

az = 8Qκ
MΩT

2Z0
2

(
Uo −

Urod
2

)
;

(2.8)

qx = 2C22(1 + ε)QV0

MΩT
2R2 ; qy = −2C22(1− ε)QV0

MΩT
2R2 ; qz = − 2κQVo

MΩT
2Zo

2 ,

where ε = C20
C22

characterizes the x− y symmetry breaking, and κ
Zo2 ≡

2C′20
Ro2 with C ′20 ≈ C20

allows for the evaluation of the axial geometry factor κ introduced in Eqn. 2.2. The Eqns. 2.8
allow for an understanding of the sensitivity of the secular frequencies to various parameters
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Figure 2.2: Relevant atomic energy levels of 171Yb+ [21]. A zoom-in of the ground-state
hyperfine manifold is shown. The various optical transitions are shown as well as the
different branching ratios (BR) between levels.

- voltages, ΩT , R, Zo - and ultimately an estimation of the effect of variations in the
parameters on the stability of the intrinsic double well near the linear-zigzag critical point
(see Sec. 2.7).

2.3 Ytterbium Ion

Ion traps are utilized for a number of purposes like atomic clocks and quantum information
applications, and various ion species are in use. The ion that is used for this thesis is
171Yb+. 171Yb+ has a single active electron, which allows it to have a relatively simple
energy level structure (see Fig. 2.2). Due to its nuclear spin of I = 1

2 , it also has a
simple hyperfine structure. The hyperfine "clock" states |↓〉 ≡ 2S1/2 |F = 0,mF = 0〉 and
|↑〉 ≡ 2S1/2 |F = 1,mF = 0〉 in the ground-state hyperfine manifold (Fig. 2.2) have reduced
magnetic-field sensitivity at low fields, and for this reason we make use of these states for
microwave and optical Raman spectroscopy in this thesis. (They are also used as a hyperfine
ion-qubit in quantum information applications.) The separation of the |↓〉 and |↑〉 states is
12.6 GHz.

There are three relevant optically driven transitions shown in Fig. 2.2. The 2S1/2− 2P1/2

transition at 369.527 nm with a linewidth of γ/2π = 19.6 MHz is used for fluorescence state
detection, laser cooling, and off-resonant coupling to drive two-photon Raman transitions
between |↓〉 and |↑〉. The next transition is 2D3/2 − 3D[3/2]1/2 used for repumping. Oc-
casionally during fluorescence the ion will transition to the low-lying state of 2D3/2 with a

7



branching ratio of α = 0.005 [50], which will require repumping the ion into the 2S1/2−2P1/2

fluorescence transition. This repumping is performed by driving the 2D3/2−3D[3/2]1/2 tran-
sition (935.2 nm, γ/2π = 4.2 MHz) with a branching ratio from 3D[3/2]1/2 to the ground
state of β = 0.982 [38]. The last transition that we are concerned about is another repump
one, 2F7/2 − 1D[5/2]5/2, where the energy level 2F7/2 is long-lived and metastable. The ion
can get "knocked" to this state from the low lying D-states by background gas collisions [4].
To repump the ion back to the fluorescence transition, a 638-nm laser is needed.

2.4 Driven Two-Level System: Rabi Rotations

As the technology and measurements in this thesis deal with coherent operations and spec-
troscopy involving the |↑〉 and |↓〉 states, we briefly summarize the theory of a driven two-
level system, following the presentation in [45]. In the next section and of particular rel-
evance to this thesis, we will extend the discussion to the case of spin-motion states with
Raman coupling.

A two-level system consists of a ground state |g〉 and an excited state |e〉. These levels
are separated by an energy ~ωo where ~ωo = Ee − Eg and Ee > Eg. We can write the
wavefunction of a two-level system as

|ψ〉 = Cge
−iEgt~ |g〉+ Cee

−iEet~ |e〉 , (2.9)

where Cg and Ce are amplitudes in the interaction picture and satisfy the normalization
relation |Cg|2 + |Ce|2 = 1. The time-dependent Schrödinger equation is written in general
as

i~
dCj(t)
dt

=
∑
k

Ck(t)H ′jk(t)eiωjkt, (2.10)

where Cj and Ck are the amplitudes of two states and H ′jk is the interaction between states
|j〉 and |k〉. From Eqn. 2.10, the time evolution of Cg and Ce can be written as

Ċg(t) = −i
H ′ge(t)

~
e−iωotCe(t) (2.11)

Ċe(t) = −i
H ′eg(t)

~
eiωotCg(t),

where ωo is the atomic resonance frequency as defined above. The coupling interaction due
to an applied driving field with oscillation frequency ω can be expressed in general as

Ĥ ′ = ~Ω cos (ωt) [|e〉 〈g|+ |g〉 〈e|] , (2.12)
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where Ω is the Rabi frequency. Equation 2.12 in particular includes the case of microwave
coupling, H ′ = ~µ · ~B, between spin states |↓〉 and |↑〉. From Eqn. 2.12 and by applying the
rotating-wave approximation [45], Eqn. 2.11 can be rewritten as

Ċg(t) = −iΩ
∗

2 eiδtCe(t) (2.13)

Ċe(t) = −iΩ2 e
−iδtCg(t),

where δ = ω − ωo is the detuning. The solution to Eqn. 2.13 (i.e. the solution in the
interaction picture) is

[
Cg(t)
Ce(t)

]
=

(cos θ2 − i
δ

Ω′ sin θ
2

)
eiδ

t
2 −iΩ∗

Ω′ sin θ
2e
iδ t2

−i Ω
Ω′ sin θ

2e
−iδ t2

(
cos θ2 + i δΩ′ sin θ

2

)
e−iδ

t
2

[Cg(0)
Ce(0)

]
, (2.14)

where θ ≡ Ω′t and Ω′ =
√
|Ω|2 + δ is the generalized Rabi frequency. Equation 2.14 can be

expressed in a more convenient reference frame (often called the "laser rotating frame" in
the case of a laser interaction) in which the phasor of the driving field is stationary in time.
In this reference frame the wavefunction from Eqn. 2.9 is written as

|ψ〉 = C ′g |g〉+ C ′ee
−iωt |e〉 , (2.15)

with connections to Cg and Ce as follows:

Cg = C ′g (2.16)

Ce = e−iδtC ′e,

where C ′g and C ′e are the amplitudes for the ground state and the excited state in the
frame rotating with the driving field, respectively. Therefore in this frame, the solution to
Eqn. 2.13 is

[
C ′g(t)
C ′e(t)

]
= eiδ

t
2

[
cos θ2 − i

δ
Ω′ sin θ

2 −iΩ∗
Ω′ sin θ

2
−i Ω

Ω′ sin θ
2 cos θ2 + i δΩ′ sin θ

2

] [
C ′g(0)
C ′e(0)

]
, (2.17)

where Ω = |Ω| eiφ. Thus, except for an irrelevant overall phase factor, the phase evolution
terms have been removed. For the case of resonance (δ = 0), the matrix in Eqn. 2.17
represents a spin-1/2 Pauli rotation by angle θ along the x or y direction on the Bloch
sphere depending on the value of φ.
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2.4.1 Two-Photon Stimulated Raman Transitions

In this thesis we make use of stimulated two-photon optical Raman transitions [75] to probe
the secular frequencies of a trapped ion. This involves coupling the internal spin of the ion
and the harmonic oscillator states |n〉 associated with the ion’s vibrational motion in the
trap. This spin-motion coupling scales with the wave packet size xo and the wavelength, λ
of an incident electromagnetic wave as xo/λ. For trapped ion experiments we need a strong
spin-motion coupling to manipulate the ion for operations such as ground-state cooling.
For 171Yb+, the wave packet size, xo, is ∼ 5 nm in the vibrational ground state at a 1-
MHz secular frequency. Furthermore for 171Yb+, the spin states are separated by 12.6
GHz; thus, for a single-photon transition we would need a microwave field, which for lane-
wave illumination causes the spin-motion coupling to become negligibly small due to the
long wavelength. One common way to get around this issue of weak spin-motion coupling
is by using stimulated optical Raman transitions [75].1 Figure 2.3 shows a two-photon
stimulated Raman transition where states |↓, n〉 and |↑, n′〉 are coupled by two laser fields
via the intermediate excited 2P1/2 state. To a good approximation for ∆R � γ, where ∆R

is the detuning and γ is the natural linewidth of the transition, the intermediate state can
be adiabatically eliminated and the transition from |↓, n〉 → |↑, n′〉 can be treated as an
effective two-level system as described in the previous section.

When one wishes to describe a motion-sensitive Raman transition2 there are three types:
carrier, red sideband, and blue sideband. The carrier transition is one where the motional
state of the ion is left unchanged but the spin state is flipped: |↓, n〉 → |↑, n〉. The first red
sideband transition (|↓, n〉 → |↑, n− 1〉) will decrease the motional state of the ion while
flipping the spin state, while the first blue sideband transition (|↓, n〉 → |↑, n+ 1〉) will
increase the motional state of the ion while also flipping the spin state. The Rabi frequency
for a carrier transition between motional ground states (|↓, n = 0〉 → |↑, n′ = 0〉) is

Ω = Ω∗1Ω2
2∆R

, (2.18)

where Ω1 and Ω2 are the resonant Rabi frequencies for a single-photon transition, due to the
first and second Raman laser beams respectively. In general, the Rabi frequency for a given
Raman transition is given by Ωn,n′ which has a complicated dependency on the motional
states n and n′ [75]. In the simplified case of the Lamb-Dicke limit (

√
∆k2 〈x2〉 � 1 where

∆k is the Raman wavevector difference and
〈
x2〉 1

2 is the ion’s wavepacket size) the Rabi
frequency of the first blue sideband transition is approximately

Ωn,n+1 = ηΩ
√
n+ 1, (2.19)

1Other possibilities involving microwaves make use of near-field microwave gradients [51] or a combination
of microwaves and magnetic field gradients [68].

2A motion-insensitive Raman transition involving only a spin coupling is also possible. See [75].
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Figure 2.3: A stimulated two-photon Raman transition (first blue sideband). The linewidth
γ of the upper state is given as well as the laser detuning ∆R. The values

{
~k1, ωL1

}
and{

~k2, ωL2
}
correspond to two different laser fields.

and for the first red sideband transition it is

Ωn,n−1 = ηΩ
√
n− 1, (2.20)

where η is the Lamb-Dicke parameter [75]. The Lamb-Dicke parameter is defined as
η = ∆kxo where xo is the rms spread of the ion’s ground-state wavefunction.

There are two phenomena that are worth mentioning in the context of optical Ra-
man transitions. Firstly, even though the intermediate level is adiabatically eliminated,
residual spontaneous emission can limit coherence of a two-photon transition. The second
phenomenon is the differential ac Stark shift of |↓〉 and |↑〉 due to the coupling to the in-
termediate state, which leads to a shift in the Raman resonance. In our experiment, the
ac Stark effect causes a shift in the resonance by ∼ 7− 10 kHz, which leads to some slight
complication in the sideband spectroscopy measurements to be discussed in Chp. 5.

2.5 Linear-Zigzag Transition

The linear-zigzag transition [6, 57, 61, 19] is one of several structural phase transitions that
occur for trapped ion crystals when the confining potential or ion density is varied. Only a
brief summary is provided here of the linear-zigzag transition as motivation for this thesis
work, with a more extensive discussion and more extensive set of references to be found in
[22]. We consider the specific case of an ion string in a linear RF Paul trap and a variation in
the confining strength of the trap. The relationship between the axial confinement (provided
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Figure 2.4: Images of a Yb+ ion crystal showing the transition between a 1-D linear string
and the 2-D zigzag structure [22].

by the end-cap needles) and the transverse confinement (provided by the rods) is given by
the trap anisotropy α defined as

α ≡ ωy
ωz
. (2.21)

For strong transverse confinement (α � 1), several laser-cooled ions align into a linear
string. When the transverse confinement is reduced, at some critical trap anisotropy (αc)
the linear structure is no longer energetically favourable for an ion crystal and the crystal
goes through a phase transition to a 2-D zigzag configuration [57]. The transition also
corresponds to a point of mechanical instability where the transverse zigzag vibrational
mode frequency approaches zero for an ion crystal [25, 26]. Figure 2.4 shows how the 1-
D structure of 41 174Yb+ ions transitions into the 2-D structure as the trap anisotropy
is decreased. This 2-D structure is in the y-z plane where ẑ is the axial trap direction
and ŷ is the transverse direction that was weakened. The two possible orientations of the
structure, called "zig" and "zag," correspond to the cases where the odd- or even-numbered
ions counting from the left are displaced upwards in Fig. 2.4. The "zig" state is defined as
the configuration where the odd ions shift upwards, while the "zag" state is defined as the
configuration where the even ions shift upwards. As can be seen in Fig. 2.4, the central ions
displace first since the Coulomb pressure is highest in the middle of the 1-D linear structure.
As the transverse confinement is further weakened, the outer ions begin to displace and join
the 2-D zigzag configuration. At yet lower alpha, further structural transitions will occur
[6].

There has been considerable attention both theoretical and experimental related to the
linear-zigzag transition. For example, theoretically it has been shown to be a continuous
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(i.e. second order) phase transition in the thermodynamic limit [53, 26], and the quantum
linear-zigzag transition has been shown to be equivalent to a one-dimensional transverse
field Ising model [64, 65]. The interesting properties of the linear-zigzag transition along
with the high controllability that can be realized with trapped ions has led to several
proposals to explore different aspects of the transition in both classical and quantum regimes
[26, 59, 63, 35, 29, 12, 2, 60] (for a review, see [54]). One proposal related to kink nucleation
[12] motivated a recent experiment performed in our group, and another proposal related
to quantum double-well dynamics near the linear-zigzag critical point [59] is the motivation
for the technical developments discussed in this thesis.

2.6 Recent Experiments Involving the Linear-Zigzag Transi-
tion at SFU

Previous work related to the linear-zigzag transition carried out by our group is given in
detail in [22, 23, 40, 24]; however, a brief summary is provided here. Recent efforts have
focused on studying the dynamics of the linear-zigzag transition near the critical point.
The investigation of the Kibble-Zurek Mechanism (KZM), specifically measurements of the
spontaneous nucleation of topological kink-defects as a function of quench rate across the
linear-zigzag transition were made and found to be in good agreement with simulation
results [23]. Three other groups also looked at kink-defect formation [46] and power-law
scaling with quench rate [56, 71]. Explorations beyond the KZM tests in our group saw a
look into the formation dynamics of two different types of kinks: discrete and extended [23].
The above studies were done at Doppler-cooled temperatures and involved dynamics in the
classical regime. The first steps were subsequently taken by our group towards exploring
dynamics near the linear-zigzag transition in the quantum regime at ultralow temperature
[22], following the proposal in [59]. In particular, the initial goal was to see if it is feasible to
prepare and study quantum superpositions of the two broken-symmetry states, the zig and
zag configurations, by controlling the tunneling oscillations in the intrinsic double well near
the critical point. To this end, deterministic state preparation of the zig or zag structure
was demonstrated, and a preliminary characterization of the asymmetry in the double-
well potential was done. For the purpose of efficient ground-state cooling, a successful
demonstration of 3-D Sisyphus cooling was also shown to bring the mean phonon number
for all vibrational modes of a four-ion crystal down close to n̄ ≈ 1 [24]. Following ground-
state cooling of the zigzag vibrational mode, an assessment of heating rates of the zigzag
mode on both the linear side and the zigzag side of the transition were performed in order
to understand decoherence effects near the critical point. To probe the decoherence due to
heating closer to the critical point where tunneling becomes significant, a higher level of
stability was found to be needed for the secular trap frequencies. This is the motivation for
the part of this thesis work presented in Chp. 5.
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2.7 Technological Improvements Required for the Quantum
Regime

As noted above, the current goal of our group is to explore the linear-zizag transition in the
quantum regime. The technical requirements to observe the intrinsic double-well quantum
dynamics near the critical point, including tunneling, were investigated in detail in [22].
This thesis addresses two requirements in particular. First, we need a high degree of con-
trol and stability of the linear Paul trap potential due to the sensitivity of the tunneling
frequency near the critical point. Second, an increase in the number of available RF syn-
thesizer channels is needed to drive acoustic-optic modulators for laser cooling and state
manipulation of the trapped ions. We summarize these needs in the following as a prelude
to the subsequent thesis chapters:

RF synthesizer capacity: For a string of N ions there are 3N vibrational modes. Even if an
experiment, such as the ones envisioned with the linear-zigzag transition, requires control of
only a subset of all the modes, a number of RF sources is still needed. RF synthesizers are
expensive and bulky, which makes having a large number of them impractical for our experi-
ment. Direct digital synthesis is an RF generation scheme that allows for agile, cost-effective
and compact synthesizers to be designed and constructed. Our synthesizer will need to be
able to store many output profiles, with each profile having its own frequency, phase and
amplitude, to satisfy the need to manipulate a number of vibrational modes. Furthermore,
the synthesizer should be sufficiently agile to allow for the microsecond switching needed for
different pulse sequences within an experiment. To construct an agile, multichannel direct
digital synthesizer for our experiment, we have designed a system that utilizes off-the-shelf
components, and has design similarities with homemade systems used in other AMO groups
and engineering projects. This development is the topic of Chp. 4.

Ion-trap potential stability: For four ions in our linear Paul trap with ωx,y/2π ≈ 0.85 MHz
and ωz/2π ≈ 0.37 MHz, it is shown in [22] that a stability of 10 ppm in the control parameter
α (or a few Hertz in the transverse and axial secular frequencies) is required to obtain ∼ 20%
stability of the tunneling frequency. This 10 ppm level in the trap potential stability can
probably be relaxed for the preliminary goal of heating assessments of the zigzag mode close
to the critical point as discussed in the previous section. An understanding of the technical
implications to reach such stability in the ion-trap potential can be gained from Eqn. 2.4,
which provides the various dependencies of the secular trap frequencies on electrode spacing
(i.e. mechanical stability), RF trap frequency, and various voltages. For the voltages, a
stability of 10 ppm for the secular frequencies corresponds to a stability of 0.3 mV for DC
rod voltages of ∼ 1 V, 2 mV for the end-cap bias of 100 V, and 7 mV for an RF voltage of
700-V amplitude. The RF stabilization in particular is technically challenging due to the
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multi-element RF setup that includes a quarter-wave resonator (with its own mechanical
and temperature sensitivities) delivering high voltage to the ion trap. Prior experiments
in our ion trap laboratory [22] found that drifts in the linear-zigzag critical point were
correlated to the lab temperature, and servo’ing the RF power level into the resonator was
tried but found to be insufficient to eliminate the drifts. The servo provided a factor-of-four
improvement in transverse trap potential stability, but temperature-related sensitivities,
likely due to the resonator itself, were still an issue. A stability at the level of 400 ppm was
typical over 10 minutes to hour timescales; however, as stable as 40 ppm (30 Hz) transverse
stability over 5 minutes was found to be possible when laboratory temperature variations
were smaller. The next step considered here is to sample and servo the RF voltage after the
resonator, which requires some care in not loading the resonator. Recently and for separate
purposes related to quantum spin simulations with ion strings, a group in Maryland achieved
an uncertainty of ±10 ppm or ±10 Hz in the transverse secular frequency of 1 MHz [33] by
sampling and servoing the RF voltage after the resonator. We have adopted their techniques
in our experimental setup as part of our goal of achieving a sufficiently stable trap potential.
Preliminary stability results for our linear Paul trap is the topic of Chp. 5.
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Chapter 3

Experimental Setup

3.1 Introduction

This chapter will give a brief explanation of relevant experimental setup used for this thesis.
A much more detailed explanation of all the lasers used and other experimental setup is
provided in my predecessor’s theses [21, 22]. In anticipation of measurements of the trap
potential’s stability in Chp. 5, this chapter will first cover the basics of the RF and DC
voltage supplies for creating the transverse and axial trapping potentials, and additional
circuitry needed for stabilizing the voltages. The implementation of the stabilization cir-
cuitry is not part of this thesis and the details will be presented elsewhere [77]. Finally, the
setup for the microwave generation system and the Raman beams will be summarized to
provide the necessary context for the synthesizer project in Chp. 4 and the secular frequency
measurements in Chp. 5.

3.2 Voltage Control Setup for the Linear Paul Trap

Figure 3.1 shows a basic block diagram of the rod and end-cap voltage setups used in the
experiment to drive the linear RF Paul trap. The transverse trap potential from the rods
is composed of two parts: a DC component and an RF component. The DC component is
supplied by a National Instruments analog output card (PCI-6733). This card is controlled
by a LabView program that allows for the DC voltages on the rods to be varied (typically
0 − 3 V) for a number of reasons including the minimization of micromotion and for the
ramping needed to induce the linear-zigzag transition. The PCI card is connected to a
BNC breakout board (NI BNC-2110) which feeds a set of current-boosting amplifiers (for
ramping purposes). The amplifier outputs are sent to ports on the helical RF resonator and
added to the RF voltages on the trap rods through low-pass Bessel filters [22], which also
provide RF grounding.

16



HP 8640B RF Amplifier 

Directional 
Coupler 

Reflection 

 
AM 

VDC, R1 

VDC, R2 

Bifilar Helical 
Resonator 

Vdet, R1 

Rod RF and DC Setup 

Rectifying 
Detector Vdet, R2 

- 
+ 

Set Pt. 

PI Servo R1 

R2 

G1 

G2 

EC1 

VDC, G2 

VDC, G1 

+ 
- 

Endcap DC Setup 

Vset 

- 
+ 

+ 

- 

PI Servo 

V Supply 

Supply/Servo 

Chamber 

100:1 
Divider 

Vsense 

50:1 Capacitive  
Divider 

Rod Bessel Filters 

Rod Bessel Filters 

VDC, Out VDC, In 

Pi Filter 

Figure 3.1: A simple block diagram of the RF and endcap voltage setups connected to the
four trap rods R1, R2, G1, G2 and endcaps EC1 and EC2 (EC2 not shown). Note that
the bifilar helical resonator is drawn only schematically.

The RF component of the transverse potential originates with an HP 8640B RF gener-
ator. This supplies a sinusoidal RF output at ∼ 17 MHz (for the current helical resonator)
at a power of ∼ −14.0 dBm. This RF signal is sent to a ENI 325LA RF amplifier, which
increases the power to ∼ 5 W (∼ 37 dBm). The amplified RF signal is sent through a
directional coupler to the helical resonator [66], which steps up the RF voltage and provides
impedance matching to the ion trap. The helical resonator used for this thesis is a twin coil
design. This design was chosen over a more commonly used single-coil resonator because
the twin coil allows the DC voltages on each rod to be individually adjusted. An upgraded
resonator was added to the experiment to allow RF voltage sampling closer to the trap [77]
in similar fashion to [33]. The RF voltage along with the DC component are then sent
through a vacuum feed-through where they are connected to the four rods of the ion trap,
giving a typical transverse secular trap frequency of ∼ 0.9 MHz. The output of the helical
resonator is stabilized using a servo (New Focus LB1005) that applies the correction to
the AM input of the HP RF generator (as shown in Fig. 3.1). The sampling voltage for
the servo is obtained by a capacitive voltage divider at the output of one of the two coils
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Figure 3.2: Figure (a) is a simple diagram of the Raman beam setup used in the experiment.
Figure (b) shows the wavevector differences for coupling to the trapped ion motion along
different directions.

of the helical resonator and a temperature-compensated rectifying detector [33], giving a
typical sense output of 2 V. The set-point voltage is provided by a precision voltage supply
(AD5791).

The axial potential is provided by a DC voltage applied to both end caps. The DC
voltage is supplied by an Agilent E3612A DC power supply. The typical end-cap supply
voltage for this thesis is ∼ 78 V giving an axial secular trap frequency of ∼ 0.3 MHz. The
DC voltage is passed through a low-pass RC filter (time constant ∼ 1 ms) and a π-filter for
RF grounding near the vacuum feedthrough. The DC power supply is servo’ed to stabilize
the output. The output voltage is sampled before the filters using a 100:1 precision voltage
divider (sense voltage is ∼ 0.78 V), which is fed into a homemade servo. The set-point
voltage is provided by a temperature-stabilized voltage reference internal to the servo.

3.3 Microwave Source

Microwaves are used in the experiment to perform coherent spin operations on the |↑〉 → |↓〉
hyperfine transition at 12.6 GHz. At the heart of the microwave system is an HP 8671B
microwave synthesizer, which feeds a Transistor-Transistor Logic (TTL) switch controlled
by the experiment control computer. This TTL switch output is sent to a microwave
amplifier connected to a microwave horn that sits underneath the ion trap. The microwave
synthesizer is phase locked to an external 10−MHz reference, either an ovenized reference
oscillator or a GPS-conditioned Rubidium standard.
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3.4 Raman Beam Setup

Figure 3.2(a) shows a simplified diagram of the Raman laser beam setup used in our exper-
iment. A 739-nm, stabilized Titanium-Sapphire laser is frequency doubled to 369.5 nm and
split off into three beam paths (one path not shown) that are called Raman South, Raman
West and Raman East. A 6.3-GHz electro-optic modulator (EOM) before the frequency
doubler is used to generate a frequency comb in the Raman beams for bridging the 12.6-
GHz hyperfine transition. Two pairs of beams, south and west, and south and east, create
Raman wavevector differences to couple to ion motion along the transverse (x̂− ŷ) and axial
(ẑ) directions in the trap, respectively (see Fig. 3.2(b)). Each beam is modulated by an
acoustic-opto modulator (AOM), which is fed from externally referenced RF synthesizers,
for switching, and in the case of Raman South, for frequency tuning purposes. The Raman
South beam uses a double-pass AOM configuration to suppress beam pointing changes dur-
ing frequency scans. There is a bank of four synthesizers connected to the Raman South
AOM for various needs such as the motional spectroscopy considered in Chp. 5. In antici-
pation of future experiments with several ions, for example those involving the linear-zigzag
transition of up to ∼ 10 ions, there is a need for more frequencies to perform operations
like spectroscopy and cooling. This need motivates the development of a DDS system, to
be discussed in Chp. 4, similar in design to other trapped ion groups [48, 36, 62, 52].
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Chapter 4

Developing a Multi-Channel Direct
Digital Synthesizer

4.1 Introduction

This chapter begins with an outline of the requirements for Raman RF control, which will
motivate the need for a DDS (Direct Digital Synthesizer). A discussion of commercially
available solutions will be discussed as well as prior work done by others to create viable DDS
solutions. The prior synthesizer design pursued by the Haljan group will be discussed, which
will be followed by a discussion of the synthesizer design pursued in this thesis. Construction
of the synthesizer and the control interface will be discussed and some performance results
of the AD9910 DDS evaluation board on which the synthesizer is based will also be shown.
Finally, this chapter will conclude with key issues in the design and future steps for the
project.

4.2 Technical Requirements

Signal generators are a key component for ion-trap experiments. In our experiment, RF
generators are used to operate the acoustic-optic modulators (AOMs) and electro-optic
modulators (EOMs) necessary to provide various operations from laser cooling to state
manipulation. In particular, an RF-source-intensive aspect of the experiment are the op-
tical Raman transitions required for sideband cooling, thermometry and other coherent
operations involving ion spin and motion. For experiments with strings of N ions, in-
cluding the proposed linear-zigzag investigations discussed above or quantum simulation
and information processing applications, the need to cool and manipulate several of the
3N vibrational modes requires a system capable of generating multiple frequencies with
controllable amplitude and phase. For example, a four-ion experiment of the linear-zigzag
transition is expected to require ten synthesizer profiles. Of these profiles six would be
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Figure 4.1: Simple diagram of the Raman AOM control setup.

needed for Raman sideband cooling and thermometry, while the remaining four would be
used for spectroscopy and state manipulation close to the linear-zigzag transition. Future
experiments in quantum simulation and quantum computing applications could require an
even greater number of synthesizer profiles depending on the complexity of the desired ex-
periment. Thus, a popular solution that reduces costs by eliminating a need to buy a large
number of expensive generators and that provides the flexibility needed are direct digital
synthesizers (DDSs). In order to motivate the DDS design pursued, we first discuss the
current optical Raman setup and its RF requirements.

Figure 4.1 shows a simplified diagram of the Raman AOM setup currently used in the
experiment. A set of synthesizers produce sinusoidal outputs that are routed using RF
switches and are then amplified before reaching the AOMs. The beam-splitter (BS) AOM
is responsible for splitting the Raman laser source into Raman West/East and Raman South
beams (Sec. 3.4), and requires a constant 200-MHz signal to operate. The RF setup al-
ready in place for the BS AOM is sufficient as is. The synthesizer setup for the Raman East
and West AOMs has fairly limited requirements since they operate at a fixed frequency of
200 MHz and only require some limited amplitude switching. This can be handled by the
current RF sources and switch bank used in the experiment. The most demanding require-
ment comes from the Raman South AOM’s RF input, which requires multiple sinusoidal
profiles, each corresponding to a different frequency, amplitude and phase, for different oper-
ations such as coherent spin and motion manipulation, sideband cooling, and thermometry
of collective vibrational modes. The timing requirements for switching between Raman
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South profiles include microsecond switching within experiment pulse sequences and slower
changes between experiments when scanning frequencies.

Currently, each profile is handled by a single synthesizer that passes its output to the
TTL controlled RF switch bank for fast switching. The TTL signals are provided by a digital
output card that is controlled by the experiment control program. The slow programming of
the individual synthesizers is done by GPIB. At present, there are five synthesizers for just
the Raman setup. More demanding experiments will require more profiles and therefore will
require more synthesizers. Since increasing the number of synthesizers in the experiment
is not a viable solution, an agile synthesizer with multiple profiles that takes advantage of
DDS technology is a necessary upgrade for the experiment setup.

There are several possibilities to implement such an upgrade. The source for the Raman
South AOM could in principle be replaced by a single DDS device that switches between
internally stored profiles based on input triggers. One requirement for frequency shifting
in this case is that the source needs to be phase coherent (so that phase is preserved when
returning to a profile) rather than phase continuous. It is worth noting that an Arbitrary
Waveform Generator (AWG) can achieve phase coherent switching, where the appropriate
phase offset is calculated based on prior frequency (and phase) history prior to switching.
However, this may suffer from potential memory limitations of the synthesizer and is not
very convenient in implementation, especially if the frequency of one operation in a sequence
is being scanned. A commercially available product exists from Photonics Technologies that
fits the requirements for our needs [42]. Alternatively, a combination of synthesizers with
profile memory is also possible. In this scenario, some of the synthesizers would be used
for switching between various frequencies for tasks where phase is not relevant, and some
of the synthesizers at fixed frequencies would be dedicated to switching between various
phase profiles. There are various commercially available synthesizers from companies like
Spinecore and Furaxa that have profile memory. However, homebuilt systems based around
inexpensive DDS development boards have been a popular choice for many setups including
those in Atomic, Molecular, Optical (AMO) experimental groups, as will be discussed in
the next section.

4.3 Previous Work at SFU and Elsewhere

This DDS project follows a prior implementation with a similar design in the NIST Boulder
ion group [36], and many other implementations for a variety of other purposes [52, 37, 48,
44, 18, 7, 76]. The previous synthesizer design in our group revolved around the Analog
Devices AD9959 evaluation board [39]. Some of the attractive properties of the AD9959
included four-channel output and multiple frequency profiles. The DDS board was serially
interfaced using a scheme called Serial Peripheral Interface (SPI), which will be discussed
further in Sec. 4.7.1, with a National Instruments USB SPI controller (NI USB 8451), which
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Figure 4.2: A simple block diagram of a Direct Digital Synthesizer (DDS). Reprinted with
permission from [70]. Copyright (2009), Analog Devices Inc.

acted as the bridge between the AD9959 and the LabView program responsible for operating
it. A system was constructed and some preliminary measurements of spurious features,
output power as a function of output frequency, and phase noise were completed. One of
the problems was that the device lacked the capability of being able to set the amplitude.
Essentially the amplitude was always the maximum possible output value that the AD9959
chip could manage. This is not convenient since some RF signals need their amplitude to be
adjusted during the setup of an experiment. The other major problem was the AD9959 was
designed to operate with a 500-MHz clock frequency. Due to how a DDS operates (explained
in more detail in Sec. 4.4), the output bandwidth is approximately half the clock frequency.
Thus 250 MHz is the limit for the AD9959 to operate but noticeable spurious features
associated with image frequencies start appearing at ∼ 180 MHz. Since the RF frequencies
required by the experiment are ∼ 200 MHz, the AD9959 would have difficulty filtering the
image frequencies at 200 MHz. Furthermore, the output of the evaluation board suffers from
the roll-off of the output filter. Therefore a change to a different DDS chip, the AD9910, was
needed to resolve the above issues, and a discussion of the work in this direction forms the
rest of this chapter. The scope of the work done focused on five main topics: the Arduino
interface between the control computer and the DDS development board, programming of
the Arduino, RF performance of the AD9910 evaluation board, phase synchronization of
multiple DDS boards, and interfacing the synthesizer with the main experiment program.

4.4 Direct Digital Synthesis Theory

A simple block diagram of a DDS is shown in Fig. 4.2. A DDS requires a stable system
clock to drive the address counter. Sometimes there is a need for an external reference clock,
which allows for the system clock to be phase locked with other devices and can improve
phase noise characteristics. Any instability in the reference clock leads to phase noise on
the DDS output signal [70], so choosing a stable reference is a requirement for the DDS
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Figure 4.3: A block diagram of a commonly used DDS scheme. Reprinted with permission
from [10]. Copyright (2012), Analog Devices Inc.

output to be phase stable. The sine lookup table contains digital amplitude information
for a full cycle of a sine wave in individual memory locations. The lookup table may
contain amplitude information for any arbitrary waveform, but a sine wave was chosen for
simplicity of this example. For every clock cycle, the address counter sequentially steps to
the next memory address. The digital amplitude information in this address is then sent to
a digital-to-analog converter (DAC), which converts the digital amplitude information into
an analog amplitude. The output from the DAC is then passed through a low-pass filter.
This low-pass filter is primarily used to suppress noise (image frequencies) introduced by
aliasing [10]. Since the DDS relies on sampling the lookup table, it suffers from all the
issues that arise from sampling including the previously mentioned aliasing, quantization
noise, etc. [70]. The simplicity of this example makes it easy to understand the theoretical
principles of a DDS; however, it does not lend itself to being a good configuration of a DDS
in practice. The simple model suffers from the issue that to change the output frequency,
fout, either the sine lookup table has to be changed or the clock frequency, fC , has to
be adjusted. Thus a more advanced scheme is needed since these two operations are not
convenient in real-world applications. One such scheme is shown in Fig. 4.3. The three
main components are the phase accumulator, the phase-to-digital converter and the DAC.
The phase accumulator plays the role of the address counter controlling the sampling of
the sine lookup table (implemented by the phase-to-digital converter). The phase register
contains a digital value of the current phase of the waveform (from 0◦−360◦). For each clock
pulse, the phase accumulator adds the frequency tuning word to the previous phase register
value. The new value is then truncated and sent on to the phase-to-digital converter. This
truncation of the phase value (usually 10− 22 bits) is done to reduce the size of the lookup
table while avoiding any loss in frequency resolution [70]. The value of the frequency tuning
word is set by the user and can be easily adjusted. By varying this tuning word the output
frequency of the DDS can be adjusted. This can easily be seen in Fig. 4.4. As the phase

24



Figure 4.4: A visual representation of how the phase register advances with each clock cycle.
Once around the circle corresponds to one complete cycle (i.e. 0o → 360o ). The jump size
M is set by the frequency tuning word. Reprinted with permission from [70]. Copyright
(2009), Analog Devices Inc.

step size M (ie. the tuning word), is increased, the output frequency is also increased. The
resolution of the phase accumulator determines the frequency resolution of the DDS. The
resolution of a DDS is given by the following equation

fResolution = fC
2N , (4.1)

where N is how wide the phase accumulator is in bits. Most DDSs have a phase accumulator
between 24 and 32 bits wide [70]. The output frequency, fout, is given by

fout = M · fC
2N . (4.2)

If one wishes to change the output frequency of the DDS, all one has to do is change the
tuning word. Since this change will be immediately seen on the output of the DDS, ignoring
the time to programmatically implement the change, the phase of the DDS is said to be
phase-continuous [10] (i.e there is no sudden jump in the output waveform). The phase-to-
digital converter contains the lookup table for the given waveform that is to be synthesized.
It is common practice not to store the full 360 degrees of phase-amplitude information to
limit the amount of memory needed by the lookup table. For example, a sine wave will only
contain 90 degrees of phase-amplitude information due to a sine wave’s inherent quadrature
nature (i.e. it appears to have the same shape repeating every 90 degrees) [70]. Thus in
the case of a sine wave, the first two most significant bits (MSBs) contain the quadrature
data. Generally, all of these different components are integrated within a single chip that is
surface-mounted onto a printed circuit board (PCB). A synthesizer is considered to be agile
if the synthesizer can switch between different frequency profiles quickly. A DDS is digital,
which allows it to switch between different profiles quickly - within a few clock cycles -
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Figure 4.5: A picture of the AD9910 evaluation board. Modified with permission from [13].
Copyright (2010), Analog Devices Inc.

using digital processing, making a DDS very agile. Furthermore, the number of profiles one
device can contain is purely limited by the amount of memory within the device.

4.5 Multi-Channel Direct Digital Synthesizer Design

At the heart of our Multi-Channel Direct Digital Synthesizer are four AD9910 development
boards (see Fig. 4.5). Each board consists of an AD9910, interface electronics and a low-
pass filter on the RF output. The AD9910 is a surface-mount DDS core, which contains
eight frequency profiles in its memory. Each profile contains its own frequency, phase, and
amplitude information that the DDS can express on its output. There are two ways of
interfacing with the AD9910, both of which are available on the evaluation board. The first
way is via parallel communication. This allows for full fast control for example via an FPGA
interface card, as seen in the systems designed by the previously mentioned groups [36, 52].
In this case, the FPGA provides the memory to store the various synthesizer profiles and
the large number of pins to drive the parallel interface. The second way is SPI three-wire
programming of (an albeit limited number of) profiles saved in the AD9910’s DDS core
together with fast switching between them via three dedicated profile switching inputs. By
using a development board, it eliminates a lot of the hardships that come from not only
assembling surface-mount components but also eliminates having to worry about satisfying
timing and RF circuitry requirements for on-board components.
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Figure 4.6: A block diagram of the synchronization circuitry setup used for our Multi-
Channel Synthesizer. Modified with permission from [15]. Copyright (2009), Analog Devices
Inc.

For the Raman laser beams, the AOMs operate near 200 MHz; thus, the AD9910 was
chosen to satisfy this need. The AD9910 has a system clock of 1 GHz, which gives it an
output of up to 500 MHz without much spurious noise [14]. A set of four synthesizers
should be sufficient for the immediate needs in the experiment. Figure 4.6 shows the basic
design adapted from [15] for a four-channel system, which is phase locked to a 10-MHz
reference and phase synchronized between channels. The 1-GHz reference signal for the
AD9910 is provided by an AD9520 development board. All four DDS development boards
are directly clocked by the 1-GHz external clock provided by the AD9520 development
board. The AD9520 is phase locked to a 10-MHz external frequency reference used by the
other lab equipment in the experiment. Since the AD9520 has multiple outputs that are
phase aligned, there is no need for a clock distribution board. The AD9520 is programmed
via USB using the provided software from Analog Devices. The settings used by the AD9520
are programed only once during system initialization.

The outputs from all four of the evaluation boards must be synchronized for full system
capabilities. The AD9910 evaluation board has built-in synchronization circuitry (shown
in Fig. 4.5). The synchronization circuitry operates by designating one board to act as the
master, and the other three boards to act as the slaves. The master board outputs a square-
wave signal that is 1

16 the frequency of the system clock (62.5 MHz for a 1-GHz system clock).
This signal is then fanned out to the slaves and back to the master (see Fig. 4.6). Given
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Figure 4.7: An image of the Arduino Mega 2560 micro-controller. Reprinted under Creative
Commons license from [41].

that all boards share the same synchronization parameters and edge-aligned reference clock
signal, then one can say that the internal clock states are synchronized.

All synchronization connections should have length-matched cables to prevent any phase
delays within the circuit. However if the cables are not perfectly matched (manufacturing
margins of error), then the AD9910’s synchronization circuitry offers the ability to intro-
duce delays on both the output of the synchronization signal as well as the input of the
synchronization signal. These delays are controlled by user defined registry values and can
be added in increments of ∼150 ps. While this synchronization circuitry does guarantee a
synchronized clock state, this does not guarantee that two boards will have phase aligned
outputs. For phase aligned outputs, the phase accumulator of both devices must also be
synchronously cleared via the serial update input (called an I/O Update). Both devices must
receive this I/O update pulse within the same Sync_Clk period (Sync_Clk should not be
confused with the synchronization signals). Sync_Clk is what the device uses to internally
time serial communication as well as other control functionalities. Sync_Clk is derived
from the system clock and is 1

4 the system clock’s frequency. The serial programming and
synchronization will be discussed further in Sec. 4.7.1.

4.6 Arduino Interface

The AD9910 evaluation board comes with open-source software that is adequate for basic
testing purposes; however, the USB interface hardware on the development board does
not allow addressing of the profile switching pins through an external system such as our
experiment control computer. Thus, there is a need to take full control of the development
board with an external interface device. As discussed in Sec. 4.5, one scheme of interfacing
with the AD9910 development board uses three-wire SPI communication. In addition to
SPI communication, the interface device also has to send various digital control signals
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Figure 4.8: A block diagram of the circuitry used to control a single AD9910. The numbered
components are given in Table 4.1.

to the AD9910. For four development boards this requires the device to have a sufficient
number of digital pins. The National Instruments’ USB8451 SPI controller, which was used
in earlier stages of this project in our group, does not meet the pin-count needs for the new
system design. An Arduino micro-controller was chosen as an inexpensive alternative to
meet this need. The Arduino also has support for LabView, which will theoretically allow
for easy integration with the LabView program that runs the experiment.

Figure 4.7 shows the Arduino Mega 2560 micro-controller that is used in this project
and that is a favourite with hobbyists and amateur robotics designers. The Mega 2560
provides several features including 56 digital I/O pins, community-developed LabView VI
libraries and low cost. The Arduino is interfaced to the computer via a USB connection.
The Arduino is responsible for the "Slow Control" of the AD9910 Evaluation Boards as
described above. The LabView VI Library used to communicate with the Arduino is called
Lynx, which was independently developed by a National Instruments software engineer.
The VIs provided in the Lynx library issue commands to the Arduino that it in turn
executes. The Arduino is loaded with a custom firmware that is constantly checking for
new commands from LabView and acting on them once they are received. The Arduino
interfaces with the AD9910 evaluation boards via its digital I/O pins, which are accessed
conveniently through a daughter board, which was designed to be a breakout board for
ribbon connectors. To interface with four AD9910 evaluation boards, there are 46 digital
I/O pins needed, which are for serial communication and digital control pulses. Since the
AD9910 evaluation board utilizes 3.3-V logic (CMOS) whereas the Arduino utilizes 5-V
logic, a buffer board was designed to provide not only 3.3 V to 5 V conversion (and vice
versa) but also buffering of the inputs/outputs of both devices. There are also some chips on
the buffer board that provide logic NOT and AND gates to provide the AD9910’s required
logic levels. Figure 4.8 shows the block diagram of the circuitry used to control a single
AD9910 within the current system design. The components used in the circuitry are listed in
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Component # Component Type Part Number
1 D-Type Flip Flop ALVC574
2 1:4 Fanout 551MLF
3 Octal Buffer/ Driver SN74LVC244AN
4 Demultiplexer SN74AHC139
5 AND Gate SN74AHC08N
6 D-Type Flip Flop SN74LVC374AN

Table 4.1: A table of the components used for the Arduino-AD9910 interface shown in
Fig. 4.8.

Table 4.1. The signals from the Arduino are all passed through buffer chips (component (3)
in Fig. 4.8). The I/O update synchronization is handled by a D-type flip-flop synchronizer
with a fan-out chip to distribute the synchronized I/O update to the four AD9910s. A
D-type flip-flop synchronizer, utilizing two back-to-back D-type flip-flops, will synchronize
the pulse at the input of the first flip-flop with the clocking signal provided to both D-type
flip flops [47]. In this case the clocking signal is the Sync_CLK provided by one of the
AD9910s. Therefore the timing of the I/O update signal relative to the Sync_CLK signal
can be kept constant, which provides a necessary requirement for generating phase-aligned
RF outputs from the four boards, as discussed above. When choosing the components for
this I/O update synchronization circuit, one must be careful that the total delay in the I/O
update synchronization circuit is not a multiple of the sync clock period to avoid ambiguity
of the I/O update pulse being expressed by the AD9910s. The board selection circuitry in
Fig. 4.8 allows the experiment control computer to activate profiles stored on any one of
the AD9910 boards. A D-type flip flop is used in this circuitry as primitive memory for the
fast profile switching while a demultiplexer is used to reduce the hardware requirements for
addressing four AD9910 boards. As shown in Fig. 4.8, the AD9910’s profiles can be chosen
both by the experiment control computer or the Arduino; however, when integrated with
the trapped ion experiment, the fast control will be primarily used.

4.7 Serial Programming and LabView Code

4.7.1 Serial Peripheral Interface (SPI)

There are several different schemes for serial programming. The scheme used by the AD9910
DDS chip is SPI, which uses a master/slave structure where the Arduino acts as a master
and the AD9910 acts as a slave. SPI communication can be run in either two-wire or three-
wire mode. In two-wire mode, receiving and sending information is done using the same
digital pin. In the three-wire mode used in our design, sending and receiving information
is done on two separate digital pins. In a system with multiple slave devices there is also
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a need for there to be a dedicated slave-select (chip-select) line for each slave device. Thus
there are generally four pins needed on each slave device for SPI communication: master-
out slave-in (MOSI) for master-to-slave communication, master-in slave-out (MISO) for
receiving information from the slave, serial clock (SCLK), and slave select (SS). The serial
clock pin is used by the master device to send the communication clock cycles to the slave
devices to maintain synchronization during communication. In our DDS system, our master
(which is the Arduino) provides three dedicated SPI lines fanned out to the various DDS
boards and provides a separate slave select for each board.

The structure of an SPI communication sequence can be broken down into two main
parts: the communication instructions and the information being transmitted. For our
AD9910 and Arduino pairing, the communication instruction byte is fairly simple. The
most significant bit determines whether the communication cycle will be a read or a write
operation. The next two most significant bits are filler and do not contain any instructions.
The last 5 bits contain the registry address that will be written to or read from on the
AD9910. When a write sequence is selected, the AD9910 takes the information stream
and places the information into its serial buffer. The serial buffer is basically a temporary
storage location for information before it gets shifted out to the AD9910’s registries. Once
a pulse comes in on the AD9910’s I/O Update pin, the information gets shifted out from
the buffer and into its intended registry location. With the AD9910, the number of bytes
sent during a write operation must exactly match the number of bytes in the registry that is
being written to. If the number of bytes do not match, the AD9910’s serial port controller
will be out of sequence for the next write operation (unless a reset is performed). During
a read operation, the AD9910 will shift out the bytes of the chosen register during the
information transfer part of the communication cycle.

4.7.2 LabView Code

Figure 4.9 shows the LabView block diagram of the program controlling the Arduino that
interfaces with the AD9910 development board. A LabView program is known as a Virtual
Instrument or VI for short. The VIs utilized by Lynx for Arduino control use hexadecimals
and SCPI (Standard Commands for Programmable Instruments) to control the Arduino.

The LabView program that runs the Arduino interface is comprised of two main compo-
nents. The first main component (contained within the flat sequence structure) is comprised
of a sequence of sub-VIs that set up and configure both the Arduino and the AD9910. This
sequence is only run once at system start-up and configures the AD9910 for unsynchronized
operation. The second component of the program is the main program loop. Within this
while loop there is an event structure for controlling the AD9910 through the front panel
(see description in the next section). This while loop controls the digital pulses that run the
AD9910 and program its control registries. The control registries contain the settings used
by the AD9910 like the power-down settings. The programming sequence shown in Fig. 4.9
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Figure 4.9: A screen capture of the LabView DDS program’s block diagram. The event
structure shown is a read command for the AD9910 development board. The structure is
executed whenever the read button is pressed on the front panel shown in Fig. 4.10.
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updates the control registries of the AD9910 whenever there is a change on the front panel
for the Multi-Chip Control or the Accumulator Control. There are similar sequences that
perform operations for other registries like changing the frequency, phase, or amplitude of
a frequency profile.

The basic program structure used for the Arduino/AD9910 LabView interface program
was created by my predecessor Jixin Liang to interface an NI8451 and the AD9959 DDS
development board. However, most of the previous sub-VIs required modification due to
the programming differences between the NI8451 and the Arduino Mega 2560.

4.8 User Interface

As previously mentioned, a LabView VI is used as the software that controls the operations
of the four DDS development boards through the use of an Arduino that acts as an SPI
and Digital I/O interface device. The user interface for a LabView program is provided by
the front panel. The front panel is where multiple controls and indicators are located for
the various variables in the LabView VI.

The front panel used to control two AD9910 evaluation boards can be seen in Fig. 4.10.
On the front panel, the control groups (controls within an indented section) and buttons
serve to access the control registries of the AD9910. For two boards this layout is sufficient to
operate two AD9910 development boards; however, for four development boards a stacked
control front panel will provide a much tidier user interface. Frequency profiles can be
written, read, and accessed, as can other control functions like the power-down controls.
Several of these control groups will not be available for the user to adjust when the final
version of the system is integrated with the trapped ion experiment like the REFCLK
Control and the Multi-Chip Control. These controls were made available on this iteration
of the LabView program for testing purposes.

Basic Control Instructions

The basic steps needed to program and enable the use of a single AD9910 were expanded
from earlier software versions to work with multiple development boards. The operation
of the current two-board setup is straight-forward and requires little knowledge of the ap-
propriate settings needed to use the AD9910. The power-down parameters, communication
parameters (like enabling three-wire SPI communication), and clock parameters are all de-
fault values that are set as part of the initialization of the LabView program. However,
during the operation of the devices, if a user needs to adjust any of the parameters set dur-
ing initialization, except the SPI parameters, then those parameters can be freely adjusted
from the front panel. Once the initialization has been completed, the frequency, phase, and
amplitude information can be entered into the profiles. Once all the profile information has
been entered, the profiles can be selected by choosing the bubble beside the profile the user
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Figure 4.10: A screen capture of the LabView DDS program front panel.
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wishes for the AD9910 to output. If the user is using multiple boards, then the user must
adjust the Multi-Chip control to activate the multi-chip synchronization by selecting "Sync
Receiver Enable" and "Sync Generator Enable" on the master board and "Sync Receiver
Enable" on the slave boards.

Remote Interface

The above discussion has described the manual front-panel control, but this will ultimately
need to be integrated with the trapped-ion control setup. The trapped-ion experiment
program is in LabView, which would make integrating the Arduino interface with the ex-
periment program relatively straightforward in principle. However, an alternative method
which mirrors the current GPIB interface used by the other synthesizers (and which has
some advantages as discussed below) would be a remote interface between the experiment
control computer and a stand-alone computer controlling the Arduino. This was demon-
strated in principle via a TCP (Transmission Control Protocol) connection.

TCP uses a "client" and "sever" based setup to communicate between networked comput-
ers. The server computer waits for incoming connection requests from the client computer.
Data is then sent back and forth between the client and server computers until the connec-
tion is closed. For the Arduino interface the computer that controls the Arduino would act
as the server computer and the computer that would remotely control the Arduino interface
would be the client computer. For testing purposes the computer controlling the Arduino
was connected to the client computer with a physical connection via a router. The client
computer was running a simple LabView program that sends simple command strings to
the server computer. The server program was a modified version of the Arduino interface
with a special front panel control to switch between remote or local control. The server
program in remote mode parses and acts upon incoming command strings. This test setup
lacked two-way communication but in principle this would be a simple addition. Two-way
communication would allow the Arduino interface to relay its current settings to the server
computer as well as the Arduino interface’s current error state.

4.9 AD9910 Performance Characteristics

Separate from interface issues, a few preliminary tests were performed to determine if the
RF output from an AD9910 development board is suitable for our needs. The first two
tests discussed below, relating to output amplitude flatness and spurious spectral features,
are motivated from prior experience with an AD9959 evaluation board. For the tests on
spurious spectral features and narrowband phase noise, the performance characteristics of
the AD9910 evaluation board are also compared to those of an HP 8642A synthesizer. The
HP 8642A is currently used in our lab for driving Raman transitions.
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4.9.1 Low-Pass Filter Response of the AD9910 Development Board

The transfer function of the low pass filter included on the AD9910 evaluation board was
measured and the results are shown in Fig. 4.11 as a function of the output frequency of
the AD9910.
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Figure 4.11: A graph showing the AD9910 evaluation board’s measured power output as a
function of output frequency.

The output power remains mainly flat for frequencies up to ∼ 400 MHz. Therefore the
200-MHz region where the experiment operates is far away from the roll-off of the low-pass
filter. One may notice that the output curve, while flat up to ∼ 400 MHz, does exhibit
a sloping characteristic. However, the slope is ∼ 0.0057 dBm

MHz . Since our frequency scans
rarely exceed a 400-kHz sweep, the power output will not vary by more than ∼ 0.0023 dBm
and the AOM-related variations are more important.

4.9.2 Spurious Signals

Spurious signals are an important consideration for a synthesizer that will be used for an
ion trap experiment. In our lab, the bandwidth of the AOMs (∼ 10 MHz) suppresses
the signals outside of the operational frequency range. However, spurious signals close to
the desired signal may also drive the AOMs and lead to unexpected Raman couplings.
Figure 4.12(a) and Fig. 4.12(b) show the wideband spectrum of the AD9910 and the HP
8642A, respectively, acquired with a Signal Hound USB-SA44B spectrum analyzer. Both
the AD9910 and the HP synthesizer have their carrier frequency set to 203.4 MHz. This
frequency was chosen because it is around our normal operating frequency used in the
experiment and it is not a perfect multiple of 10 MHz, which is what the HP synthesizer
and DDS use as a reference. The unlabeled features seen in both wideband scans are not
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real spurious features but are artifacts of the spectrum analyzer’s signal processing.1 The
AD9910 does not exhibit any significant spurious signals. By comparison, the wideband
scan of the previously used AD9959 DDS is shown in Fig. 4.13. The AD9959 exhibits many
more (albeit relatively small) spurious features than the AD9910 due to the lower DDS
clock frequency (i.e. the AD9910 is an improvement in this regard).
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Figure 4.12: Figure (a) shows the wideband spectrum of the AD9910 while Figure (b) shows
the wideband spectrum of the HP 8642A generator. The main spurious signals are labeled
"2" with the carrier frequency labeled as "1" in both figures. The peak seen at close to 0
MHz in both figures is simply the line noise and its harmonics. The unlabeled peaks seen
in both figures are artifacts due to the spectrum analyzer used. Both scans were performed
at 30-kHz resolution bandwidth and 30-kHz video bandwidth, an input power of 0 dBm,
and an input frequency of 203.4 MHz.
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Figure 4.13: Wideband scan of the AD9959 output at 203 MHz. One can observe that there
are many more spurious signals than in the AD9910 wideband scan.

1To verify the artifacts are indeed artifacts of the spectrum analyzer’s post processing software and are
not spurious features, a zoom in of each artifact was done. Once the span was less than 1MHz, the artifacts
disappeared from the spectrum.
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4.9.3 Narrowband Performance

Perhaps more important than the wideband performance is the narrowband performance.
The narrowband spectrum considers the noise close to the carrier signal. Figure 4.14(a)
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Figure 4.14: Figure (a) shows the narrowband spectrum of the AD9910 at a span of 250
kHz while Figure (b) shows the narrowband spectrum of the HP 8642A over the same 250
kHz span. The resolution bandwidth and video bandwidth were both set to 100 Hz and an
input power of -22 dBm was used in both (a) and (b).

and Fig. 4.14(b) show the narrowband spectrum at a span of 250 kHz for the AD9910 and
the HP 8642A respectively. Both narrowband spectra appear to be fairly similar at this
span. However, the AD9910 exhibits some excess broadband phase noise (∼ −75 dBc) out
to ∼ 20 kHz from the carrier signal, which is not a major issue for current experiments.
Finally, Fig. 4.15(a) and Fig. 4.15(b) show the narrowband spectrum at a span of 25 kHz
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Figure 4.15: Figure (a) shows the narrowband spectrum of the AD9910 at a span of 25 kHz
while Figure (b) shows the narrowband spectrum of the HP 8642A at the same 25-kHz span
with an inset zoomed in around the carrier frequency. In both (a) and (b), the resolution
bandwidth and video bandwidth were set to 30 Hz and an input power of -22 dBm was
used.

for the AD9910 and the HP 8642A respectively. Interestingly, there is a very noticeable
difference between the AD9910 and the HP generator at this narrowband span. The HP
signal appears to be wider than the AD9910’s signal. A zoom-in of the HP generators
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Figure 4.16: A simple block diagram showing the setup used to measure the phase stability
between two AD9910s.

narrowband spectrum around the carrier signal is shown as an inset in Fig. 4.15(b). These
spurious peaks appear to be caused by line noise and its odd harmonics; however, this is still
within specifications for the HP 8642A. In conclusion, at least cursorily, the AD9910 appears
to be suitable for use in the ion trap experiment, and does not show any dramatically poor
behaviour compared to existing synthesizers in use. Additional measurements will need to
be considered in the future with the final design, including online tests driving transitions
in ions.

4.9.4 Relative Phase-Lock Stability

Phase stability is important to consider when coherent operations are involved in an ion-
trap experiment. To assess long term phase drift between two AD9910s, they were initially
phase aligned using an edge-aligned I/O update pulse applied to both AD9910s. The output
from both AD9910s were then combined in a mixer. A mixer’s output can be thought of as
the product of the two input signals, which for cosinusoidal functions is

VMixer = αV1V2 cos(ω1 · t+ φ1) · cos(ω2 · t+ φ2) (4.3)

= αV1V2
2 [cos((ω1 + ω2)t+ (φ1 + φ2)) + cos((ω1 − ω2)t+ (φ1 − φ2))] ,

where α is some constant. Equation 4.3 is the general case for two different frequencies.
However, in our case we are interested in relative phase stability; thus, both AD9910s were
set to output the same frequency (200 MHz for this test). Therefore Eqn. 4.3 reduces to

VMixer = αV1V2
2 [cos(2ωt+ (φ1 + φ2)) + cos(φ1 − φ2)] . (4.4)
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In this case we see in Eqn. 4.4 that the mixer output has a high frequency term and an
approximately constant term that depends on the phase difference of the two input signals.
Therefore, we used a low-pass filter to isolate the constant term.

The measurement setup is shown in Fig. 4.16. The signal from the low-pass filter was
measured by a Rigol DS1054z oscilloscope and saved to a file for later analysis. The mixer’s
dV/dφ sensitivity was calibrated by setting one AD9910 to be a few Hertz higher than the
second AD9910 and measuring the peak-to-peak amplitude of the oscillation. An overnight
measurement was taken to assess the amount of relative phase drift between two AD9910
development boards. The results of this measurement are shown in Fig. 4.17. As can be
seen in Fig. 4.17, the relative phase varied by less than 0.4◦ on either side of the initial
phase alignment. This amount of phase drift is more than acceptable for our immediate
needs.

Figure 4.17: Long-term relative phase drifts of two AD9910s clocked by phase-locked clock
signals. The sample rate was 0.5 s−1.

4.10 Technical Issues

We conclude by addressing some of the technical issues discovered with the project. The
design of the synthesizer interface as currently conceived has several technical issues that
add a level of complication to the overall system design. The first issue lies with the
Arduino interface to LabView. Lynx, the LabView VI library that interfaces LabView
with the Arduino, is not an officially supported National Instruments VI library. National
Instruments did create their own VI library called LIFA (LabView Interface For Arduino);
however, it was not well supported and lacked some basic functionalities of the Arduino.
The largest issue with Lynx is the control loop used to check for new commands from
LabView. It tends to hang when the Arduino connection is closed and reopened again,
as well as occasionally hanging after the firmware is loaded onto the Arduino. The only
solution that fixes this is re-flashing the firmware onto the Arduino. This issue causes a
problem when one wants to integrate the Arduino’s LabView program with the experiment
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control LabView program. Since the Arduino’s LabView program will occasionally hang,
the main experiment control program would have to be restarted to clear the hang if the
Arduino’s program is integrated into the experiment control program. This is problematic
and not practical for experimental purposes. If the Arduino LabView program was operated
semi-autonomously as discussed above, then only the Arduino system would have to be reset
to continue operating the synthesizer, but this is probably not a long-term solution.

Another technical issue arises from the fact that the Arduino is quite "slow". The
Arduino has an on-board 16-MHz crystal oscillator that it uses as its system clock. This
essentially sets the time scale that the Arduino operates on (on the order of tens of nanosec-
onds). For the AD9910 the system executes commands using a clock (known as Sync Clock)
with the period of four nanoseconds (1

4 the AD9910’s system clock). However, due to how
Lynx operates, commands are acted upon on the scale of tens of microseconds. To edge-
align two AD9910s, they must receive two I/O update pulses within the same clock cycle
of the sync clock. However, since the Arduino is operating on a much slower time scale a
synchronization circuit is needed to send a synchronized I/O update pulse to each board.
This synchronization circuit was implemented as discussed above but it adds an extra com-
plication to the Arduino-based setup.

4.11 Future of the Project

The project has come a long way but it does have quite a ways to go before it is a "finished
product." One of the next steps will need to be a version two of the buffer board and the
Arduino daughter board. The buffer board will need permanent fixes for logic issues that
were fixed externally for testing and will need to include a few more pieces of logic necessary
for synchronized I/O update pulses. The daughter board for the Arduino will also need I/O
update pulse synchronization circuitry added as well. The issue with the Arduino freezing
comes down to one of design. The control loop used by the Lynx firmware is not as robust
as our design needs it to be. A solution may be to change from using an LabView-based
program for the Arduino to one based on the Arduino native programming language. The
matter of interfacing the Arduino with the experiment’s LabView program is still a technical
hurdle that needs to be overcome. If Lynx is dropped as previously mentioned, one can use
the Arduino as a USB or Ethernet device, which will be a much simpler interface to the
experiment program.

The issue of providing synchronized I/O update pulses to all of the boards is solved by
the synchronization circuit previously described; however, this is not the only solution. The
Arduino could simply be put aside for a faster device that can be externally clocked. The
likely candidate is the pulser board developed by Paul Pham [52] and curated currently as
an open-source project2. The pulser board utilizes an FPGA, which is much faster than the

2https://sourceforge.net/p/pulse-sequencer/dds-vhdl/ci/master/tree/
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Arduino. An FPGA offers many digital pins as well as excellent high-speed timing, which
will allow the I/O update synchronization issue to easily be solved. Since an FPGA can be
very fast, the multi-board synchronization can also be handled by the FPGA, which will
eliminate the need for the additional hardware currently required to achieve multi-board
synchronization in the Arduino based synthesizer design. Since the software to operate
the pulser board is also open source, this will address the issue with interfacing the pulser
board’s software with the experiment program.

While a LabView-controlled, Arduino-based system initially appeared to offer a sim-
pler route to interface with the AD9910 evaluation boards and can be suitable for some
applications, the FPGA-based design provides a solution to the several issues currently
faced by the Arduino setup. Furthermore, the hardware and software complexities of the
FPGA-based design are considerably offset by the open-source project. On the hardware
side, the FPGA pulser board has already been debugged and successfully used to control
several DDS development boards. In comparison, our Arduino setup’s hardware has yet to
fully function with four boards and there still may be hidden technical issues for the project
to encounter. The story is more or less the same on the software side. The pulser board
offers a tested open-source software that other ion-trap groups have used to integrate the
pulser board with their experimental setups. The Arduino setup still requires additional
software revisions before it could be integrated with the experimental program. Thus one
can conclude that the FPGA-based design represents a less complex solution with greater
functionality than the current Arduino-based one. Pursuing an FPGA design will most
likely be the best option.
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Chapter 5

Stabilizing Secular Trap
Frequencies in a Linear RF Paul
Trap

5.1 Introduction

As discussed in Sec. 2.7, to be able to measure and control the quantum dynamics of the
intrinsic double well near the linear-zigzag transition’s critical point, a high level of control
and stability is needed. In particular, 10 ppm stability in the secular trap frequencies is
an initial goal to achieve a tunneling oscillation with reasonable fidelity [22]. Ideally, such
stability would be maintained over a one-hour time frame for convenience of experimenta-
tion. Equation 2.4 gives an approximate relationship between a given secular frequency and
the trapping parameters - trap size, trap frequency and trapping voltages. Prior work has
shown that the stability of the trap RF voltage needs to be improved [22], and the stability
of the DC voltages bears investigation as well. A brief discussion of improvements made to
our setup in an effort to stabilize the trap potential was already given in Chp. 3, with greater
detail to be provided elsewhere [77]. This chapter will focus on the measurement technique
for assessing the level of stability achieved in the trap potential and the preliminary results
obtained with stabilizing the ion-trap voltages.

This chapter begins with a discussion of optical Raman spectroscopy, which was used
to measure the transverse and the axial secular trap frequencies. This will be followed by
a description of the experimental procedure and data analysis used to obtain the measured
frequencies. Next, measurements of the secular trap frequency as a function of time in the
axial and transverse directions will be presented using a single trapped ion, both before
and after improvements were made to correct instabilities in the trap potential. Finally,
this chapter will conclude with a discussion of the next steps required to achieve sufficient
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Figure 5.1: A basic diagram of the pulse sequence used for Ramsey spectroscopy of the
|↓〉 → |↑〉 transition in a single trapped ion. First optical pumping (OP) is used to prepare
the ion in the |↓〉 state followed by two π

2 -pulses (Rπ/2) separated by a time T . Finally,
fluorescence state detection is used to detect the ion’s spin state.

stability of the trap potential in advance of the planned experiments near the linear-zigzag
transition’s critical point.

5.2 Secular Trap Frequency Measurement using Motional
Sideband Spectroscopy

The secular trap frequencies can be measured using stimulated optical Raman transi-
tions between spin-motion levels on the transition between |↓〉 = 2S1/2 |F = 0,mF = 0〉 and
|↑〉 = 2S1/2 |F = 1,mF = 0〉, as discussed in Chp. 2. Specifically, the secular trap frequency
for a given principal trap axis can be determined from the frequency separation between
the motion-sensitive carrier transition (|↓, n〉 → |↑, n〉) at ∼ ωHF and the first blue sideband
(|↓, n〉 → |↑, n+ 1〉) at ωHF + ωtrap. To achieve the necessary measurement precision, the
Ramsey technique was used [58]. The major benefit of Ramsey spectroscopy is the long
interrogation times, which improve the precision of the measurement of the secular trap fre-
quency, while effects seen in Rabi spectroscopy such as spontaneous emission and ac Stark
shifts are greatly suppressed. This suppression is due to the Raman laser beams being off
for most of the time in the Ramsey experimental sequence. In the following sections the
simple theory of the Ramsey spectroscopic technique for a coupled two-level system (e.g.
in the case of microwave coupling between |↓〉 and |↑〉 in a single ion) will be discussed,
and then some brief comments will be made on additional effects arising in our specific
application of optical Raman sideband spectroscopy of a trapped ion.

5.2.1 Basic Ramsey Theory

We consider a two-level system {|g〉 , |e〉} with coherent oscillatory coupling as introduced
in Sec. 2.4. For example, we consider the case of |g〉 = |↓〉 and |e〉 = |↑〉 in a single trapped
ion driven by microwaves. A basic diagram of the Ramsey experiment sequence is shown
in Fig. 5.1. Ramsey spectroscopy consists of three steps: First is the state initialization
via optical pumping to prepare the ion in the |↓〉 state. Next is the two-pulse sequence
consisting of a π

2 -pulse to create a superposition of |↓〉 + |↑〉, followed by a waiting period
T that allows the ion’s state to evolve freely in time, and finally after this free-evolution
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(a) (b)

Figure 5.2: Figure (a) shows Eqn. 5.5 as the free-evolution time, T , is varied. Figure (b)
shows the Ramsey lineshape from Eqn. 5.5 as the drive frequency is varied near resonance.
Both figures use a Rabi frequency of Ω

2π = 4.55 kHz and detuning of δ = 0.46 kHz. The
frequency scan has a free-evolution time of T = 1 ms.

period, a second π
2 -pulse. The last step is fluorescence state detection to read out the final

spin state of the ion.
The outcome of the Ramsey experiment can be calculated for a simple two-level system,

as follows, for a pure initial state and in the absence of decoherence. In the reference frame
rotating with the driving field (under the rotating-wave approximation), the two Ramsey
pulses can be expressed as (see Sec. 2.4 for details)

R(Ω, δ) =
[
cos θ2 − i

δ
Ω′ sin θ

2 −iΩ∗
Ω′ sin θ

2
−i Ω

Ω′ sin θ
2 cos θ2 + i δΩ′ sin θ

2

]
, (5.1)

where θ = Ω′t contains the dependence on the pulse time, Ω′ =
√
|Ω|2 + δ2 is the generalized

Rabi frequency, Ω = |Ω| eiφ is the Rabi coupling including the phase of the driving field,
and δ = ω − ωo is the detuning. The two "π2 -pulses" in a typical Ramsey setup correspond
to θ = π

2 on resonance (δ = 0). The free-evolution matrix in the frame rotating with the
driving field is given by

F (T ) =
[
e
i
2 δT 0
0 e−

i
2 δT

]
. (5.2)

The final state for the Ramsey experiment is given by
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|ψf 〉 = R(Ω, δ)F (T )R(Ω, δ) |g〉 , (5.3)

where the phase of the driving field is taken to be the same for the two Ramsey pulses for
simplicity. Therefore one can determine the probability of transitioning from the ground
state to the excited state from the expectation value as follows:

Pe = | 〈e|R(Ω, δ)F (T )R(Ω, δ) |g〉 |2. (5.4)

The value of Pe is independent of φ; therefore, the Rabi frequency, Ω, is taken to be real
(φ = 0) for simplicity in subsequent expressions. Nevertheless, the result from Eqn. 5.4 is in
general quite complicated. If we consider the special case of Ωt = π

2 (i.e. π
2 on resonance),

we find that Eqn. 5.4 can be expressed as

Pe(δ, T ) = Ω2

Ω′4
(
δ2 − δΩ′ sin(δT ) + Ω2 cos2(δT2 )

)
. (5.5)

In the limit where the detuning is small (Ω� δ), Eqn. 5.5 reduces to

Pe(δ, T ) ≈ 1
2 (1 + cos (δT )) , (5.6)

where the free-evolution time, T , is typically much longer than the pulse time (T � t).
Figure 5.2 shows a plot of Eqn. 5.5 for the typical parameters encountered in our experiment.
In Fig. 5.2(a), the oscillations with T occur at frequency ∼ δ/2π as expected from the
dependence in Eqn. 5.6, and the resolution improvement is easy to see in the spectroscopic
lineshape in Fig. 5.2(b). The overall envelope of the lineshape is due to the π/2-pulse width,
and the narrow fringes are separated by ∼ 1

T .

5.2.2 Extension of Ramsey Theory to Two-Photon Raman Sideband Tran-
sitions

We now briefly highlight several effects beyond the above theory that arise in the Ramsey
spectroscopy of a motional sideband transition using a two-photon Raman technique. In
order of presentation below, we discuss the ac Stark shift due to the Raman laser beams,
the distribution of initial motional states following laser cooling, and motional decoherence.

The Raman laser beams create a residual ac Stark shift that affects the resonance
of the blue sideband transition [75]. One advantage of Ramsey spectroscopy over Rabi
spectroscopy in this case is that the resonance measured with Ramsey spectroscopy is
largely insensitive to the ac Stark shift; however, it does affect the Ramsey lineshape [31],
which complicates the location of the resonance. The effect of the ac Stark shift, δac, can
be accounted for in the theory of the previous section by replacing δ with δ − δac in the
Rabi rotation shown in Eqn. 5.1 (i.e. R = R(Ω, δ − δac)). This leads to a shift in the
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Figure 5.3: Calculated effect of the ac Stark shift on the Ramsey line shape for an optical
Raman transition. (a) Ramsey line shape with no ac Stark shift. (b) Ramsey line shape
with an ac Stark shift of δac/2π = 8.5 kHz, showing a shift in the center of the envelope from
resonance. (c) Horizontal shift in the Ramsey fringe pattern near resonance for three values
of δac. All plots with a free-evolution time of T = 1 ms. (d) Ramsey fringe pattern near
resonance for three typical free-evolution times and with typical ac Stark shift, δac/2π = 8.5
kHz, in the experiment. Note the same value of P↑ on the resonance for all T , and the
shift of the pattern to near a minimum on resonance. All plots have a Rabi frequency of
Ωo/2π = 4.8 kHz.

center of the envelope of the Ramsey fringe pattern from resonance (compare Fig. 5.3(a)
and 5.3(b)) since the Ramsey rotation pulses are tuned to the ac Stark shifted resonance
(δ = δac). Thus the fringe contrast is reduced near δ = 0 and the shift in the envelope
center also results in a contrast gradient around δ = 0. In principle, the full contrast can be
recovered by measuring a Ramsey fringe a known integer number away from resonance, but
the resonance location then acquires a dependence on the stability of the clock determining
the Ramsey time, T , according to ∆δ = δac ∆T/T . In our experiment, the timing board’s
internal clock is specified at 100 ppm, which would give drifts of ∆δ/2π ∼ 1 Hz. Since
the internal clock cannot be externally referenced, we avoid T-sensitivity by measuring the
Ramsey fringe near resonance.

The ac Stark shift also leads to a horizontal shift of the fringes under the envelope, where
the shift as a fraction of the fringe period depends on the ratio δac/Ωo (see Fig. 5.3(c) and
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Fig. 5.3(d)). In the end, however, for the tests of interest here we are not concerned with
the accuracy of where the resonance is but rather its stability. To understand the stability
theoretically, we consider the effect of variations in the ac Stark shift on the resonance for
typical experimental parameters. Given a pessimistic 10% variation in laser intensity on
the ion, the Ramsey fringe pattern near the resonance is shifted over a range of ∼ 40 Hz
for T = 1 ms and ∼ 11 Hz for T = 4 ms. This places a lower limit on the sensitivity of our
resonance measurements, that is, an upper limit on the stabilities that can be measured.
The effect of this limitation can be reduced by using a longer free-evolution time T , or
ultimately by detuning the Raman beams further to reduce the ac Stark shift.

In experiments discussed in this thesis where the trapped ion is Sisyphus laser cooled
[24, 22], the initial motional state is not in a pure state but rather a thermal distribution
of motional n-levels with n̄ ∼ 1 − 2, which leads to a number of consequences. First, the
Raman Rabi frequency has a dependency on the initial motional state |n〉 of the ion [75].
The effect of the Ramsey pulses, given by the Rabi rotation R in Eqn. 5.1, is therefore
n-dependent, and in particular it is not possible to have a perfect π

2 -rotation for all values
of n. As a result, the contrast of the Ramsey fringes will always be less than unity for n̄ 6= 0,
even at short times where decoherence effects are negligible. From simulations, the short-
time contrast is expected to be ∼ 0.8 for the typical value of n̄ = 1− 2 in our experiment.
At longer times, the contrast will decrease due to decoherence sources such as motional
heating, interferometric instabilities between the Raman beams, and spontaneous emission
from leakage light [33, 69]. From the theory of [69], a rate of heating for the transverse
center-of-mass (COM) mode of ˙̄n = 15 s−1 for our trap [22] gives an expected decrease in
contrast by 50% after T ≈ 20 ms. This places a rough upper limit on possible free-evolution
times, T , in our experiment.1

5.2.3 Measuring Secular Trap Frequencies

This section will provide a brief overview of the procedure and considerations for measuring
the secular trap frequencies with a single trapped ion. Typically before data collection, the
experimental procedure consists of optimizing the alignment on the ion of the laser beams,
such as the Raman beams and the Sisyphus cooling beams. This is performed in situ by
measuring the ac Stark shift induced on the |↓〉 → |↑〉 transition. Discriminated detection
efficiencies, ζ↓ and ζ↑ for |↓〉 and |↑〉 respectively, are measured for later use in data analysis,
and the Sisyphus cooling performance is checked.

The experimental sequence for Ramsey spectroscopy consists of 6.6 ms of Doppler cool-
ing, 6 ms of Sisyphus cooling, spin-state initialization to |↓〉 with 50 µs of optical pumping,
followed by the Ramsey sequence, and 0.4 ms of fluorescence state detection. The duration
of the Ramsey pulses is dependent on the Raman transition being used and must also be

1The signal-to-noise ratio would also figure into the ultimate limiting factors on the usable Ramsey times.
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Figure 5.4: (a) Rabi flopping on resonance for the transverse blue sideband with typical
π-time for the transverse blue sideband of ∼ 110 µs. (b) Ramsey oscillations as a function
of free-evolution time for the transverse blue sideband at the Rabi resonance. The ac Stark
shift due to the Raman laser beams is found from this time scan according δac/2π = 1

τ2π
.

Both scans were performed with averaging of 50 experiments per point, a step size of 5 µs,
detection efficiencies of ζ↓ = 0.075 and ζ↑ = 0.93, and n̄ ≈ 1− 2.

appropriately set. The first step for measuring a particular secular trap frequency involves
locating the motional carrier and the first blue sideband resonances. For our experimental
configuration, the two transverse blue sideband resonances corresponding to the trap axes,
x and y, are within 20 kHz of each other. In this case the Raman laser power is chosen to
be low enough to allow the sideband transitions to be resolved. The appropriate pulse time
for the Ramsey pulses is chosen from a time scan of the Rabi oscillations on resonance (see
Fig. 5.4(a)). In order to optimize the Ramsey fringe contrast, the time for each Ramsey
pulse is chosen to be half the time to reach the peak of the first oscillation in Fig. 5.4(a).

The contrast of the Ramsey fringes and the spectroscopic resolution possible depend
on the free-evolution time, which needs to be chosen appropriately. Figure 5.5 shows how
the contrast of the Ramsey oscillations for the transverse blue sideband depends on the
free-evolution time. As discussed above, the initial contrast is primarily limited by the
initial n̄ value and detection efficiencies (similar to the first peak shown in Fig. 5.4(a)). At
longer times (5 − 10 ms), the contrast in the Ramsey oscillations is still substantial, but
point-to-point jitter in the accumulated Ramsey phase leads to a loss of a clean oscillation.
Some contrast loss can be attributed to motional heating as noted above (with typical
estimated decoherence time of ∼ 20 ms), but the jitter seen here is due to other effects, likely
interferometric noise between the Raman beams, or possibly fluctuations in the resonance
itself. For more experimental averaging per point as used in most of our data − 100
repetitions per point compared to 50 per point shown here in Fig. 5.5 − these fluctuations
will convert to a contrast reduction, but the signal-to-noise ratio is still sufficient for a
useful measurement certainly out to 10 ms. The choice of free-evolution time in practice is
determined mostly by how quickly the resonance drifts, which requires updating the scan
range. Typically in our experiment we use free-evolution times of 1−4 ms with an averaging
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Figure 5.5: This shows the contrast of our Ramsey experiment as the free-evolution time is
varied for the transverse blue sideband resonance. The detection efficiencies were ζ↓ = 0.08
and ζ↑ = 0.95, a 5 µs step size, and 50 experiments-per-point averaging.

of 100 experiments per data point. Occasionally, 10 ms is used to push the measurement
resolution of the resonance down to a few Hertz.

In order to set up to monitor fluctuations of the secular trap frequencies in time, there
are several steps. For the transverse direction, the axis with high secular frequency (x-
axis) is chosen for monitoring the first blue sideband for technical reasons: the location
of the free-evolution resonance is such that it minimizes cross-talk in the Ramsey fringes
from the other (y-axis) blue sideband transition. After the Ramsey pulse times are set as
discussed above, the next step is to locate the first blue-sideband transition’s (free-evolution)
resonance, which is shifted from the single-pulse Rabi resonance by the ac Stark shift (∼ 10
kHz typically, determined as shown in Fig. 5.4(b)). The resonance location is confirmed by
a Ramsey time-scan, which should reveal zero, or at least slow, oscillations. At this point,
the experiment is ready to collect data, and a Ramsey frequency-scan can be collected and
fit to extract the resonance location. The data collection of each scan takes ∼ 3 minutes,
which is mostly determined by the laser cooling time in the experimental sequence. The
acquisition time is not an issue since we are focused in this preliminary set of measurements
on slow fluctuations, corresponding to drifts over several minutes to hours. In the future, we
also plan to measure a minimal number of Ramsey fringe points to increase the repetition
rate of the experiment to consider faster fluctuations, as done by Johnson et al [33].

Once a monitoring experiment begins, the frequency is scanned repeatedly while the
scan range is changed manually between scans to keep the scan range centered on the
resonance. The span of a frequency scan is chosen such that two Ramsey fringes will be
visible in the scan for sufficient range for subsequent curve fitting. Figure 5.6 shows an
example of a frequency scan for the axial blue sideband as a function of the frequency,
ν, of the synthesizer driving the double-pass Raman South AOM. From Fig. 5.3(d) and
5.6, one can see that the Ramsey fringe pattern is approximately a sinusoidal wave over a
limited region where the contrast is fairly constant. Therefore, the fitting function used is
an empirical formula as follows:

P↑(ν) = (ζ↑ − ζ↓)
[
A sin2(4π(ν − νo)T ) + Po

]
+ ζ↓. (5.7)
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Figure 5.6: This figure shows an example of a Ramsey fringe data and fit used to monitor
drifts in the resonance. The transition being scanned here is the axial first blue sideband.
The red markers are the probability of measuring the |↑〉 state versus the frequency of the
scanning AOM, and the blue line is the empirical function, Eq. 5.7, fitted to the data.
The top graph shows the residuals from the fit. The scanning AOM is in a double-pass
configuration, therefore the fringe width seen here is half of the actual width. Experimental
parameters include a free-evolution time of T = 4 ms, a pulse time of τπ/2 = 40 µs, 100
experiments per point, and a step size of 5 Hz.

The fitting function assumes a sin2 form, which crudely accounts for the shift of the Ramsey
fringes near resonance due to the ac Stark shift (see Fig. 5.3(d)). The main fit parameter
extracted is the frequency, νo, of the minimum nearest to resonance. The fitting function
has several other parameters that can be varied or held constant. The parameters ζ↑ and
ζ↓, which account for the detection efficiencies, are assessed not to change over the duration
of a data collection period and so are held constant in the fit. The free-evolution time T is
held constant since the value is fixed for the data collection. The amplitude A and offset
Po, which together account for contrast loss and optical pumping effects, are taken as free
fit parameters. From the fit value of frequency νo, which is given in AOM frequency, the
secular trap frequency is calculated by

νi = −2 (νo,BSB − νo,carrier) . (5.8)

The factor of −2 in Eqn. 5.8 is due to the double pass configuration of the Raman tuning
AOM and other Raman setup details (see Chp. 3 and [22]). The carrier resonance is in
practice not measured each time to track changes in the secular frequency since the carrier
resonance is more stable compared to the first blue sideband (as will be discussed later).
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a) b)

Figure 5.7: Figure (a) shows a frequency scan of the transverse blue sideband (with T = 1
ms), and Figure (b) shows a similar frequency scan for the axial blue sideband (with T = 4
ms). Figure (a) and (b) are fitted with the empirical fit function, Eqn. 5.7, and the error
bars are statistical errors. The reduced χ2 values for each plot are shown.

Just the variations in the blue sideband are monitored to infer variations in the secular
frequency.

Fitting Function Performance

We now comment briefly on how well the empirical fitting function performs. Figure 5.7
shows fits for two typical Ramsey fringe scans for the blue sideband in the transverse and
axial directions. For the purpose here the fits are weighted according to the estimated
uncertainties due to the detection statistics, and the typical reduced χ2 values obtained
are 1.3 axially and 1.7 transversely. Two features omitted in the empirical fit function
compared to Eqn. 5.5 are a gradient in the contrast, which becomes a more pronounced
effect at shorter T (e.g. compare Fig. 5.7(a) and (b)), and a correction to the periodicity
from the simple assumption of 1/T . Other than these effects, it is also possible to acquire
distortions in the measured scan if the resonance frequency drifts during the three-minute
acquisition time of the scan. Overall the fits work reasonably well.

5.3 Carrier Stability

In order to place a limit on how well the blue sideband resonance at ωHF + ωtrap can
act as a diagnostic of the secular trap frequency, ωtrap, we first investigate the stability
of the carrier transition between |↓〉 and |↑〉 at ωHF . This is done in two ways: using
Raman laser beams to probe the motion-sensitive carrier along the direction of interest,
and using microwaves. The latter allows the separation of optical Raman effects like ac
Stark shifts from other measurement noise such as the stability of the reference oscillator
for the synthesizers used to drive the transitions. For a single ion, measurements of the
carrier using microwave Ramsey spectroscopy and axial Raman Ramsey spectroscopy were
alternated every few minutes for two hours. Figure 5.8(a) shows the frequency variation of
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Figure 5.8: (a) Stability of the 12.6-GHz microwave and motion-sensitive carrier transitions
for a single trapped 171Yb+ ion. (b) Table-top temperature and supply-air temperature
during the experiment. For the microwave carrier the experimental parameters are a pulse
time of τπ/2 = 35 µs, a free-evolution time of T = 10 ms, and 100 experiments-per-point
averaging. For the Raman carrier the experimental parameters are a pulse time of τπ/2 = 45
µs, a free-evolution time of T = 4 ms, and 100 experiments-per-point averaging.
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the measured resonance versus time for both transitions. In Fig. 5.8(b), the temperature of
the ambient air above the optical table ("table-top temperature") and the temperature of
the air being supplied to the laboratory from the A/C unit ("supply-air temperature") are
also shown over the same time frame. Both the microwave and the Raman carrier transition
showed ∼ 6 Hz of variation over the two hours (if the one point with large excursion in
the latter data set is neglected). The variations consist of fluctuations over several minutes,
which may be due to the ambient temperature variations, and a slow drift over hours, which
occurs for both measurements. One possible source of the measured frequency variations
are variations in the magnetic bias coil’s field of 5.9 G, at which the carrier transition’s
sensitivity is 3.6 Hz/mG. The stability of the Raman carrier resonance places a lower limit
on the secular trap frequency instabilities that can be detected with the blue sideband
measurements.

5.4 Axial Secular Trap Frequency Stability

On the same day as the carrier assessments of Fig. 5.8 were performed, the axial blue
sideband resonance was monitored using the Ramsey technique over an hour with a typical
secular trap frequency of ωz/2π ≈ 0.325 MHz. Since these measurements, shown in Fig. 5.9,
were performed prior to the improvements made to the voltage system noted in Chp. 3, they
represent a benchmark to evaluate the effectiveness of the improvements, to be discussed
in subsequent sections. In Fig. 5.9(a), the axial sideband resonance shows fluctuations on
a time scale of several minutes, but more importantly, it also displays a linear drift of
∼ 22 Hz/hr over the one hour collection time. This frequency drift is much larger than
those seen for the carrier in Fig. 5.8(a) and thus can be ascribed to secular frequency
changes. Figure 5.9(b) shows the variations in the table-top and supply-air temperatures
during the measurements. From Fig. 5.9(a) and (b), there is no obvious correlation between
temperature and frequency variations.

The 22-Hz change over one hour shown in Fig. 5.9(a) corresponds to 70 ppm in the
axial secular trap frequency. This is much more than our target of 10 ppm over that time
frame and led us to assess various sources of instability. We now outline some of these in
the following discussion, which is not an exhaustive list.

The trap size, R, can be expected to vary with temperature and leads to variations
in the ion-trap potential. This is not easy to estimate given the uncertainties in temper-
ature variations of the trap, the range of temperature coefficients for different materials
(4.5× 10−6K−1 for tungsten and 23.1× 10−6K−1 for aluminum [30]), and the exact model
of deformation. Nevertheless, changes in the trap size leading to secular trap frequency
fluctuations on the order of 10 ppm or larger would not be surprising. The variations would
not necessarily have an obvious temperature correlation to the ambient air temperature
since the trap is attached to the thermal masses of the vacuum chamber and feedthroughs.
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Figure 5.9: (a) Variation in the axial secular trap frequency, ωz/2π ≈ 0.325 MHz, before
improvements were made. Each data point is inferred from a measurement of the first axial
blue sideband resonance. (b) Temperature variations over the same time as data set in (a).
Experimental parameters include a Ramsey pulse time of τπ/2 = 20 µs, a free-evolution
time of T = 4 ms, and 100 experiments-per-point averaging.

In the end, we rule out thermal-mechanical instability in the initial consideration since,
as will be seen, the secular frequencies in the transverse direction can show much better
stability performance than that seen in Fig. 5.9.

Another obvious suspect is the DC power supply that supplies the voltage to the end
caps. A frequency drift of 70 ppm corresponds to 140 ppm in the end-cap voltage of 78 V, or
11 mV. The Agilent E3612A DC power supply used has a specified temperature coefficient
of < (0.0002 · Vout + 1 mV)/◦C [67]. For an output voltage of 78 V in our experiment, this
corresponds to a maximum temperature coefficient of 17 mV/◦C, which appears significant
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even though an obvious temperature correlation was not seen in Fig. 5.9. An initial rough
measurement of the stability of the output voltage also revealed that the DC power supply
could be the cause of the axial secular trap frequency instabilities, and this motivated
our stabilization of the end-cap voltage, as discussed further below. However, we note
here in advance that with the later acquisition of a 6.5-digit multimeter, we revisited this
measurement and found somewhat less sensitivity of the DC power supply to the ambient
air temperature, on average ∼ 2 mV/◦C.

To a first order approximation, the four DC voltages applied to the rods average to act as
the ground to the endcaps; therefore, the DC rod voltages are also important to consider as
a source of the instability in the axial trap potential. The specified temperature coefficient
of the PCI card (National Instruments PCI-6733) used as the source for the rod voltages
is quite good at 6.5 ppm/◦C [9]. The voltage outputs of the PCI card are passed through
an amplifier to the trap rods (see Chp. 3). In an offline test, the DC voltages supplied to
the rods (< 1 V) were monitored with a 6.5-digit multimeter (Keysight 34465a), and found
to have variations of 100 µV over thirteen hours. This is too small to explain the changes
seen in Fig. 5.9.

A few other sources of voltage instability might also be considered. The role of stray
electric fields from the vacuum ion pump and gauge could be a possibility, but our micro-
motion compensation is relatively stable in time. Some other effects that we have considered
are worth noting but more so in the context of the performance of the end-cap servo, since
these effects are more relevant to obtaining a faithful sense voltage at the 1-V level. Issues
that can cause instabilities in the sense voltage include, for example, temperature gradients
in conductors (i.e. BNC cables) causing a potential gradient to form, temperature gradients
between dissimilar conductors causing a potential difference (Seebeck Effect), and ground
loops. The first two mentioned are on the order of a few microvolts per degree Celsius [34]
and should be considered for the 1-V sensor signal used for servo-ing the end-cap voltage to
10 ppm. We also found several ground loops in the experiment setup, which were leading
to offsets on the order of several millivolts. Functionally, one would see a transient of a
DC level shift whenever a device is connected or disconnected (turned on and off). In this
way, ground loops might be expected to cause sudden jumps or spikes in the axial secular
trap frequency, as well as providing voltage offsets that can drift as well. As part of the
servo setup, we acted to reduce voltage offsets in the ground return lines by eliminating
ground loops where possible and by using instrumentation amplifiers for the lock sensor
(see Chp. 3).

5.4.1 Axial Secular Trap Frequency Stability Following Upgrades to the
End-cap Voltage System

Following the improvements described above, in particular the addition of an end-cap volt-
age servo, the axial secular trap frequency was monitored with sideband spectroscopy over
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several hours on two successive days. The end-cap voltage remained locked with the servo
continuously over the two days. The method of measuring the axial blue sideband resonance
was similar to the previous measurements shown in Fig. 5.9. A single trapped ion was used
that was Sisyphus cooled, and the Ramsey spectroscopy made use of a free-evolution time of
T = 10 ms. In addition to recording the table-top temperature during the experiment, the
setup included a 6.5-digit multimeter (Keysight 34465a) to log the sensor voltage, Vsense,
that is derived from the end-cap voltage with a 100:1 divider and is used by the end-cap
servo (see Chp. 3).

The results of the experiment are summarized in Fig. 5.10. Due to technical issues, the
Vsense record is only available for the second day’s run. There are occasional jumps in the
axial blue sideband frequency that were observed; the cause of these jumps is unknown.
The main feature observed are drifts that remain linear over time scales up to hours. On
the first day, the frequency drifted by 23 Hz/hr (or 70 ppm/hr). On the second day, the
first 120 minutes showed a frequency drift of 6 Hz/hr (or 19 ppm/hr), while the rest of the
measurement saw a drift similar to the previous day of 23 Hz/hr (or 70 ppm/hr). Given
the record of the table-top temperature over the two days shown in Fig. 5.10(b), there is
clearly no correlation in behaviour. From Fig. 5.10(c), Vsense during the second day varied
by ∼ 25 µV, which can account for only 16 ppm of drift in the axial secular trap frequency,
while over the same time the measured frequency drifted by more than 300 ppm. This
suggests that the end-cap voltage is not the cause of the observed drifts. The frequency
drift values shown in Fig. 5.10 are in fact comparable to the values obtained before the
system improvements were installed, as seen in Fig. 5.9. This suggests that the addition of
an end-cap voltage servo is not a sufficient solution to remove the drifts in the axial secular
frequency.

One common feature of the drifts seen in Figs. 5.9 and 5.10 is that they all have a
negative slope. To assess for diurnal effects, we show all data runs performed over several
weeks, plotted according to the time of day in Fig. 5.11. The jumps seen between days
are caused by slight differences in the end-cap voltage that was used for each of the days,
and therefore they are of no consequence. There is no obvious correlation between the
frequency drifts with the time of day (e.g. as a result of the building’s A/C varying). In
fact, notwithstanding the differences in the servo setups used for the data sets, Fig. 5.11
reveals the same common decreasing trend in the axial secular trap frequency. This is a
trend that is seen in every single other measurement that has neen made in the pursuit
of stabilizing the axial secular trap frequency. The drift on the days shown range between
∼ 15−32 Hz/hr (∼ 45−100 ppm/hr), in other words 5−10 times the goal we were seeking
to achieve.

In conclusion, locking the end-cap voltages does not eliminate the secular trap frequency
drifts in the axial direction as originally hoped. The drifts in the axial secular trap frequency
do not seem to be correlated with the lab temperature variations. The cause of these drifts
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Figure 5.10: Monitor of the axial secular trap frequency over several hours on two successive
days. (a) Measured variations in the axial secular trap frequency (ωz/2π ≈ 0.325 MHz)
inferred from the first axial blue sideband resonance. The error bars are statistical errors
obtained from fitting. (b) Table-top temperature measurement. (c) Vsense measurement on
the second day. Experimental parameters include a Ramsey pulse time of τπ/2 = 25 µs, a
free-evolution time of T = 10 ms and 100 experiments-per-point averaging.
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Figure 5.11: Drifts in the axial secular trap frequency (ωz/2π = 0.325 MHz) for several
different days graphed against time of day. Frequency variations are inferred from the
Ramsey spectroscopy of the axial first blue sideband. All data was taken with a free-
evolution time of T = 4 ms or T = 10 ms and 100 experiments-per-point averaging.

seems to be downstream of the locking setup for the end-cap voltage, but the exact cause
is still to be investigated.

5.5 Transverse Secular Trap Frequency Stability

In the last set of experiments we test the stability of the ion trap in the transverse direction.
As discussed in Chp. 2, the transverse trapping potential has two principal axes, denoted x
and y, with secular trap frequencies of about 0.90 MHz. For the tests, we operate near zero
DC bias on the rods, for which the x and y secular trap frequencies differ by 20 kHz. Since
most of the dependencies are common, in particular the dependence on the RF voltage Vo,
we have focused on just the x-axis for the transverse stability assessments (and choose the x-
axis in particular to minimize cross-talk between the x- and the y-axis sideband resonances).
In the same way as for the axial trap direction, we first present the passive stability of the
transverse secular frequency as a benchmark prior to the RF voltage servo improvements
detailed in Chp. 3. The experimental procedure and sequence for monitoring the transverse
secular trap frequency, inferred from the first blue Raman sideband, is the same as described
in Sec. 5.2.3. The measured frequency variations are shown in Fig. 5.12 along with a record
of the table-top temperature during the acquisition. Over a one-hour period the transverse
secular trap frequency (∼ 0.90 MHz) varied by ∼ 1100 Hz (1200 ppm), which is a factor
of nearly 120 higher fluctuation than our goal of 10 ppm. The sensitivity of the transverse
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Figure 5.12: Passive stability of the transverse secular trap frequency (ωx/2π = 0.90 MHz)
prior to upgrades in the trap RF setup. Frequency variations are inferred from the Ramsey
spectroscopy of the transverse first blue sideband. Note that the error bars (∼ ±10 Hz)
are smaller than the markers. Experimental parameters include a Ramsey pulse time of
τπ/2 = 55 µs, a free-evolution time of T = 1 ms, and an averaging of 100 experiments per
point.

secular frequency to the ambient laboratory temperature, as previously described in [22], is
evident in Fig. 5.12.

Following the discussion of Chp. 2, frequency variations in the transverse secular fre-
quency can be due to instabilities in the RF voltage, the most likely cause of the variations
seen in Fig. 5.12, but also instabilities in the RF frequency, DC voltage and trap electrode
spacing. The frequency stability of the RF generator (HP 8640B) was measured to be ∼ 200
Hz (or ∼ 12 ppm) peak-to-peak over an hour, which is much too small to be the cause of
the variations measured in Fig. 5.12. The DC rod voltages have a variation of ∼ 100 µV
(33 ppm) over a 13 hour period, as previously discussed, which corresponds to a variation
of ∼ 4 ppm in the transverse secular trap frequency. This is also much too stable for the
fluctuations seen. Similar to the axial direction, the transverse trap potential can also vary
if the trap size (R) varies with temperature, but the size of the observed variations makes
this somewhat unlikely as the primary cause.

Previously, variations of the RF input power to the helical resonator were observed
to be correlated with the laboratory temperature [22], but a servo of the input power
was determined to be insufficient to stabilize the transverse secular frequency. This is
likely due to additional instabilities in the resonator-trap system itself, and motivated the
improvements to the RF servo outlined in Chp. 3. As discussed there, a new helical resonator
was built to allow the RF voltages to be sampled and servo’ed at the output of the resonator,
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in other words closer to the trap. The full details of this new resonator’s construction are
beyond the scope of this thesis and will be presented elsewhere [77]. The discussion in the
following section is limited to preliminary results of the trap stability with the new setup.

5.5.1 Transverse Secular Trap Frequency Stability After System Improve-
ments

Following the improvements to the RF servo setup, a set of tests were undertaken to assess
the ion-trap stability in the transverse direction. The experimental procedure and sequence
were performed as described in Sec. 5.2.3. Many parameters were monitored for these
experiments including the resonator temperature, the resonator frequency, and the RF
sampling voltages, VRF1 and VRF2, corresponding to each of the bifilar helical resonator coils
(see Chp. 3). The servo was locked to VRF2 while VRF1 was used as an independent monitor.
Both voltages were logged together using a 6.5-digit multimeter. Figure 5.13(a) shows the
transverse secular trap frequency variations with the servo locked and unlocked, as well as
the corresponding temperatures and sensor voltages in each situation. Compared to the
prior benchmark test, the servo improved the transverse secular trap frequency stability to
∼ 300 Hz (∼ 325 ppm) over a 90 minute period. This is nearly a factor of four improvement;
however, the servo does not achieve 10 ppm stabilization of the transverse secular trap
frequency over a long time. Furthermore, comparing these results to previous measurements
with only the input power to the resonator servo’ed [22], we find (surprisingly) that there is
only a fractional improvement (or perhaps a factor of two improvement when one considers
timescales) in stability. From Fig. 5.13(c), the fluctuations of VRF2 are strongly reduced
(since the servo is locked to it), but VRF1 still exhibits significant fractional variation that
exceeds that of the transverse secular frequency. The source of the fluctuations on VRF1,
and why its mean value differs by a factor of two from VRF2, is not clear and will be explored
elsewhere.

The unlocked case shown in Fig. 5.13 shows the same negative correlation between the
table-top temperature and the transverse secular frequency as seen with the benchmark tests
performed with the old RF resonator (Fig. 5.12). In both cases, a ∼ 1100-Hz frequency
variation is observed for a ∼ 2◦C variation of the table-top temperature. For the locked
case in Fig. 5.13, there still appears to be a temperature correlation but now it is positive.
This suggests that the RF sampling setup has a temperature sensitivity, or there is some
other effect downstream from the monitoring location in the resonator. The former would
be surprising (and somewhat disappointing) given that temperature-insensitive components
were used for the capacitive RF sampling divider and a temperature-insensitive design was
used for the RF power detector, per the setup detailed in [33]. Figure 5.14 shows the strong
temperature correlation with a value of 167(9) Hz/◦C. This suggests that without changing
the experimental setup, a temperature stability of ∼ 0.05 ◦C is needed in the lab to have a
transverse secular frequency stability of 10 ppm.
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(a)
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VRF2 LockedVRF2 Unlocked

Figure 5.13: (a) Variations in the transverse secular trap frequency (ωz/2π ≈ 0.90 MHz),
inferred from measurements every ∼ 3 minutes of the first transverse blue sideband reso-
nance. Measurements with the trap RF voltage locked using the sense voltage VRF2, and
with the RF voltage unlocked, are shown. (b) Table-top temperature variations (measured
at the same rate as the secular frequency). (c) VRF1 and VRF2 variations (measured once
every two seconds). Vertical plot ranges for VRF1 (left axis) and VRF2 (right axis) are scaled
approximately by the ratio of their mean values to show consistent fractional variation. Ex-
perimental parameters include a Ramsey pulse time of τπ/2 = 55 µs, a free-evolution time
of T = 1 ms, and an averaging of 100 experiments-per-point.

62



250

200

150

100

50

0

 D
w

/2
p

  
(H

z
)

25.625.425.225.024.824.624.424.224.0

Table Top Temperature (Celsius)

Figure 5.14: Correlation between the fluctuations in the transverse secular trap frequency
(ωx/2π = 0.90 MHz) and the table-top temperature for the data in Fig. 5.13. Also shown
is a linear fit with a slope of 167(9) Hz/◦C.

The climate control of our lab cycles the supply air such that cold drafts are blown
on to the optical table. To mitigate this, the RF resonator was insulated with foam.
It should be noted that the insulation will not help with slow ambient lab temperature
variations. Another set of measurements were taken, shown in Fig. 5.15, using the same
experimental procedure as used for Fig. 5.13. For the new set of measurements, the resonator
temperature was also monitored using a National Instruments thermocouple (NI USB-
TC01). Furthermore, the time of day for the experiment was chosen to take advantage
of very stable lab temperatures due to no A/C compressor cycling. From Fig. 5.15(a) for
the unlocked measurement, the transverse secular trap frequency varied by ∼ 350 Hz (380
ppm) peak-to-peak over two hours. Given that the variations do not have a significant
linear trend, we also quote a standard deviation of 98 Hz for the variations.2 The locked
transverse secular trap frequency varied by ∼ 60 Hz (65 ppm) over 80 minutes with a
standard deviation of 14 Hz (15 ppm). The locked stability represents an improvement by
nearly a factor of five over the previous uninsulated, locked measurement (Fig. 5.13(a)), and
an improvement by nearly a factor of twenty overall from the initial measurement before the
setup improvements (Fig. 5.12). The improvement in secular frequency stability is aided
just by having more stable laboratory temperatures (a factor of three or more stable), as
can be seen by comparing the unlocked behavior in Fig. 5.13(a) and 5.15(a). In Fig. 5.15(a),
the passive stability of the unlocked secular frequency is already better than that shown in
Fig. 5.13(a) by a factor of about three, or by a factor of six if the outliers corresponding to
rapid changes are omitted.

2If the outliers are omitted, the standard deviation is 54 Hz (∼ 60 ppm).
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(a)

(b)

(c)

(d)

Figure 5.15: (a) Variations in the transverse secular trap frequency (ωx/2π ≈ 0.90 MHz)
with the helical resonator insulated against air currents. Variations are inferred from the
first transverse blue sideband resonance, measured every ∼ 3 minutes. (b) Table-top tem-
perature variations (measured every two minutes) and the resonator temperature variations
(measured every second). (c) VRF1 and VRF2 (measured every two seconds) for the locked
and unlocked measurements. Vertical plot ranges for VRF1 (left axis) and VRF2 (right axis)
are scaled approximately by the ratio of their mean values to show consistent fractional
variation. (d) For the locked measurement, the inset graph shows a zoom-in of the VRF2.
Experimental parameters include a Ramsey pulse time of τπ/2 = 55 µs, a free-evolution
time of T = 1 ms, and an averaging of 100 experiments per point.
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A natural question is what limits the observed stability of the locked case seen in
Fig. 5.15. The frequency variations are still larger than those for the carrier transition
in Fig. 5.8 so they can still be ascribed primarily to variations in the transverse trapping
potential. As part of the measurements, the RF frequency was recorded, but the con-
tribution of a few Hertz change to the transverse secular frequency fluctuations does not
entirely explain these fluctuations. Another possibility could be residual temperature vari-
ations of the RF resonator. Comparing the table-top and resonator temperatures shown in
Fig. 5.15(b), the insulation does help to smooth out the fast lab temperature fluctuations
by perhaps a factor of two. The resonator temperature measurements are limited by the
thermocouple’s resolution of 0.1 ◦C; however, during the 80 minute period, we can say that
the temperature during the locked measurement, as shown in Fig. 5.15(b), varied by less
than 0.2 ◦C. According to the linear correlation obtained from Fig. 5.14, this temperature
fluctuation should give a transverse secular trap frequency stability of < 34 ppm. The
measured peak-to-peak instability is as much as a factor of two larger, which might indicate
that there is another source of fluctuations. Figure 5.15(c) show the VRF1 and VRF2 varia-
tions for the locked and unlocked measurements. Both VRF1 and VRF2 appear more stable
compared to the previous experiment shown in Fig. 5.13. Figure 5.15(d) shows a zoom-in of
VRF2 while the servo is locked and gives some insight on how the servo is performing. The
variations measured around the lock point are < 50 µV (< 22 ppm) peak-to-peak. This is
not the primary contribution to the stability of the transverse secular frequency, but VRF2

variations and servo performance may need to be considered in the future. VRF1 is stable
to ∼ 0.1 mV (four times larger fractionally) when the servo is locked. Again, it is not clear
why VRF1 is not as stable as VRF2, but this will be explored in the future.

5.6 What is next?

Neither the axial nor the transverse secular trap frequencies have shown the desired stability
level to make the planned experiments involving the linear-zigzag transition convenient.
However, there have been significant improvements in the transverse secular trap frequency
and the stability is approaching the original goal of 10 ppm over one hour.

For the transverse secular trap frequency, a stability level of ∼ 60 Hz (∼ 65 ppm) peak-
to-peak was achieved over 80 minutes with a standard deviation of 14 Hz (15 ppm). The
performance of a new servo system for the trap RF voltage was found to be limited by an un-
expected residual temperature sensitivity in the lock setup. Without further improvements
in the lock setup, measurements suggest that a stringent temperature stability of ∼ 0.05
◦C in the laboratory, or simply in the resonator-trap system, would be required to achieve
10 ppm stability in the transverse secular frequency. Other sources of instabilities may also
exist at this level. Further investigations into the transverse secular trap frequency instabil-
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ities will need to be conducted; however, the immediate experimental focus is on the drifts
in the axial secular trap frequency, which are currently limiting our trap’s performance.

For the axial trap direction, stabilization of the end-cap voltage was found to be insuf-
ficient to stabilize the secular frequency. The primary feature of the remaining frequency
instability is a long-term drift that has no correlation with the ambient lab temperature.
There must be some other cause of the drifts besides the DC voltage system; however, it is
not apparent at the moment what the cause may be. A recent piece of evidence obtained
by the group shows that a stability of < 20 ppm is achievable with tighter confinement in
the axial direction. Tests are ongoing as of writing this thesis.
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Chapter 6

Conclusion & Outlook

This thesis work has focused on two technological developments required for our ion-trap
setup to explore the linear-zigzag transition in the quantum regime: enhanced RF synthe-
sizer capabilities and improved stability in the ion-trap potential. To satisfy the need for a
large number of stable RF sources to drive various optical Raman operations in an ion string,
a solution was pursued based on readily available DDS development boards from Analog
Devices along with an Arduino micro-controller as an interfacing device. The programming
of the Arduino was done in the visual programming environment of LabView, which is also
used in the main experimental control program for our group’s ion trap system. Preliminary
tests of the RF output of the AD9910 development board showed that it should have suit-
able performance for our needs in terms of user control, bandwidth, phase noise, spurious
performance, and phase locking. The Arduino interface, however, was found to be not as
simple and straightforward to implement as was first hoped. While LabView programming
of the Arduino was hoped to make it simple to integrate into the existing experimental
control program, the LabView interface to the Arduino was found to have insufficient reli-
ability for our purposes. Moreover, phase synchronization of multiple development boards
controlled by an Arduino interface was found to be inconveniently complicated.

It was originally assumed that it would be easier to develop an Arduino-based system
than to build an existing open-source FPGA-based system detailed in [52]. The complica-
tions in practice with using the Arduino make it a less attractive solution in comparison.
Future work for the digital synthesizer project will likely involve changing the interfacing
scheme used to control the AD9910 development boards to one based on the FPGA design
(or similar). The open-source nature of the FPGA design and the fact that similar setups
are used by other ion-trap groups should hopefully speed the debugging.

The second portion of this thesis work consisted of preliminary results on stabilizing the
secular trap frequencies in our group’s linear RF Paul trap. Ramsey spectroscopy of the
motional Raman sidebands was implemented to assess variations in the secular frequencies
with time. In an attempt to improve the stability of the axial trap potential, various
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improvements to the trap setup were made, in particular the implementation of a servo
for the endcap voltages. However, there remains a persistent drift in the axial secular
frequency of about 23 Hz/hr (70 ppm/hr) that is of unknown origin. More investigation
is needed to determine what the source of the drift is as well as how to deal with it in
future experiments. Recent experiments in our lab have already shown that a tighter trap
confinement can increase the axial secular trap frequency stability to < 20 ppm over an
hour, with further tests underway.

In the transverse axis of the ion trap, variations on a time scale of minutes in the secular
trap frequency were reduced to a peak-to-peak range of roughly 60 Hz (65 ppm) over 80
minutes, and a standard deviation of 14 Hz (15 ppm), through a combination of passive
and active stabilization. This represents a factor of roughly twenty improvement over the
prior measured ambient stability, which was limited by a strong sensitivity of the trap RF
voltage system to the laboratory temperature. The active stabilization was provided by a
newly installed servo setup for the RF voltage, which is sampled at the output of the RF
resonator. The locked setup was found to have a significant residual temperature sensitivity
that remains to be resolved. In the interim, reaching the stated stability in the transverse
secular frequency with the current setup requires a laboratory temperature control on the
order of a tenth of a degree.

To achieve a set goal of 10 ppm stability in the secular frequencies, some further inves-
tigations are required to identify the remaining sources of instability. In the future, a faster
readout of the secular trap frequencies will be implemented to investigate variations on a
time scale on the order of seconds, similar what was done in [33]. Once sufficient stability
in the ion-trap potential is achieved, our next experimental goal will be to investigate the
behavior of ion strings close to the critical point of the linear-zigzag transition, including
decoherence rates due to motional heating. The technologies being developed will also be
of more general utility for future experiments including quantum information applications
with strings of trapped ions.
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