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Abstract 

Cognitive Radio (CR) is an efficient way of spectrum utilization, because secondary 

users (SUs) with bandwidth-demanding applications such as multimedia can get access 

to  licensed frequency resources opportunistically and resolve their bandwidth 

limitations. Among all multimedia formats, JPEG2000 is a suitable candidate for 

cognitive radio networks thanks to its unique features. In conventional resource 

allocations for CR systems, all data bits are assumed equally important. However, 

different parts of the JPEG2000 bit stream have different contributions to the quality of 

the received image. Therefore, in this paper, an unequal power allocation method is 

used to allocate the available power to the coded bits based on their importance in the 

image quality. Furthermore, bits with higher significance are further protected by using 

sub-channels with better channel quality. Thus, the likelihood of significant bits being 

received correctly is increased. The optimal solution is obtained by minimizing the image 

distortion without violating the interference requirement of the primary users (PU). The 

performance of the proposed method is demonstrated by simulation results. 

Keywords:  Cognitive Radio; OFDM; Multimedia; JPEG2000; Resource allocation; 

Unequal power allocation; Multipath/ Fading channels  
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Chapter 1.  
 
Introduction 

1.1. Motivation 

The rapid developments in technology have made all types of applications 

available in a single mobile handset and the most popular ones are multimedia 

applications. The growing demand in wireless image and video transmission requires 

high data rate and reliable transmission of multimedia stream over severe channel 

conditions. However, the radio frequency spectrum, which is a natural resource, is finite. 

Therefore, the cellular wireless services can only utilize the quota which is allocated to 

them by regulatory agencies. Although the wireless access requests by cellular service 

providers is expected to increase continuously in the course of time, the competing 

interests and fundamental physical laws, restrict the RF bandwidth allocation growth   

[1]. The exponential demand for wireless “bandwidth” coupled with the very limited 

supply of RF bandwidth impose challenges in maintaining high quality received videos 

and images. Furthermore, since the power of base station is limited due to cost and 

radiation constraints, power efficiency, in addition to spectral efficiency, is crucial.  

Underutilization of the licensed frequency spectrum [2], is an incentive to look for 

feasible spectrally-efficient designs. Utilization of the primary spectrum varies from 15% 

to 85%, according to the US Federal Communication Commission (FCC) [3,4]. Based on 

another study, which was conducted in major US cities, large portions of the spectrum 

below 1 GHz was not being used for significant periods of time [2]. One of the main 

reasons for the notable underutilization of the allocated spectrum is the fixed spectrum 
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policy under which the operator leases a spectrum for fixed and relatively long periods of 

time (several years). Therefore, a Spectrum Policy Task Force (SPTF) is devised to 

modify the spectrum allocation policies, so that the idle spectrum can be avoided at any 

given time and location. Following this policy, several organizations such as the US 

Defense Advanced Research Projects Agency (DARPA), the IEEE 802.22 Working 

Group and MITRE Corporation has started development of standards and technologies 

for dynamic access and sharing of spectrum [2]. Cognitive ratio (CR) networks help 

facilitate this initiative significantly. Cognitive radio has emerged as a powerful platform 

for unlicensed devices to use licensed bands under certain conditions and the platform 

was approved by FCC [3] to increase the spectrum usage efficiency. Coexistence of 

primary user and secondary user requires some flexibilities in the spectrum shape of the 

transmitted signals. Orthogonal Frequency Division Multiplexing (OFDM) offers this kind 

of flexibilities by filling the spectral gaps without interfering with primary users [4]. 

However, a major problem with this kind of applications is the mutual interference 

between primary and secondary users, which is taken into account in this thesis. 

Multimedia transmission is a suitable candidate to be benefitted from cognitive 

radio technology, because of its bandwidth demands and rigorous delay constraints. In 

this thesis, we focus on the transmission of scalable images over wireless channels. 

Scalable bit-streams are more sensitive to channel errors caused by fading and 

interference. A single bit error in the encoded image can cause error propagation, which 

affects large areas of the image, resulting in image quality degradations. Therefore, 

reducing the amount of bits required for representing the image, leads to less image 

quality degradation.Hence, selecting an efficient source coder for reducing the number 

of required  bits is another objective of this work. Note that having smaller amount of bits 

reduces the required bandwidth to transmit data.  JPEG2000 standard provides high 

compression efficiency and has unique features, which will be described later in this 

thesis. These features make JPEG2000 a very appealing candidate for wireless 

multimedia applications over cognitive radio. The JPEG2000 coded bit-stream has a 

hierarchical structure, in which some bits hold more important information compared to 

others, thus higher protection over the more important bits is rational to achieve a higher 

quality through image transmission in an error prone wireless channel.  
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Most of the previously performed researches with the focus on CR networks, 

considered maximizing the throughput of the secondary users as one of the most 

important design criteria. Thus, other quality measures for the secondary users, such as 

distortion for multimedia applications, are ignored in most occasions. However, recent 

investigation by Jian et. al. in [5] reveals that maximizing throughput does not 

necessarily enhance Quality of Service (QoS) at the application layer for some 

multimedia applications. 

The main objective of this research is to investigate an optimized resource 

allocation technique to facilitate multimedia bit-stream transmission over OFDM-based 

CR networks to overcome the frequency selectivity of the wireless channel and fulfill the 

interference restrictions on licensed users. This is achieved by maximizing the quality of 

the receiving image subject to interference and power constraints. Two important quality 

metrics are used in this regards that are: i) received image Peak Signal-to-Noise Ratio 

(PSNR), and ii) Bit Error Rate (BER).  

1.2. Thesis Contributions 

In this thesis, the problem of improving the quality of transmitted JPEG2000 

images over the secondary channel in cognitive radio networks is studied. Some 

features of the proposed scheme are as the followings [6]: 

 To achieve higher bandwidth efficiency and lower system complexity, 

which are essential factors in transmission over CR, the inherent scalable 

properties of the JPEG2000 bit-stream along with Unequal Power 

Allocation (UPA) is utilized to protect the important bits. 

 In contrast to the previously published works [7]–[9] that used channel 

availability to make the secondary user access decision, in this thesis, 

Channel State Information (CSI) (channel gain) is used by secondary 

users to help make the optimal decision for maximizing the QoS.  



 

4 

 To avoid exceeding the primay user’s tolerance of collision level, which is 

dependent on the primary service type, an interference constraint is 

considered in the resource allocation problem. Necessary power 

adjustments based on CSI are done prior to transmission to prevent 

primary user transmission quality degradation. 

 To maintain the overall transmit reliability, an adaptive modulation is 

adopted. Based on the number of available sub-channels to transmit the 

data, different modulations are mapped to keep a constant throughput. As 

the number of available sub-channels decrease due to primary user 

appearance or interference constraint, the modulation level increases. 

1.2.1. Scholarly Publications 

The contribution of this thesis resulted in publications listed below. 

 G. Javadi, A. Hajshirmohammadi, and J. Liang, “JPEG2000 Image 

Transmission Over OFDM-Based Cognitive Radio Network,” in IEEE 

Computing and Communication Conference (IEMCON), Vancouver, 

2015. 

 G. Javadi, A. Hajshirmohammadi, and J. Liang, “Power and Sub-

channel Optimization of JPEG2000 Image Transmission over OFDM-

Based Cognitive Radio Networks” to be submitted to IET 

Communications. 

1.3. Thesis Structure 

 Chapter 2 presents the thesis background, and summarizes the pertinent 

literature in the field of cognitive radio networks and transmission of multimedia streams 
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in them.  Chapter 3 describes an algorithm of sub-channel allocation for transmission of 

JPEG2000 codec over OFDM based cognitive radio. Our proposed power and sub-

channel allocation method is illustrated in  Chapter 4. Finally,  Chapter 5 summarizes the 

conclusion of this thesis and provides further work directions.   
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Chapter 2.  
 
Background and Related Works 

This chapter provides a brief overview of the key concepts related to the thesis, 

such as cognitive radio and in particular dynamic spectrum sharing in secondary 

networks, OFDM application in cognitive radio, JPEG2000 image coder structure, and 

introduces some of the protection techniques in the literature for image transmission 

over wireless channels. Related investigations that are performed in the field of cognitive 

radio networks are also summarized in this chapter.  

2.1. Background 

2.1.1. Cognitive Radio Networks 

In recent years, the enormous increase in the wireless networks and the devices 

operating in these networks has led to spectrum scarcity. The measurements showed 

that many parts of the spectrum can be used more efficiently. Further studies have 

shown that the main cause of spectrum scarcity is the licensing process. Therefore, 

some parts of the frequency is allocated to the services that they never use, also 

unbalance allocation due to miss-prediction of the demand is another cause of scarcity. 

In general, getting access to the spectrum resources for the new users and services is 

difficult in this policy. 

This fact necessitates a new communication paradigm to use the radio frequency 

band in a more efficient way. Several methods were developed in the literature to access 
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the licensed bands as a secondary user. Ultra-Wide Band (UWB) transmission and 

Cognitive Radio are two instances of these methods. 

Cognitive Radio, first introduced by Mitola in [10] as a solution to address the 

shortage of available radio spectrum. A more rigorous definition of CR is provided by 

Haykin [11] as follows.  

"Cognitive radio is an intelligent wireless communication system that is aware of 

its surrounding environment (i.e., outside world), and uses the methodology of 

understanding-by-building to learn from the environment and adapt its internal states to 

statistical variations in the incoming RF stimuli by making corresponding changes in 

certain operating parameters (e.g., transmit power, carrier frequency, and modulation 

strategy) in real-time, with two primary objectives in mind:  

o Highly reliable communications whenever and wherever needed;  

o Efficient utilization of the radio spectrum.” 

Parameter adaptation can be based on several factors such as radio spectrum 

availability, channel bandwidth and gain, primary user behavior, and QoS requirements. 

To build highly reliable communication, a secondary user must limit interference with 

primary users.  

Architecture 

Cognitive radio architecture consists of three main components: primary network, 

secondary network, and shared channel. In primary network users have exclusive 

access to licensed spectrum bands. Primary network consists of: (i) primary users and 

(ii) primary base station. Secondary network is not licensed to operate in a certain 

frequency band, but can access the licensed band of primary users in an opportunistic or 

negotiated manner. The components of a secondary network are: (i) secondary users, 

(ii) secondary base station and (iii) spectrum broker, a scheduling server that shares the 
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spectrum resources between different cognitive radio networks. The licensed spectrum 

is a shared resource between primary and secondary. 

The most important issue in licensed band operations among secondary users is 

avoiding interference with primary users. This is done through spectrum hand-off, which 

means that in the presence of any other primary user, secondary users shall vacate the 

spectrum band immediately and move to the next available band. In licensed band 

operations, all the secondary users have the same right to access the unlicensed 

spectrum which necessitates the use of intelligent spectrum sharing algorithms.  

In conclusion, secondary users are required to continually check the existence of 

primary user in a cycle consist of four main functionalities, which can be listed as follows 

[3]:  

1. Spectrum sensing: The ability to sense the spectrum at any time and location, 

in order to determine which portions of the spectrum are available. 

2. Spectrum management: The ability to allocate the best available spectrum 
band based on the availability of the spectrum and other policies.  

3. Spectrum mobility: The ability to vacate the spectrum in the presence of any 
primary user and move to the next best available spectrum band 

4. Spectrum sharing: The ability to provide a fair and optimal spectrum allocation 
method among multiple secondary users. 

Dynamic spectrum sharing 

Different dynamic spectrum access strategies are available in the literature [12], 

which can broadly categorize under three models: 

o Dynamic exclusive use model 

o Open  sharing model 

o Hierarchical access model 
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Our focus in this thesis is on the last method, i.e., hierarchical access model. In 

the hierarchical access model, secondary users are allowed to use the licensed 

spectrum under the condition that implies the secondary users cannot interfere with 

primary users beyond a certain probability of collision or interference level. Two 

strategies that authorize the simultaneous existence of primary and secondary users are 

spectrum underlay and overlay. When the transmission power of secondary users is 

confined to the noise floor of primary users, spectrum underlay approach has been 

utilized (e.g., UWB), and when the restrictions on secondary users are imposed on 

where and when they can transmit, an overlay scheme has been implemented. (Figure 

1). 

  

(a) (b) 

Figure 1. (a) Spectrum overlay (b) Spectrum underlay 

Our proposed scheme falls in the spectrum overlay hierarchical access model 

classification. The hierarchical access model is the most compatible approach with the 

current spectrum management policies, and provides better spectrum efficiency in the 

licensed bands. 

Opportunity Exploitation 

Once spectrum opportunities have been identified, a secondary user must 

determine how to exploit them. Moreover, opportunities may not present themselves 

over contiguous frequency bands. Thus, an access strategy with flexibility in the 

spectrum shape of transmitting signal is required. OFDM offers this  flexibilities by filling 
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the spectral gaps without interfering with primary users [4]. The subcarrier structure of 

OFDM can be configured for efficient usage of spectral holes, because if the primary 

user appears in any subcarrier the transmission can continue on other OFDM 

subcarriers. 

OFDM has many other advantages that makes it suitable for CR networks. High 

data rate transmission is feasible in OFDM by multi-carrier modulation. Moreover, it 

improves the frequency selectivity of the wideband channel experience by single-carrier 

transmission. Supporting higher data rate in a single carrier transmission requires wider 

bandwidth. As the symbol rate becomes larger than the coherence bandwidth of the 

wireless channel, the link suffers from multipath fading and experiences the inter-symbol 

interference (ISI). To handlethe resultant ISI from the time-varying multi-path fading 

channel, adaptive equalizers are employed. The complexity of an equalizer increases 

with the data rate.  Transmission of a high data rate single-carrier may not be feasible 

due to excessive complexity of the equalizer in the receiver [13]. The general idea of 

multi-carrie modulation is to divide the transmitted bit stream into a number of different 

sub-streams and send them over various sub-channels. As a result, data rate of each 

sub-channel is less than the total data rate, and the corresponding sub-channel 

bandwidth is much less than the total system bandwidth. Usually, the sub-channels are 

orthogonal to each other and the number of sub-streams are chosen such that it ensures 

two factors: i) sub-channel bandwidth is less than the coherence bandwidth of the 

channel  and therefore, each sub-channel experiences flat fading; ii) reduces the 

resulted ISI as much as possible. This is shown in Figure 2. Multicarrier modulation is 

efficiently implemented digitally in OFDM. In this discrete implementation the ISI can 

be completely eliminated through the use of a cyclic prefix. Note that the frequency-

nonselectivity of narrowband channels reduces the complexity of the equalizer [14].  
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Figure 2. Multichannel transmission Vs. single channel transmission 

To ensure nonintrusive communication with primary users, any spectral leakage 

as well as the nonlinearity of the transmitter power amplifier should be controlled. 

Additionally, the impact of nulled subcarriers on the Peak-to-Average-Power Ratio 

(PAPR) of the transmitted OFDM signal requires careful study.  
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2.1.2. JPEG2000 Standard 

As illustrated in Table 1, images require large storage space, transmission 

bandwidth, and long transmission time. That gives the motivation for the image 

compression. With the current state of technology, the only solution is to compress 

images before storage and transmission.  

Table 1. Storage and transmission needs of various types of uncompressed 
images [15] 

Image Type Size Bits/Pixel Uncompressed 
Size 

Transmission 
Bandwidth 

Transmission 
Time (using a 
28.8K modem) 

Grayscale 512×512 8 bpp 262 Kbytes 2.1 Mbit/image 1 min 13 sec 

Color 512×512 24 bpp 786 Kbytes 6.29 Mbit/image 3 min 39 sec 

Medical 2048×2048 12 bpp 5.16 Mbytes 41.3 Mbit/image 23 min 54 sec 

Super High 
Density 
(SHD) 

2048×2048 24 bpp 12.58 Mbytes 100 Mbit/image 58 min 15 sec 

Starting the mid-1980s, members from both the International Telecommunication 

Union (ITU) and the International Organization for Standardization (ISO) have been 

working together to establish a joint international standard for the compression of 

grayscale and color still images. This effort has been known as the Joint Photographic 

Experts Group (JPEG), where the “joint” in JPEG refers to the collaboration between ITU 

and ISO. The JPEG2000 international standard represents advances in image 

compression technology where the image coding system is optimized for efficiency, 

scalability and interoperability in network and mobile environments to fulfill today’s digital 

imagery requirements. The JPEG2000 standard provides a set of features to serve the 

market and applications better in terms of addressing the areas where previous 

standards failed to perform and produce the best quality [16]. The JPEG2000 standard is 

used in wide application areas such as Internet, digital photography, digital library, image 

archival, compound documents, image databases, color reprography (photocopying, 

printing, scanning, facsimile), graphics, medical imaging, multispectral imaging such as 

remotely sensed imagery, satellite imagery, mobile multimedia communication, client-
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server networking, e-commerce, etc. This section provides a brief understanding of the 

JPEG2000 structure and discusses the major features of this standard. 

Structure   

The general block diagram of the JPEG2000 encoder and decoder is illustrated 

in Figure 3. The encoder side can be divided into three phases: (i) image preprocessing, 

(ii) compression, and (iii) compressed bit-stream formation. 

 

Figure 3. General block diagram of the JPEG2000 encoder and decoder 

Image Preprocessing 

Preprocessing functions are optional. The first preprocessing operation is tiling. If 

the raw image is very large, usually it is partitioned into a number of rectangular 

nonoverlapping blocks. Each of these blocks is called a tile. All the tiles have the same 

dimension except when the image dimension is not an integer multiple of the tile 

dimension. In that case, the tiles at the image boundary have different dimension. The 

tiles are compressed independently. Therefore, heavy quantization for very low bitrate 

compression may cause visible artifacts at the tile boundaries as it is typical in any block 

transform coding. Smaller tiles create more boundary artifacts and also degrade the 

compression efficiency compared to larger ones. It is worth mentioning that no tiling 

offers the best visual quality. However, large tile size requires large memory buffers for 
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implementation. Typical tile size based on the cost, area, and power compaction is 

256×256 or 512×512. 

After that, other preprocessing functions that can be applied are DC level shifting 

and multicomponent transformation. The purpose of applying a DC level shifting is to 

ensure that the input image samples have approximately a dynamic range centered 

around the zero. The multicomponent transform is effective in reducing the correlations 

among the multiple components in a multicomponent image. This results in reduction of 

redundancy and increase the compression performance. Components can be 

interpreted as three color plane (R, G, B). However, they do not necessarily represent 

Red-Green-Blue data of a color image. That is why they are often called multicomponent 

color transmission as well. The JPEG2000 standard support both Reversible Color 

Transform (RCT) for lossless compression of an image and Irreversible Color Transform 

(ICT) for lossy compression. 

Compression 

After optional preprocessing phase the compression phase generates the 

compressed code with mainly three sequential steps: (i) Discrete Wavelet Transform 

(DWT) (ii) Quantization, and (iii) Entropy Encoding. The data flow of the compression 

system is shown in Figure 4. As shown in Figure 4, each preprocessed component is 

independently compressed and transmitted as shown in Figure 3.  
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Figure 4. Data flow of JPEG2000 compression system 

Each tile component is analyzed by a suitable DWT to decompose it into a 

number of sub-bands at different resolution levels. The two-dimensional DWT is 

performed by applying the one-dimensional DWT row-wise and then column-wise on 

each component as shown in Figure 5.  
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Figure 5. Extension of DWT in two-dimensional signals 

Decomposition starts with creating four sub-bands LL1, HL1, LH1, and HH1. LL1, 

which is the low-pass sub-band, represents a 2:1 subsampled in both vertical and 

horizontal directions; therefore, it is a low-resolution version of the original component. 

The other sub-bands (HL1, LH1, HH1) represent a downsampled residual version of the 

original image needed for the perfect reconstruction of the original image. LL2, HL2, 

LH2, and HH2, can be produced by analyzing the LL1 sub-band once again. Similarly, 

higher levels of decomposition can be generated. Practically, no more compression can 

be achieved after five levels of decomposition in natural images. However, theoretically it 

can go even further. (Figure 6) 
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Figure 6. Row-Column computation of two-dimensional DWT 

In order to reduce the precision of the sub-bands to aid in achieving compression 

after the DWT, all the sub-bands are quantized in lossy compression mode. One of the 

main sources of information loss in the encoder is the quantization of DWT sub-bands. 

In case of lossless encoding, quantization is not used. Different quantization step size for 

each sub-band is supported by the standard, which is calculated based on the dynamic 

range of the sub-band values according to: 

 ( )
b

y
q sign y

 
  

 
  (1.1) 

where y is the input to the quantizer, sign(y) denotes the sign of y, ∆b is the step size, 

and q is the resulting quantizer index. The standard use uniform quantizer with 
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deadzone, which means that the quantization range about 0 is 2∆b as in Figure 7. This 

ensures that more zeros result. 

 

Figure 7. Deadzone quantizer structure 

The quantized sub-bands are then divided into a number of smaller code-blocks 

of equal size as shown in Figure 7, except for the code-blocks at the boundary of each 

sub-band. The typical size of the code-blocks is usually 32 x 32 or 64 x 64 for better 

memory handling. 

Physically the data are compressed by the entropy encoding of the quantized 

wavelet coefficients in each code-blocks. The code-blocks are encoded independently. 

Accordingly, the error propagation restricted to the code-block boundaries, that is, 

unsuccessful decoding of a code-block does not affect the decoding of the following 

code-blocks. Bits of equal significance across all the coefficients in a code block are 

referred to as a bit-plane. In JPEG2000 the Embedded Block Coding with Optimized 

Truncation (EBCOT) algorithm has been adopted for encoding each bit-plane in three 

coding passes with a part of bit-plane being coded in each coding pass. That is why the 

Bit-Plane Coding (BPC) is also called fractional bit-plane coding. These three coding 

passes are called the significant propagation pass, magnitude refinement pass, and 

cleanup pass. Each of the coding passes is applied to each bit-plane of a code-block 

except the first bit-plane (the most significant bit-plane), which is applied only with the 

cleanup pass. After each coding pass completes a run of scan pattern in the current bit-
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plane, the next coding pass restarts the scan pattern from the beginning. These passes, 

collect contextual information, which is used for generating a separate compressed bit-

stream for each code-block. 

Bit-stream Formation 

After the compressed bits for each code-block are generated, they are separated 

into packets. One packet is generated for each precinct in a tile. A precinct is essentially 

a grouping of code blocks within a resolution level. Since precincts cannot overlap code-

blocks and must have dimensions that are exact powers of 2, the precinct size restricts 

the subordinate code-block partitions. An example of precinct partitioning is shown in 

Figure 8. [15] 

 

Figure 8. An example of precincts partitioning 

Each packet comprises of a header and the compressed data. Then, the packets 

are multiplexed together in an ordered manner to form one code-stream. The 

organization of the code-stream can be seen in Figure 9. There are five built-in ways to 

order the packets, called progressions. 
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 Quality: layer, resolution, component, position 

As more data are received, image quality is improved, by receiving the first 

few bytes of data, a low quality rendition of the image can be decoded and as 

more bytes are received, they can be combined with previously received 

bytes for progressively higher quality rendition.    

 Resolution 1: resolution, layer, component, position 

In this type the first few bytes are used to represent a small thumbnail of the 

image. With more bytes of data resolution or size of the image gets better. 

 Resolution 2: resolution, position, component, layer 

 Position: position, component, resolution, layer 

The image will received from top to bottom and is useful for memory 

constrained applications such as printers.  

 Component: component, position, resolution, layer 

This type controls the order in which the data corresponding to different 

components is decoded, that is, the grayscale version of an image might first 

be decoded, followed by color information, followed by overlaid annotations, 

text, etc. JPEG2000 supports images with up to 16384 components. 

Commonly, images are 1 component (grayscale), 3 components (e.g., RGB, 

YUV, etc.), or 4 components (CMYK). Most images with more than 4 

components are from scientific instruments. 

The sorting mechanisms are ordered from most significant to least significant. 

For example, in the case of quality progression, packets are ordered first by layer, 

second by resolution, third by component, and fourth by position, where position refers 

to the precinct number [17]. 
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Figure 9. Code-stream organization [15] 

 In this work, quality progression is used in which the arrangement of bits are 

from the most to the least significant ones in the image quality. Bits are sorted by quality 

layer structure. Each layer consists of a number of consecutive bit-plane coding passes 

from each code-block in the tile, including all sub-bands of all components for that tile. 

The coding passes among all code-blocks are distributed across different layers subject 

to target bit rate constraint of each layer, as shown in Figure 10. The first layer 

generates a low quality version of the image and other layers enhance the decoded 

image quality. In other words, a layer could be interpreted as one quality increment for 

the entire full resolution image, and at any stage the image can be reconstructed by 

truncation of these layers. 
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Figure 10. Code block contributions to quality layers, indicating a quality 
progressive pack-stream ordering  

The final generated code stream has a main header at the beginning. The main 

header describes the original image information and the various settings that are used in 

the encoding process. This information enables the decoder to reconstruct the image 

with the desired characteristics. 

The JPEG2000 Feature Set 

The JPEG2000 standard supports many unique features that were not 

possessed by previous image compression standards. Some of most relevant attributes 

to the materials of this thesis are presented in this section. 

Error Resilience 

Error resilience becomes crucial as wireless communication becomes more 

prominent and wireless channels remain highly error prone. An arithmetic coder is used 

in JPEG2000 standard, which is a variable length coder, to compress the quantized 

wavelet coefficients. Although each code block is independently encoded and errors 
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constrained to that code block, variable length encoding causes severe distortion if the 

error unsynchronized the bit stream. 

Error resilience in JPEG2000 is achieved through the ERTERM mode, the 

SEGMARK mode, or a combination of the two. Normally, the encoder may terminate 

code-word segments in any manner which complies with the standard. However, when 

the ERTERM is used a predictable termination policy must be followed. This helps the 

decoder to exploit the properties of the predictable termination policy for detecting errors 

occurred in bit-stream. Once a corruption detected in a code-word segment, the 

corrupted and all subsequent segments are discarded. 

SEGMARK mode on the other hand, adds synchronization markers to the bit-

stream. A string of four binary symbols must be encoded at the end of each bit-plane. 

The SEGMARK symbols are used to detect the presence of errors, since a single error 

in a bit-plane is likely to corrupt at least one of the four binary symbols. The decoder 

discards the corrupted coding passes (Figure 11). In the simple case, the truncated bit-

stream is decoded, which results in a lower quality image, and yet the loss in quality is 

less than the visual artifacts produced by decoding a corrupted bit-stream. 
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Figure 11. SEGMARK mode [15] 

Scalability 

One of the most interesting features of JPEG2000 standard is the supporting of 

scalability. The philosophy lies behind this feature is to compress the image once and 

decompress it in many ways to achieve more than one quality/resolution. On the 

decoding stage, truncation of the bit-stream at specific points results in obtaining lower 

qualities or resolutions of the original image.  

The importance of this feature is that there is no need to know the target bit rate 

or reconstruction resolution at the time of compression. Additionally, another advantage 

of the scalability, which is more of our interest in this thesis, is the ability to increase the 

resistance toward transmission errors by providing different layers with different 

importance. This property of JPEG2000 is very important, since it prevents from the 

buildup of compression noise through repeated decompression cycles. 
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2.2. Related Works 

As stated previously, our goal is to take advantage of OFDM-based cognitive radio 

network for efficient use of frequency resources with the proposed subcarrier and power 

allocation to transmit the multimedia bit-streams. A considerable amount of literature has 

been published on subcarrier and power allocation for transmission of data over OFDM-

based cognitive radio [18]–[20]. These studies  mainly concentrated on the 

maximization of the system throughput under resource constraints with the 

assumption that all information bits in the transmitted bit-stream are equally 

important. Applying the traditional schemes to the transmission of scalable 

multimedia bit-streams results in poor resource utilization [21]. Therefore, several 

attempts have been made to address this issue [22]–[25]. In [23], the authors 

optimized video streaming to exploit more channel resources for secondary user by 

developing a flexible sensing-transmission scheme. In [24], a cross-layer quality-

aware resource allocation algorithm to optimize OFDM access-based (OFDMA-

based) cognitive radio network performance was proposed, by considering the 

imperfect channel state information between the secondary user and primary user. It 

also considered quality-aware resource allocation using the H.264/AVC standard. 

The study in [25] proposed a bit-error-rate-driven (BER-driven) resource allocation 

for scalable bit-streams over OFDMA systems, which can be applied to the cognitive 

radio networks with some changes in the considered constraints.  

In [26], the secondary users were numbered and two different channels were 

used to transmit the scalable video stream. In this scenario, secondary users with 

odd numbers transmited their base layer in the first channel and their enhancement 

layers in second channel. While, the secondary users with even numbers did the 

reverse, which was sending base layer in second channel and enhancement layers 

in first one. Therefore, the employed channel selection scheme balanced the base 

layers and enhancement layers over the channels, thus balanced the resource 

allocation.  Scalable video coding and co-operative transmission features were both 

utilized in [27]. When the direct channel between the node and the base station did 
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not have a good condition, secondary user used other nodes as a link to the base 

station. To protect the rights of subscribed secondary users, only enhancement 

layers were transmitted through other nodes, so that other nodes could not 

reconstruct the video stream and the base layer transmitted directly to the base 

station.  

Authors in [28], used a hybrid system, that is transmitting data with both 

overlay and underlay schema to transmit the scalable video stream. Only 

enhancement layers with lower importance in video quality were sent with underlay 

method, base layer and other enhancement layers were sent with overlay method. 

As suggested in [29], joint design of distributed video coding (DVC) and cognitive 

radio provides a good solution to improve both resource utilization efficiency and 

QoS of video transmission. DVC uses the advantage of simple encoder, which 

makes it a suitable choice for wireless video applications. The need for the large 

network resource can be fulfilled by cognitive radio. Using the cognitive radio, the 

video stream is transmitted to the nearest base station first, where the stream 

decoded and reencoded, this time with high complex encoder. The video stream 

then is sent to the receiver end.  

Dynamic nature of cognitive radio requires efficient dynamic channel 

selection. The work in [30] provided an efficient model of wireless environment and 

estimated the delay of video packet transmission when selecting a specific 

frequency channel. Then by applying the priority virtual queuing for users, adapted 

their channel selection and maximized video quality.  

There are some other works in this area with a focus on other cognitive radio 

aspects rather than efficient resource allocation and output quality maximization. As 

an example of such studies, the work in [31] illustrated the impact of spectrum 

sensing frequency and the packet loading scheme on multimedia transmission over 

cognitive radio. The cognitive transceivers can only do one task at a time. Increase 

in frequency sensing may cause packets to miss the transmission deadline and 
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decrease the video quality. Using channel availability time and remaining packets as 

QoS factors, they derived a model between spectrum sensing and mentioned 

factors.  

As suggested in [32], removing the redundancies via data compression leads 

to bandwidth saving, but it increases the sensitivity of the data to transmission 

errors. JPEG2000 standard has a quality progression feature, which can improve the 

received image quality progressively as more data from different quality layers are 

received [17]. In order to improve the transmission performance, the important parts 

of the bit-stream (lower layers) should transmit under more protection than less the 

important parts. This is known as unequal error protection [25], [33], [6], [34], [35]. 
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Chapter 3.   
 
Sub-channel Allocation for JPEG2000 Image 
Transmission over OFDM-Based Cognitive Radio 
Networks 

Transmission and source allocation over frequency selective channels with 

OFDM-based cognitive radio has been widely investigated in the literature, as discussed 

in  2.2. Most of these works concentrated on the maximization of the throughput of the 

system under resource constraints with the assumption that all information bits in the 

transmitted bit-stream are equally important, which results in poor resource 

utilization for transmission of scalable multimedia bit-streams. In this chapter a 

channel allocation method based on JPEG2000 and OFDM features is proposed, 

which improves the quality of the secondary user’s received image by providing 

dynamic access to the available spectrum, without violating the interference 

requirements of the primary user. 

3.1. System Model  

The overall system block diagram is presented in Figure 12, where the first block 

is to transform the format of an input image into the JPEG2000 format. Then the 

Structural Information Retrieval unit extracts the header information from data segment 

of the code-stream. This information is assumed to be transmitted and received error-

free, and provides information about the number of layers, code-blocks and coding 

passes within each code-block. 
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Figure 12. General block diagram 

The next block performs channel and power allocation based on the available 

channels to the secondary user. The cognitive base station detects the channel gain of 

each subcarrier and has a perfect knowledge of the CSI between the primary user and 

secondary user. The CSI, which is assumed to remain unchanged during the 

transmission of each block, is provided to the power adjustment and channel allocation 

units. Once the instantaneous CSI is received, the Power Adjustment unit uses the 

instantaneous CSI to calculate the actual power of each bit in the 𝑛𝑡ℎtransmission block 

and produce the diagonal matrix 𝐄𝑛.  

When all channels are available to the secondary user, power is equally 

allocated to each channel. In the case that the primary user occupies some of the sub-

carriers, the Power Adjustment unit assigns power to the remaining channels such that 

the interference on the primary user is kept below a given threshold. The power is 

assigned to the channels and the bits are assigned to the channels based on their 

importance. In other words, the bits that highly affect the image quality are transferred 

trough channels with higher power and channel gain, while as power and channel gain 

decrease less important bits are transferred.     

A serial to parallel buffer is considered in the OFDM transmitter for dividing the 

bit-stream, which is obtained from the JPEG2000 encoder, into 𝑁𝐵parallel blocks 
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𝑥𝑛 = [𝑥1, 𝑥2, … , 𝑥𝑁]𝑇, where 𝑛=1,2,…,𝑁𝐵. To form OFDM blocks, data in the channels that 

are occupied by primary user are considered to be zero and JPEG2000 bit-stream is 

reordered based on the channel allocation algorithm. Vector 𝑆𝑛 is obtained by multiplying 

the power profile and data corresponding to each block, 𝑆𝑛 = √𝑬𝒏𝑥𝑛, in which 𝐸𝑛 is a 

diagonal matrix of order N, where N is the number of subcarriers in the OFDM 

transmitter. The diagonal elements of the matrix 𝐸𝑛 are the actual power of the bits in 

vector 𝑥𝑛 [33]. 

For modulating the 𝑁 subcarriers by the bit-stream, Inverse Fast Fourier 

Transform (IFFT) is applied to the elements of 𝑆𝑛 to form 𝑦𝑛 = 𝑄𝐻𝑆𝑛, where (. )𝐻
 denotes 

complex conjugate transpose operation. The orthogonality between the subcarriers is 

ensured by keeping apart the adjacent subcarriers in 𝑦𝑛 exactly by one cycle. The lower 

rate parallel subcarriers provide higher symbol duration, which lessens the relative 

amount of dispersion in time caused by the multipath delay spread. This, in addition to 

introducing a guard time in every OFDM symbol, eliminates ISI [36]. A cyclic prefix is 

added to the beginning of each OFDM symbol (𝑦𝑛), to form the transmitting sequence, 

𝑧𝑛 , with a size of 𝑁 + 𝑚. The transmission block format of OFDM symbols is shown in 

Figure 13, where the cyclic prefix consists of the last 𝑚 symbols of every OFDM block 

(𝑚 < 𝑁).  
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Figure 13. Transmission block format of OFDM symbols 

 

A frequency selective fading channel model is assumed in this work. Matrix of 

Channel Impulse Response (CIR) for the 𝑛𝑡ℎ transmission block is constructed from 

independent zero-mean complex Gaussian random variables that remain constant over 

a single data block and vary independently for every block, i.e., 

ℎ𝑛 = [ℎ0, ℎ1, ℎ2, … . , ℎ𝑚−1]𝑇 where 𝑚 is the channel memory length and 𝑛 =1,2,…,𝑁𝐵. The 

received signal at the destination terminal is given by: 

 
H

n n n n nr H Q E x v     (3.1) 

In Eq. (3.1) 𝑟𝑛  is the 𝑛𝑡ℎ  received block of data, 𝐻𝑛  is an 𝑁×𝑁 circulant matrix for the 

𝑛𝑡ℎ  transmission block with entries [𝐻𝑛]𝑖𝑘 = [ℎ𝑛](𝑖−𝑘) 𝑚𝑜𝑑 𝑁  and [ℎ𝑛]𝑖 = 0 for 𝑖>𝑚−1. 𝐯𝑛 is 

an 𝑁×1 Additive White Gaussian Noise (AWGN) vector with mean of zero and variance 

of 1/2 per dimension. The channel structure in (3.1) is formed as a circulant matrix, 

which accounts for the addition of the cyclic prefixes to the OFDM symbols (𝒚𝑛). 

The OFDM receiver transforms the received samples to the frequency domain by 

applying the Fast Fourier Transform (FFT), i.e, multiplying by the Q matrix. 
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n n n n nQr E x Qv     (3.2) 

where Ʌ𝑛=QHnQH  is a diagonal matrix of size 𝑁×𝑁 for the 𝑛th transmission block, in which 

the diagonal elements are [37]: 

   0 0 , i 1,2, , N

T
N m

H

n i nii
Nq h

 
   
 
 

  (3.3) 

where qi is the 𝑖th column of the matrix 𝑄. Due to the different realizations of the CIRs for 

each block of data, the diagonal elements of Ʌ change for every block 𝑛 of the received 

signal, and they can be considered as the gains of an equivalent slow flat fading 

channel. Moreover, these elements are in fact the eigenvalues of the channel matrix 𝐇. 

Overall, note that OFDM converts the underlying frequency selective channels into 

parallel flat fading channels [37]. 

One of the advantages of our proposed system is that the recovered data does 

not need a dedicated source decoder and can be decoded by any standard JPEG2000 

decoder. More details on the system blocks and the receiver side will discuss in the 

following sections. 

3.2. Matrix Representation of OFDM 

In this work, the simulation is built based on a matrix representation of the OFDM 

system. Here the matrix representation of OFDM is explained. Considering the output 

equal to        y n x n h n n n   , matrix representation of the output sequence can be 

written as 
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  (3.4) 

which can be written in more compact form of 

 y Hx v    (3.5) 

The received symbols 1, ,y y    can be discarded, since they are affected 

by ISI in the prior data block, and there is no need for these symbols for input recovery. 

The last   symbols of 𝑥[𝑛] correspond to the cyclic prefix: 𝑥−1 = 𝑥𝑁−1,  𝑥−2 =

𝑥𝑁−2, 𝑥−µ = 𝑥𝑁−µ. Therefore, it can be inferred that the previous matrix representation is 

equivalent to the following representation  
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  (3.6) 

With the compact form of 

 y Hx v    (3.7) 
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The channel is modeled as a circulant convolution matrix H  over the 𝑁 samples 

of interest based on this representation. The matrix H  is 𝑁 × 𝑁, so it has an eigenvalue 

decomposition. 

 HH M M    (3.8) 

where   is a diagonal matrix of eigenvalues of H  and HM  is a unitary matrix whose 

rows comprise the eigenvectors of H . It is straightforward to show that the DFT 

operation on 𝑥[𝑛] can be represented by the matrix multiplication 

 X Qx   (3.9) 

and 𝑄 is a 𝑁 × 𝑁 matrix given by 
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For 

2j

N
NW e




  the following equation is true. 

 1 HQ Q    (3.11) 

The IDFT can be similarly represented as 

 1 Hx Q X Q X    (3.12) 

It can also be shown that the rows of the DFT matrix 𝑄 are eigenvectors of H , 

which implies that 𝑄 = 𝑀𝐻 and 𝑄𝐻 = 𝑀. Thus the following equations are driven. 
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  (3.13) 

 Thus, this matrix analysis also shows that by adding a cyclic prefix and using 

the IDFT/DFT, OFDM decomposes an ISI channel into N orthogonal sub-channels 

and knowledge of the channel matrix H is not needed for this decomposition. 

 

3.3. Power Calculation  

As shown in [24], [38], due to the non-orthogonality of primary and secondary 

transmitted signals, an interference between the primary user and secondary user 

sub-channels exists that is caused by the side lobes of the OFDM signal. This 

interference is shown in Figure 14. 
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Figure 14. PSD of a single OFDM modulated carrier in IEEE802.11a 

To calculate this interference, which is called mutual interference, the Power 

Spectral Density (PSD) of the transmitted signal is required. The PSD of a 

transmitted signal in each subcarrier is found by Eq.(3.14), in which 𝑃𝑛 is the 

transmitted power allocated to the 𝑛𝑡ℎ sub-channel, and 𝑇𝑠 is the symbol duration. 
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Substituting Eq.(3.14) into Eq.(3.15), the interference on primary user’s 

channel, caused by the subcarrier, can be obtained. In Eq.(3.15), 𝑑𝑛 is the spectral 

distance between the central frequency of subcarrier 𝑛 and the primary user, 𝐵𝑛 is 
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the bandwidth occupied by the primary user, and ℎ𝑆𝑃 denotes the channel gain 

between the secondary user transmitter and the primary user receiver. 
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The total interference that the primary user experience is calculated by 

Eq.(3.16). This interference needs to be limited to an allowable level, 𝐼𝑡ℎ, set by the 

primary user. 
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3.4. Channel Allocation  

In this section, a sub-channel allocation algorithm is proposed based on the 

allocated power to each sub channel and the channel status, cf. Table 2. The decision 

making parameter used in this algorithm is  , defined as: 

 
SS

k kP h    (3.17) 

In Eq.(3.17), ℎ𝑘
𝑆𝑆 shows the channel gain of the secondary users 𝐾𝑡ℎ sub-channel 

between the transmitter and receiver. Higher   values mean more secure and reliable 

transmission of data, which make the corresponding channel more appropriate for 

sending the important JPEG2000 bits. 

In the sub-channel allocation algorithm, because of the quality layered structure 

of JPEG2000, the coded bit stream can be divided into two groups. One group contains 

coded bits with more significant contribution in the quality of the received image G1 while 
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the other contains the remaining bits G2 . A threshold, , equal to 1/2max{γ} is chosen. For 

sub-channels with γ > Cth, data from the most significant bit group G1 is sent and for the 

channels with γ < Cth , data from the less significant group G 2 is sent. 

As each OFDM symbol is sent, the number of transmitted symbols must be 

counted to keep track of transmitted and remaining bits of each group. If γ > Cth , after 

sending all of the data from the significant group, data from the less significant group is 

sent accordingly. In the case where γ < Cth, the opposite events occur. This way we can 

avoid any decrease in the system throughput, which is an important factor in cognitive 

radio. 

Table 2. Channel allocation algorithm 

Algorithm 1 

1. Splitting the coded bit stream into two groups: G1 and G2 with the size of N1 and N2; 

2. Selecting the threshold parameter, Cth; 

3. Calculating γ for each sub-channel; 

4. Reordering the data to generate OFDM symbol by comparing the γ value with Cth; 

5. Setting the counter n1=0 for G1, and n2=0 for G2;   

6. If Cth < γ  and  n1 ≥ N1, send data from G2 in that sub-channel and set n2=n2+1; 

7. If Cth < γ send n1 < N1, data from G1 in that sub-channel and set n1=n1+1; 

8. If Cth > γ  and n2 ≥ N2, send data from G1 in that sub-channel and set n1=n1+1; 

9. If Cth > γ and n2 < N2, send data from G2 in that sub-channel and set n2=n2+1; 

One of the assumptions in the proposed algorithm is that the channels state 

information and their availability are known to the SU transmitter and receiver a priori; 

and the data will be transmitted with the highest possible power, unless the PU appears. 

Implementing these assumptions will lead to the receiver getting significant data 

from channels with greater   values. Since the channel condition and Signal to Noise 

Ratio (SNR) is also available for the receiver, it can predict the interference generated by 

each sub-channel and hence the order of received bits, considering the fact that the 

number of bits in each group is known to the receiver. 
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3.5. Simulation Results 

To assess the proposed method, grayscale images of size 512×512 and 8 

bit/pixel are used for transmission and the Kakadu software is utilized as the 

JPEG2000 image coder. The images are processed with one level of decomposition 

and are divided into 64×64 CBs and 128×128 precincts. For the baseline scenario, 

16 sub-carriers, one PU, and one SU is considered. Table 3 shows the selected 

values for the model parameters based on the IEEE 802.11a standard [39]. 

 

Table 3. Model parameters 

Parameter Value 

Symbol duration, Ts (s) 4.0 

Subcarrier’s occupied 

bandwidth, f (MHz) 

0.3125 

Primary user band width, BPU 5.0 

 

A frequency selective fading channel is considered. Slow fading channels are 

assumed to be used here. 

The average peak signal to noise ratio (PSNR) at the SU receiver for various 

SNRs is used to indicate the decoded image quality. The relationship between 

PSNR and mean square error, MSE between original and decoded image, is 

presented in Eq.(3.18), in which 255 is the maximum possible pixel value of the 8-bit 

test images. 

 
2

10

255
10logPSNR

MSE

 
  

 
  (3.18) 
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The average PSNR at the receiver for the secondary user at various SNRs for 

two channels with different memories is plotted in Figure 15. Comparison is made 

between the system using the proposed algorithm and a system which sends the coded 

image without any reordering based on channel condition and interference to primary 

user. The simulation is done for two different channel memories. In both cases, for very 

low SNRs (< 5), the proposed technique does not make a significant improvement to the 

average PSNR; however, the average PSNR starts to increase gradually as the SNR 

goes beyond 5. The increasing trend of the improvement in the PSNR continues up to 

SNR values close to 15. This can be observed more clearly in Figure 19, where the 

difference in the PSNR with and without the application of the present algorithm is 

plotted at various SNRs. There is a peak of the plotted curve in Fig. 5 showing that 

maximum improvement is achieved at SNRs in the range of 15 to 20 dB. Since SNR is a 

representative of power, this shows a potential to optimize the data transmit with respect 

to the assigned power. It can also be inferred from Figure 15 and Figure 19 that the 

improvement is more pronounced when the number of channel taps is smaller. A slight 

degradation in PSNR is expected by increasing the number of channel taps, since 

the amount of available power to the data bits is reduced because of extra power 

required for the cyclic prefix. 

Plotted in Figure 16 is the BER for the two considered cases (i.e., with and 

without application of the proposed algorithm). As expected, there is no difference in the 

average BER in these two cases, what is different, however, is that the proposed system 

provides higher protection for bits with higher significant in the quality of the received 

image, by transmitting them over stronger sub-channels. 

Similar results are obtained from analysis of Peppers image, shown in Figure 17 

and Figure 18.  
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Figure 15. Average PSNR value versus SNR value for two different channel 
memories of the received “Lenna” 
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Figure 16. Average BER value versus SNR value for two different channel 
memories of the received “Lenna” 
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Figure 17. Average PSNR value versus SNR value for two different channel 
memories of the received “Peppers” 
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Figure 18. Average BER value versus SNR value for two different channel 
memories of the received “Peppers” 
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Figure 19. The improvements in the PSNR value at various SNR for two different 
channel taps of the received Lenna. 

For better visual comparison, received images of Lenna and Peppers without 

applying the algorithm are shown in Figure 20(a) and Figure 21(a) and the same image 

by applying the algorithm are shown in Figure 20(b) and Figure 21(b). 
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(a) 
 

 
 

(b) 
 

Figure 20. Visual comparison of “Lenna”, transmitted at SNR=15,where (a) is the 
reconstructed image in 2 tap channel and (b) is the reconstructed 
image in 2 tap channel applying the proposed algorithm. 
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(a) 
 

 
 

(b) 
 

Figure 21. Visual comparison of “Peppers”, transmitted at SNR=15,where (a) is the 
reconstructed image in 2 tap channel and (b) is the reconstructed 
image in 2 tap channel applying the proposed algorithm. 
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3.6. Summary 

In this chapter, a novel algorithm was proposed to improve the resource 

allocation for transmission of JPEG2000 codec over OFDM based cognitive radio. In this 

algorithm, OFDM symbols were created by reordering the JPEG2000 bit-streams based 

on the importance of data and channel status. The developed algorithm was observed to 

improve the secondary user’s PSNR value without violating the primary user’s 

interference limit. To assess the proposed approach, the algorithm was applied to image 

transmission according to IEEE 802.11a conditions. It was observed that this new 

technique can enhance the average PSNR significantly for multipath channels with two 

and three taps. However, the obtained improvements in the average PSNR for the two-

tap channels were more sizable. Additionally, a peak of the PSNR improvement-SNR 

curve was found that shows there is an optimum SNR value where the PSNR 

improvement is a maximum. This information can be helpful in designing high efficiency 

cognitive radio systems, in terms of power consumption. 

This chapter is the result of works published in [6]. 
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Chapter 4.  
 

Power and Sub-channel Optimization of JPEG2000 
Image Transmission over OFDM-Based Cognitive 
Radio Networks 

One of the main constraints in wireless communication is the limitation in power. 

Therefore, power allocation is one of the important factors needs to be considered along 

with other resource allocation. Numerous studies have attempted to propose an efficient 

power allocation method for wireless communication over cognitive networks, and as it 

is shown in [5], equal power allocation gives the least performance. In this chapter, we 

improve the received image quality in a cognitive radio system by taking advantage of 

the scalable bit-stream and application of UPA in two stages. The first stage optimizes 

the power allocated to the JPEG2000 bit-stream at the coding pass level to minimize the 

total received distortion. The second stage employs subcarrier allocation, adaptive 

modulation, and power adjustment to meet the interference requirements, based on 

channel conditions, and at the same time keeps the same throughput for the system. 

This strategy is expected to enhance the image quality, since important parts of the 

image will be transmitted more reliably.  

4.1. System Model 

 The overall system block diagram of the proposed scheme is shown in Figure 

22, where the functionality of the first block, JPEG2000 encoder, and structural 

information retrieval unit are well explained in section  3.1. The next block performs the 
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UPA optimization algorithm on the coded bit-stream of the JPEG2000 image, where an 

optimal amount of power is allocated to each bit in order to minimize the total distortion  

 

Figure 22. General block diagram 

of the received image. The output of this block is a vector that contains the optimized 

power to be allocated to each bit in the code stream. A serial to parallel buffer divides 

the obtained vector into several blocks of size 𝑁, where 𝑁 is the number of subcarriers in 

the OFDM transmitter. The CSI, which is assumed to remain unchanged during the 

transmission of each block, is provided to the power adjustment and cannel allocation 

units. The channel allocation unit will choose the optimum subcarrier for sending the 

important layers and the power adjustment unit will use the CSI to calculate the mutual 

interference and perform the required adjustment. Transmission of bit-stream occurs via 

an OFDM-based transmitter, and an adaptive modulation is applied to maintain the 

system rate if the number of available sub-channels to the secondary user decreased. 

Each subcarrier has a bandwidth of T
n

B
B

N
  , which is assumed to be smaller than the 
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coherence bandwidth in the frequency selective wireless channel so that each subcarrier 

undergoes flat fading. The cognitive base station detects the channel gain of each 

subcarrier and has a perfect knowledge of CSI between the primary user and secondary 

user. 

Since CSI is known in the transmitter and receiver sides, the received modulated 

symbols from each layer at the receiver side can be demodulated for each assigned 

subcarrier before forming a layer of bit-stream. The received layers are then merged into 

a single scalable bit-stream which will be sent to the JPEG2000 decoder. 

One benefit of using JPEG2000 standard for coding image is its error resilience 

feature that improves the performance of transmitting a compressed image over error 

prone channels by stopping error from propagation beyond the code-block with 

corrupted bit-stream. This process is performed by including resynchronization markers. 

Additionally, code-blocks are encoded independently. As a result, the decoder is able to 

restart decoding from the next code-block if any error occurs, and the markers 

continuously synchronize the encoder and decoder [40]. Thanks to this feature of 

JPEG2000 standard, it is assumed in this work that the decoder prevents errors from 

propagating to the entire bit-stream. 

4.2. Problem Formulation 

Our objective for resource allocation is to maximize the quality of the received 

image by minimizing the distortion of the decoded JPEG2000 bit-stream under 

interference and power constraints. This problem can be formulated as follows: 
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  (3.19) 

The parameters of Eq.(3.19) are listed in Table 4. 

Table 4. List of Eq Parameters. 

Parameter Description 

𝐷𝑇𝑜𝑡𝑎𝑙  Total distortion of the decoded image 

𝑃𝑚,𝑛 Power assigned to channel 𝑛𝑡ℎ of 𝑚𝑡ℎ OFDM block 

𝑃𝑇𝑜𝑡𝑎𝑙  Total available power for transmission of the image 

𝑁𝐵 Number of OFDM blocks 

𝑁 Number of OFDM subcarriers   

𝑟𝑛,𝑙  Corresponding number of transmit bits per allocation period of subcarrier 𝑛 for layer 𝑙 

𝐼𝑛  Interference on PU’s channel, caused by the 𝑛𝑡ℎ subcarrier 

𝐼𝑡ℎ  Tolerable interference of primary user threshold  

 

Since the CSI is available at the time of transmission, the above problem is 

solved in two stages. The first stage optimizes the power allocated to the JPEG2000 bit-

stream at the coding pass level to minimize the total received distortion and the second 

stage employs subcarrier allocation and power adjustment to meet the interference 

requirements, and channels fading. 
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4.2.1. Objective Function 

The expected value for the total distortion of the decoded image is formulated 

by[33]: 

  
, 1

0

1 1

    (1 )
CP iCB

NN j

Total ij ij ik

i j k

E D d p D p


 

      (3.20) 

where, 𝑑0 is the distortion caused by quantization during coding process, 𝑁𝐶𝐵 is the total 

number of code-blocks in the bit-stream, and 𝑁𝐶𝑃,𝑖 is the number of coding passes in the 

ith code-block. pij is the probability of having at least one bit error in the jth coding pass in 

the ith code-block (i.e., CPij). Note that p is used to indicate the probability, while P 

represents the power throughout this thesis. Dij is the distortion caused by any bit error in 

CPij. The parameters 𝑁𝐶𝐵 and 𝑁𝐶𝑃,𝑖 are extracted from the JPEG2000 encoder by the 

structural information retrieval block in Figure 22, and are provided to the UPA unit to 

compute the distortion.  

In Eq.(3.20), d0 is defined as the mean-square error (MSE) between the original 

image (distortion-free) and its decoded version, assuming zero fading and noise, and is 

thus due to only the quantization error caused by the encoder. The distortion 

corresponding to each coding pass (i.e., Dij), is obtained by manually altering at least 

one bit in 𝐶𝑃𝑖𝑗, while the rest of the image bit-stream is kept error-free. Dij is then 

determined by finding the MSE between the decoded and the original images. It should 

be noted that the distortion caused by an erroneous coding pass is the same, regardless 

of the number and positions of bit errors in that coding pass, as long as there is at least 

one bit error in that coding pass. In other words bits within the same coding pass have 

equal contribution to the quality of the received image. Therefore, in our algorithm, equal 

power is allocated to all bits within the same coding pass, which leads to identical error 

probability for all bits within a specific coding pass. Thus, pij can be found from Eq.(4.3).  

   
 ,

1 1  ,
bN i j

ij ebp p i j     (3.21) 



 

54 

where, peb(i, j) and Nb(i, j) are the BER and the number of bits in CPij, respectively.  

Due to our earlier assumption of AWGN channel for the optimization problem 

formulation, peb(i, j) is the BER in the AWGN : 

  
0

2
,  

ij

eb

P
p i j

N

 
  

 
 

  (3.22) 

where, Pij is the assigned power to each bit within CPij, N0 is the noise power, and Q(.) is 

the Q function. The application of necessary power adjustments, due to the presence of 

fading, is performed by the power adjustment unit shown in Figure 22, as discussed in 

[33] 

4.2.2. Constraints 

In the optimization problem formulated in Eq.(3.19), the first constraint, 

Eq.(4.1.a), is due to the fact that power is always positive. The second constraint, 

Eq.(4.1.b), applies a limit to the total available power, 𝑃𝑇𝑜𝑡𝑎𝑙, for transmission of the 

image.  Here, 𝑁𝐵 is the number of transmitted OFDM blocks, and  𝑃𝑚,𝑛 is the adjusted 

power assigned to the 𝑛𝑡ℎ  subchannel of the 𝑚𝑡ℎ OFDM symbol.  

The third constraint, Eq.(4.1.c) presents the rate constraint, where 𝑟𝑛,𝑙 is the 

corresponding number of transmit bits per allocation period of subcarrier 𝑛 for layer 𝑙, 

which can be calculated from Eq.(4.5) [25]. 
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  (3.23) 

ℎ𝑆𝑆 in Eq.(3.23) shows the channel gain of the secondary user’s 𝑛𝑡ℎ subchannel 

between the transmitter and receiver, which is assumed to remain constant during each 
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allocation period 𝜏 due to slow Rayleigh fading. 𝛼𝑙 is also a coding loss factor related to 

the target BER of layer 𝑙 by adapting quadrature amplitude modulation. 

How to calculate the interference, which is the last constraint in this problem is 

explained in detail in section  3.3. 

4.3. Unequal Power Allocation 

The objective function in Eq.(3.19) is not a convex function. Therefore, to solve 

the UPA problem as suggested in [41], Simulated Annealing (SA) method is used to 

locate an acceptable approximation of the global minimum in a large search space. Due 

to the large number of coding passes and different number of bits in each coding pass, 

calculating the optimum value of power for every single coding pass in the bit-stream is 

computationally extensive. Hence, coding passes are divided into L different groups and 

the SA optimization algorithm is applied to find the optimum value of power for each 

group of coding passes. A smaller number of groups lessens system complexity while 

reduces algorithm accuracy; therefore, there is a tradeoff between the two. Testing the 

algorithm for transmission of Lenna (512 × 512, 0.25 bpp) with different number of 

groups (𝐿) in various values of SNR, it was observed that the performance improves with 

the number of groups 𝐿; however, the improvement in  performance was not  significant 

as the number of groups exceeded 10.  As a result the number of groups was proposed 

to be 10 in [41], and the same value is used here. 

In Simulated Annealing (SA) algorithm, first an initial column vector of size 𝐿, 

𝑃𝑖𝑛𝑖𝑡𝑖𝑎𝑙, is considered as the power for different bits in each group. For each iteration of 

the algorithm, a new power distribution, 𝑃𝑛𝑒𝑤, is calculated using the following formula: 
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
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  (3.24) 
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In Eq.(3.24), iter is iteration number, itermax is the maximum number of 

iterations, L is the number of groups, and z =[z1, z2, …, zL]
T is a uniformly distributed 

random vector between (−β,+β). It is found in [33] that the algorithm is not sensitive to 

the constant parameters ε and β. Therefore, in this paper ε and β are set to 1.5 and 0.1, 

respectively. The expected distortion resulting from the new values is then checked to 

see whether it is a potential minimum or not. The absolute minimum of distortion is finally 

found through an iterative procedure that determines the power for each group [33]. 

The summary of the implemented algorithm is shown in Table 5. Due to the 

nature of Eq.(3.24), the SA optimization algorithm needs to search for the solution in a 

large domain and finds the neighboring values from a wide random range; however, by 

progressing in iterations, the search space gets narrower. In order to avoid sticking to 

local minima, an uncertainty with a specific probability (which is set to be 0.05) is added 

to the line 14 of the algorithm. Moreover, in the SA optimization algorithm, the power is 

normalized as follows to ensure that the summation of powers will add up to the total 

available power in every iteration. 
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Table 5. Simulated Annealing (SA) 

Algorithm 2 

1 𝑃𝑐𝑢𝑟𝑟𝑒𝑛𝑡 = 𝑃𝑖𝑛𝑖𝑡𝑖𝑎𝑙 

2 𝐷𝑐𝑢𝑟𝑟𝑒𝑛𝑡 = 𝐷(𝑃𝑐𝑢𝑟𝑟𝑒𝑛𝑡) 

3 𝐷𝑚𝑖𝑛 = 𝐷(𝑃𝑖𝑛𝑖𝑡𝑖𝑎𝑙) 

4 𝐷𝑜𝑙𝑑 = 1010  

5 𝑖𝑡𝑒𝑟 = 0 

6 𝒘𝒉𝒊𝒍𝒆 (𝑖𝑡𝑒𝑟 ≤ 𝑖𝑡𝑒𝑟𝑀𝑎𝑥  )𝒅𝒐 

7     𝑃𝑛𝑒𝑤 = 𝑐ℎ𝑜𝑜𝑠𝑒 𝑟𝑎𝑛𝑑𝑜𝑚 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟 (𝑃𝑐𝑢𝑟𝑟𝑒𝑛𝑡) 

8    𝑃𝑛𝑜𝑟𝑚 = 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 ( 𝑃𝑛𝑒𝑤  )  

9    𝐷𝑛𝑒𝑤 = 𝐷(𝑃𝑛𝑜𝑟𝑚) 

10    𝒊𝒇 (𝐷𝑛𝑒𝑤  <   𝐷𝑚𝑖𝑛 )𝒕𝒉𝒆𝒏 

11       𝑃𝑏𝑒𝑠𝑡 = 𝑃𝑛𝑜𝑟𝑚  

12       𝐷𝑚𝑖𝑛 =  𝐷𝑛𝑒𝑤  

13    𝒆𝒏𝒅 𝒊𝒇 

14    𝒊𝒇( 𝐷𝑛𝑒𝑤 < 𝐷𝑐𝑢𝑟𝑟𝑒𝑛𝑡 )𝑜𝑟 (𝑤𝑖𝑡ℎ 𝑐𝑒𝑟𝑡𝑎𝑖𝑛 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦) 

15       𝑃𝑐𝑢𝑟𝑟𝑒𝑛𝑡 = 𝑃𝑛𝑜𝑟𝑚  

16       𝐷𝑐𝑢𝑟𝑟𝑒𝑛𝑡 = 𝐷𝑛𝑒𝑤  

17    𝒆𝒏𝒅 𝒊𝒇 

18   𝑖𝑡𝑒𝑟 + + 

19 𝒊𝒇 ( 𝑟𝑒𝑚𝑎𝑖𝑛𝑑𝑒𝑟 (
𝑖𝑡𝑒𝑟
20

) = 20) 

20       𝒊𝒇 (|𝐷𝑛𝑒𝑤 − 𝐷𝑜𝑙𝑑| < 0.1 ) 

21          𝑖𝑡𝑒𝑟 = 𝑖𝑡𝑒𝑟𝑚𝑎𝑥 + 1 

22 𝒆𝒏𝒅 𝒊𝒇 

23       𝐷𝑜𝑙𝑑 = 𝐷𝑛𝑒𝑤  

24     𝒆𝒏𝒅 𝒊𝒇 

25 𝒆𝒏𝒅 𝒘𝒉𝒊𝒍𝒆 
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4.4. Channel Allocation and Power Adjustment  

The purpose of the channel allocation block in Figure 22 is to further protect the 

important JPEG 2000 bits by transmitting them over sub-channels with higher quality. 

On the channel allocation block, sub-channels with better conditions are assigned to the 

important layers of JPEG2000 image. It can be inferred from Eq. (3.15) that by 

increasing ℎ𝑆𝑃, the imposed interference on the Primary user increases. Therefore, the 

ratio of hSS to hSP, can be an acceptable representation of the channel condition. This 

ratio is used as an index to compare the channels quality (higher ratio indicates better 

quality). We consider sub-channels with a ratio of hSS to hSP greater than a preset 

threshold, 𝑟𝑡ℎ, as “higher quality” vs. those with the ratio less than 𝑟𝑡ℎ as “lower quality” 

channels. During each signaling period, data from the most important layer of the 

JPEG2000 bitstream is sent on “higher quality”  and data from the  least important layer 

is sent on lower quality sub-channels. The detail of the algorithm is shown in Table 6. 

Since the CSI is available at the time of transmission, after channel allocation for 

each OFDM symbol, power is adjusted such that both fading of the channel [33] and 

interference to the primary user limitation take into the account at the  time of 

transmission.  
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Table 6. Channel allocation 

Algorithm 3 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

Select the threshold 𝑟𝑡ℎ 

𝐿𝑎𝑦𝑒𝑟𝑆𝑖𝑧𝑒 = [ 𝑁1, 𝑁2, … , 𝑁𝐿] 

Set the counter 𝑙1 𝑓𝑜𝑟 𝑙𝑎𝑦𝑒𝑟1, 𝑙2 𝑓𝑜𝑟 𝑙𝑎𝑦𝑒𝑟2, … , 𝑎𝑛𝑑 𝑙𝐿𝑓𝑜𝑟 𝑙𝑎𝑦𝑒𝑟𝑙 

𝑖𝑓 (ℎ𝑆𝑆

ℎ𝑆𝑃⁄ > 𝑟𝑡ℎ  ) 

Send data from 𝑙𝑎𝑦𝑒𝑟1 and 𝑙1 + + unless 𝑙1 > 𝑁1, send data from next layer, increase the 
corresponding counter by one and so on. 

𝑒𝑛𝑑 𝑖𝑓 

𝑖𝑓 (ℎ𝑆𝑆

ℎ𝑆𝑃⁄ < 𝑟𝑡ℎ  ) 

Send data from 𝑙𝑎𝑦𝑒𝑟𝐿 𝑎𝑛𝑑 𝑙𝐿 + +𝑢𝑛𝑙𝑒𝑠𝑠 𝑙𝐿 > 𝑁𝐿 , send data from previous layer, increase the 
corresponding counter by one and so on. 

𝑒𝑛𝑑 𝑖𝑓 

 

4.5. Simulation Results 

In this section, the proposed method is used for transmission of Lenna, which is 

a grayscale image of size 512×512 and 8 bit/pixel. The Kakadu software is utilized as 

the JPEG2000 image coder. The performance of the method is studied further by 

investigating its impacts on several performance metrics (e.g., BER, PSNR). 

Futhermore, to assess the method’s reliability and robustness, the same approach is 

applied on other images: Peppers, Cameraman, and Bridge.  

The images are processed with one level of decomposition and are divided into 

64×64 coding blocks and 128×128 precincts. The final images have 3 layers with the 

same size. 16 sub-carriers, one primary user, and one secondary user is considered. 

Table 3 shows the selected values for the model parameters based on the IEEE 802.11a 

standard [39]. 



 

60 

The wireless channel is modeled as a frequency-selective channel with 2 

multipaths. Each multipath is assumed to have Rayleigh-fading distribution with AWGN, 

and is independent of the other one. Here, the allocation period 𝜏, is assumed to be the 

time needed for transmission of the entire image.  

The average PSNR at the secondary user receiver for various SNRs is used to 

indicate the decoded image quality. Here, the performance of the system is analyzed by 

comparing the PSNR and BER profile of the received Lenna image transmitted through 

the listed scenarios in Table 7. 

 

Table 7. Different applied scenarios 

 

Power Allocation Channel Allocation 

Scenario 1 EPA N/A 

Scenario 2 EPA Based on the algorithm used in [6] 

Scenario 3 UPA N/A 

Scenario 4 UPA Based on  the algorithm in Table 6 

Figure 23 shows the average calculated PSNR value at various channel SNRs 

for four different resource allocation scenarios. As shown in Figure 23, Scenario 1, with 

EPA power allocation type, has the lowest performance among the considered 

scenarios. The performance in scenario 1 is increased when our previously proposed 

algorithm in [6] is utilized for channel allocation (i.e., scenario 2), to protect the important 

bits. However, the system performs better in scenario 3 by applying the UPA algorithm 

on the bit streams based on their impact on the received image quality. The performance 

is further improved in the 4th scenario by allocating the channels based on the proposed 

algorithm in Table 6. The observed improvements in the 3rd and 4th scenarios are 

significant even at low SNRs (SNR < 10 dB). As SNR goes beyond 20 dB there is no 

more improvement in the 3rd scenario’s performance, since for higher SNRs the amount 

of power allocated to the important bits increases; hence without using an appropriate 

channel allocation, a huge interference for primary user may occur. Therefore, the 

allocated power is decreased to prevent intolerable interference to PU based on the 
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system constraint (see Eq.(4.1.d)), which results in performance reduction. This 

reduction can be negligible depending on the considered interference threshold, as will 

be seen in Figure 29. This issue is addressed in scenario 4 by using the proposed 

algorithm in Table 6 for channel allocation. Thus, it is observed that a proper channel 

allocation algorithm is a necessary condition for obtaining an enhanced performance, if 

UPA is used. It can also be expected that the average PSNR values of different methods 

converge to the same value at a high SNR, because at high SNR values the BER is very 

low, regardless of the power allocation algorithm. Note that one benefit of implementing 

UPA integrated with the proposed channel allocation algorithm is to reach to the highest 

possible PSNR at a lower SNR. 

 

Figure 23. Average  PSNR value versus SNR value for four different resource 
allocation scenarios 

Figure 24 shows the BER performance of the received bit-streams of the Lenna 

image. BER represents the average probability of any bit being received with error, 
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regardless of its importance in the JPEG2000 bit-stream or the distortion of the received 

image, which PSNR is an indicator. Based on this definition, as it is plotted in Figure 24, 

there is no significant difference in the average BER of scenarios 1 and 2. 

The proposed UPA algorithm protects important bits by allocating them higher 

powers (scenario 3), and the proposed channel allocation algorithm (scenario 4) allows 

transmission of higher importance bit streams through stronger sub-channels. By 

combining them together, we get lower protection of less important bits and 

consequently a higher BER at low SNR. However, the PSNR is significantly higher for 

scenarios 3 and 4. For SNR < 10 dB, the UPA algorithm has a preference to set the 

power of some less important coding passes to zero in order to minimize the distortion of 

the received image. This leads to a BER of 50% for bits with zero power and 

consequently a higher average BER over all bits. The number of coding passes with an 

assigned power of zero is gradually decreased as the SNR increases.  
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Figure 24.Average BER value versus SNR value for four different resource 
allocation scenarios 

For better visual comparison, the transmitted Lenna image under different 

scenarios is shown in Figure 25. It can be seen that the visual quality of the received 

image is enhanced step by step applying scenarios 1 to 4 and the best image with more 

details is obtained by scenario 4, thanks to the UPA for power allocation and the 

proposed algorithm for channel allocation.  
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(a) 

  
(b) (c) 

  
(d) (e) 

 

Figure 25. Visual comparison of “Lenna”, transmitted at SNR=20 dB, (a) Original 
image (b) Scenario 1, PSNR =27.78 dB (c) Scenario 2, PSNR =29.89 
dB (d) Scenario 3, PSNR =31.31 dB (e) Scenario 4, PSNR=34.29 dB 
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To assess the performance of our proposed method for other cases, the same 

procedure was applied to different images shown in Figure 26, Figure 27, and Figure 28. 

Similar result in quality improvement of receiving images were obtained.  

 
(a) 

  
(b) (c) 

  
(d) (e) 

Figure 26. Visual comparison of “Peppers”, transmitted at SNR=20 dB, (a) Original 
image (b) Scenario 1, PSNR =27.15 dB (c) Scenario 2, PSNR =29.12 
dB (d) Scenario 3, PSNR =30.43 dB (e) Scenario 4, PSNR= 32.88 dB  

 



 

66 

 

 
(a) 

  
(b) (c) 

  
(d) (e) 

Figure 27. Visual comparison of “Cameraman”, transmitted at SNR=20 dB, (a) 
Original image (b) Scenario 1, PSNR =30.15 dB (c) Scenario 2, PSNR 
=30.63 dB (d) Scenario 3, PSNR = 31.68 dB (e) Scenario 4, PSNR= 
36.34 dB 
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(a) 

  
(b) (c) 

  
(d) (e) 

Figure 28. Visual comparison of “Bridge”, transmitted at SNR=20 dB, (a) Original 
image (b) Scenario 1, PSNR =21.99 dB (c) Scenario 2, PSNR =23.02 
dB (d) Scenario 3, PSNR = 23.54 dB (e) Scenario 4, PSNR= 27.13 dB 
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Figure 29, shows the effect of different interference thresholds, as determined by 

PU, on the PSNR of the received Lenna image at a channel SNR of  20 dB.  It is 

expected as the threshold gets stricter the system performance drops. The first two 

scenarios show strong dependency of PSNR on the threshold, while by using UPA it is 

reduced.  Moreover, it can be seen that scenario 4 performs the best at various 

thresholds, which makes it a good candidate for implementation in different 

communication networks. 

 

Figure 29.Average PSNR versus different interference threshold 
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4.6. Summary 

In this chapter, resource allocation algorithm is applied to enhance the quality of 

transmitted JPEG2000 codec images over OFDM-based CR by considering the power 

and interference constraints. An optimization algorithm is used to allocate unequal power 

to the bits of the image bit - stream based on their impact on the image quality. The 

important bits in the lower layers are further protected by applying sub-channel allocation 

on top of UPA algorithm. The developed algorithm was observed to improve the 

secondary user’s PSNR value without violating the primary user’s interference limit. To 

assess the proposed approach, the algorithm was applied to image transmission 

according to IEEE 802.11a conditions. It was observed that this new technique can 

enhance the average PSNR significantly for multipath channels. Moreover, the BER 

performance of the received images is analyzed for different scenarios for power and 

channel allocations. It is noted that even though the unequal resource allocation scheme 

surpasses the EPA technique in PSNR performance for all SNR values, the BER curve 

of EPA technique shows lower values than the BER curve of the unequal resource 

allocation scheme for low SNRs (SNR < 10 dB). For visual assessment of the 

enhancements in transmitted quality of the the images with the proposed algorithm, four 

experiments with different images were carried out on Lenna, Peppers, Cameraman, 

and Bridge images. 
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Chapter 5.  
 
Conclusion and future direction 

5.1. Conclusion 

Limited bandwidth is the major obstacle to delivering high quality multimedia 

services. In this thesis, we investigated the problem of transmitting multimedia content 

over cognitive radio networks, which is a newly emerged wireless communication 

paradigm that resolves the spectrum underutilization problem by being aware of the 

environment and having the ability to change its transmission parameters accordingly. 

We introduced a method to improve the received image quality in a cognitive radio 

system by taking advantage of the scalable bit-stream and application of unequal power 

allocations in two stages. The first stage optimizes the power allocated to the JPEG2000 

bit-stream at the coding pass level to minimize the total received distortion. The second 

stage employs subcarrier allocation, adaptive modulation, and power adjustment to meet 

the interference requirements, based on channel conditions, and at the same time keeps 

the same throughput for the system. This strategy is shown to enhance the image 

quality, since important parts of the image will be transmitted more reliably. 

In this study, we take advantage of OFDM for transmission of data in cognitive 

radio, to form the signal and use the spectrum holes more opportunistically. To maintain 

the overall transmit reliability, an adaptive modulation is adopted. Based on the number 

of available sub-channels to transmit the data, we mapped different modulation to keep 

a constant throughput. As the number of available sub-channels decrease due to 

primary user appearance or interference constraint, the modulation level increases. 
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5.2. Future Works 

Throughout this thesis, we assumed a scenario with single primary and 

secondary user which transmitted JPEG2000 images over cognitive networks. The 

followings are the possible directions for the extension of this research: 

o Sensing frequency effect:  

One possible direction to extend this work is to consider the sensing frequency 
of the bandwidth for checking the primary user’s presence. This is an 
important factor in cognitive radio networks. An increase in this parameter will 
increase the pauses in transmission that can cause degradation in 
transmission quality. 

o Wireless channel model:  

In this research, the fading channel distribution model was used for wireless 
channel modeling. However, other distribution models are also available such 
as: Rician and Nakagami. Therefore, it Is beneficial to study the performance 
of the resource allocation algorithms with various types of distribution models 
for the wireless channel. 

o Considering cooperative transmission scenarios:  

One of the most common transmission methods in cognitive radio networks is 
cooperative transmission between different nodes in the network. Considering 
this method, if the direct channel between transmitter and receiver has poor 
conditions, the transmitter can use other nodes to send the data in order to 
gain a better quality in receiver side. 
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