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Abstract

In this thesis, we study several visual communications problems, including joint source-
channel coding for single view video transmission, transmission distortion estimation for

multiview video coding, and depth video coding for multiview video applications.

The first contribution in this thesis is the design and implementation of an error-resilient
video conferencing system. We first develop an algorithm to estimate the decoder-side dis-
tortion in the presence of packet loss. We then design a family of very short systematic
forward error correction (FEC) codes to recover lost packets. Finally, FEC codes are dy-
namically optimized to minimize the distortion from packet loss. The proposed scheme is

demonstrated on a real-time embedded video conferencing system.

A similar joint source channel coding framework can also be applied to multiview video
coding applications such as free-viewpoint TV. Therefore an algorithm is needed for the
encoder to estimate the distortion of the synthesized virtual view. We first derive a graphical
model to analyze how random errors in the reference depth image affect the synthesized
virtual view. We then consider the case where packet loss occurs in both the encoded texture
and depth images during transmission, and develop a recursive algorithm to calculate the
pixel level texture and depth probability distributions in the reference views. The recursive
algorithm is then integrated with the graphical model method to estimate the distortion in

the synthesized view.

The graph-based transform has been extensively used for depth image coding in multiview
video applications. In this thesis, we aim to develop a single graph-based transform for a
class of depth signals. We first propose a 2-D first-order autoregression (2-D AR1) model
and a 2-D graph to analyze depth signals with deterministic discontinuities. We show
that the inverse of the biased Laplacian matrix of the proposed 2-D graph is exactly the
covariance matrix of the proposed 2-D AR1 model. Therefore the optimal transform are
the eigenvectors of the proposed graph Laplacian. Next, we show that similar results hold
when the locations of the discontinuities are randomly distributed within a confined region.
The theory in this thesis can be used to design both pre-computed and signal-dependent

transforms.

Keywords: Joint source channel coding, Multiview distortion estimation, Graph transform
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Chapter 1

Introduction

In the past two decades, rapid advances in semiconductor technologies and the wide spread
of Internet paved the foundations for many resource demanding applications that are now
integral parts of our lives. As an example, video streaming applications are so ubiquitous
nowadays that the very concept is rarely mentioned in conversations. Since the debut of
YouTube in 2005, our society witnessed a growing demand for online videos. Many compa-
nies subsequently emerged in hope to catch this bandwagon of online video frenzy. Visioning
the online TV program provisioning as a potential, Netflix became widely acknowledged as
a business success. Due to competitive pricing and quality, a significant amount of market
share which was once enjoyed by the monopoly of traditional cable networks is now capit-
ulated to online TV program providers. The FaceTime feature found on Apple products
conveniently brings the video conferencing experience to our daily life. With the traditional
means of verbal communication complemented by the visual senses, the conversing parties
are immersed in the illusion that the opposing speaker is physically present. A picture is
worth a thousand words, the visual aid immensely enhanced our ways of communication
and the distribution of information. We grow so dependent on online video based applica-
tions that the new generation may find life missing its intrigue if they are to time travel
to the past. The recent success of online video based applications only offers a glimpse of
more sophisticated derivatives that are to come in the future. Realizing the importance of
this field, in this thesis, we study several visual communications problems, including joint
source-channel coding for single view video transmission, transmission distortion estimation

for multiview video coding, and depth video coding for multiview video applications.

1.1 Background and Motivation

The introduction of video compression standards such as H.120 in 1984 and H.261 in 1988
was originally intended for the efficient storage of video data. Later as algorithms and

supporting hardwares matured, video coding became widely used for media distribution on



optical discs. In the late 1990s, as Internet gradually became a necessity, the concept of using
Internet as the distribution medium for video started to take shape. Video conferencing
is one of many applications that rely on the Internet for video transmission. However,
its quality can be affected by packet loss during transmission. Therefore forward error
correction (FEC) codes are usually used to mitigate the impact of packet loss. In this
thesis, we aim to develop a video conferencing system that adaptively protects video packets
against loss. The application platform considered is a standalone Internet video phone or
tablet, where all system functionalities are implemented on an embedded system. Given
the special hardware architecture, the limited computational resource, and the real-time
constraint of the system, we design a system that meets the following three requirements.
First, the encoder should be able to accurately estimate the decoder-side quality of a frame
in the presence of packet loss. Second, a high-performance FEC code with low encoding
and decoding complexity is needed to recover lost packets. Finally, a fast optimization
algorithm is required to find the optimal FEC rate of each frame based on the estimated
decoder-side quality.

As single view video applications gradually mature, research interests are diverted to
more challenging applications such as multiview video coding. Free viewpoint television
(FTV) [63] is one of the many applications of multiview video coding. FTV technology is
designed to elevate the viewing experience by allowing the user to freely select the viewing
angle. However, in order to support this user paradigm, a scene has to be captured by an
array of cameras. Consequently, data transmission becomes an obstacle due to the sheer
amount of data required by the viewer. View synthesis emerges as one possible solution. The
essence of view synthesis-based FTV is that only a limited number of captured multiview
videos are transmitted, and the receiver applies view synthesis algorithm to construct the
virtual views between the transmitted views. Therefore the transmission bandwidth can be
drastically reduced.

There are two types of view synthesis algorithms: image-based-rendering (IBR) algo-
rithms and depth-image-based-rendering (DIBR) algorithms. The IBR algorithms render
a virtual view by exploiting the disparities between the captured views [60]. On the other
hand, the DIBR algorithms use the geometric information in the additional depth maps to
generate the virtual view with better quality than the IBR algorithms [65]. One commonly
used DIBR tool is the MPEG View Synthesis Reference Software (MPEG-VSRS) [6], which
includes two algorithms. The 1D parallel algorithm is designed for scenes captured by par-
allel cameras with only horizontal disparity, whereas the general algorithm does not have
this restriction on the cameras, as long as the camera parameters are known.

Errors in the depth and texture images can adversely affect the synthesized view [45].
Therefore the success of FTV also depends on the reliable delivery of the encoded multiview
videos. Transmission impairments such as packet loss have been extensively studied in the

conventional single-view video delivery. Due to the predictive nature of the encoder, losing



a part of a frame can cause visual artifacts to subsequent frames. Therefore, it is important
to estimate the packet-loss-induced distortion of the decoded video from the encoder. The
recursive optimal per-pixel estimate (ROPE) method [89, 73] is a well-known algorithm
to estimate the first two moments of the decoded pixel during encoding, from which the
distortion at the decoder side can be estimated by the encoder. Such distortion estimation
algorithms are useful for various error-resilient designs. For example, the coding mode and
quantization parameter can be optimally decided by minimizing the video distortion at the
decoder [25, 92]. Joint source-channel coding applications can also utilize the distortion
estimation algorithms to find the optimal channel code rate [87].

The second contribution of this thesis is that we develop a ROPE-like scheme to es-
timate the decoder-side distortion of the synthesized view from the encoder. Compared
to distortion estimation in single-view video transmission, estimating the distortion in the
synthesized view in 3D video transmission is a lot more challenging due to the compli-
cated warping process. However, through our theoretical derivation, we show that precise
estimation of the view synthesis distortion is indeed possible.

In some multiview or 3D video applications, to facilitate view synthesis at the decoder
[65, 83], the depth map sequences of the scene also need to be encoded, in addition to
the conventional texture sequences. Different from natural texture images, depth images
are characterized by large smooth areas within objects and sharp discontinuities at object
boundaries. The most intuitive approach for depth image compression is to use a block
transform such as the discrete cosine transform (DCT) followed by lossless entropy coding.
However, the DCT is derived from the first-order autoregression (AR1) model with corre-
lation coefficient approaching 1. Although it is a good model for many natural images, it is
not true for some scenarios, such as depth image blocks with sharp edges or discontinuities.

To address the limitation of the DCT, a number of adaptive transforms have been
proposed for depth signals, and performance improvements over DCT have been achieved.
However, most of them are signal-dependent, and suffer from either expensive description
cost or high complexity of the large amount of eigen-decompositions involved. Motivated
by these deficiencies, our objective is to design a low-cost transform for depth image coding
that is optimal for a class of signals with distinct but similar discontinuity geometries. This
is the final contribution made in this thesis.

In the following chapter, we separately review the background works related to the three

areas of study and then present our contributions.



Chapter 2

Review and Contributions

2.1 Real-time error resilient coding for single view video

transmission

The first goal in this thesis is to design a real-time embedded video conferencing system that
utilizes estimated transmission distortion information to adaptively apply FEC protection
on video packets. There are three key components required by the system design. The first
component is a transmission distortion estimation algorithm which accurately estimates
the decoder-side quality of a frame in the presence of packet loss. The second component
is a low-delay FEC code for packet loss recovery. The last component is an optimization
framework which adaptively allocates FEC code rates for each video frame based on the
estimated distortion. Before introducing our system design in Chapter 3, we review the

previously published works related these three areas of study.

2.1.1 Review of transmission distortion estimation

In many joint source-channel coding schemes, the objective function is to minimize the
expected distortion of a video frame perceived at the decoder. This distortion is usually
referred to as end-to-end distortion (EED), which depends on the quantization noise in-
troduced by the source coding, the packet loss during transmission, the error concealment
algorithm, and error propagation from previous frames. Therefore how to accurately es-
timate the distortion is critical to the optimal designs of many encoder components and
parameters.

A theoretical analysis of the EED of the complete video transmission system is devel-
oped in [61] to study and understand the interactions and tradeoffs of different system
parameters. In particular, it assumes that the distortion at the decoder can be decomposed
into the summation of two terms, the source-coding distortion and the packet-loss-induced
transmission distortion. A model for the transmission distortion is also proposed, which

involves parameters based on coding features.
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In [89], by treating the reconstructed pixels at the decoder as random variables, a recur-
sive optimal per-pixel estimate (ROPE) of the expected distortion of a reconstructed pixel
is derived. The distortion involves the first and second moments of the reconstructed pixel.
The expressions are obtained for both intra-coded and inter-coded macroblocks (MBs). The
method is shown to be fairly accurate and can be used in, for example, optimal mode selec-
tion. In [74], some approximations are proposed to reduce the complexity of ROPE when
sub-pixel motion estimation is used. A ROPE-based motion compensation optimization
scheme is also proposed in [72]. In [12], another algorithm is developed to efficiently calcu-
late the second moment of a weighted sum of correlated random variables, which is required
when ROPE is used with sub-pixel motion estimation. However, the complexities of these
pixel-level methods are still quite high for real-time embedded systems.

In [25], both the original and reconstructed pixels are treated as random variables. As
in [61], it assumes that the distortion at the decoder is the summation of the source-coding
distortion and transmission distortion. The expression of the transmission distortion is
derived for both intra-coded and inter-coded MBs. The average transmission distortion of
the frame is thus found to be a linear combination of that of the previous frame and the
average difference between the two frames.

In [92], the transmission distortion estimation method in [25] is used in the mode decision
optimization when sending H.264/AVC bit stream over error-prone networks. In [35], the
problem of EED estimation for the transmission of pre-encoded videos is studied. The
reconstructed frame difference required in [25] is calculated in the transform domain, which
is faster than computing in the pixel domain after complete decoding of the pre-encoded
videos.

A frame-level transmission distortion model is developed in [26], where the transmission
distortion caused by packet losses is treated as the impulse response of a linear time-invariant
system. It is found that for MPEG-4 codec with intra and inter MBs, the transmission
distortion can be approximated by an exponential model, whose decaying factor and initial
distortion can be easily estimated.

An important factor that is not considered by [25, 92, 35, 26] is the unconstrained
intra prediction (UIP) mode in P slices of H.264/AVC standard, where intra-coded MBs
in P slices can use neighboring inter-coded MBs as reference for intra prediction. In most
applications of H.264/AVC, UIP is enabled to get improved coding efficiency [18, 48]. Our
system has very strict bit budget requirement, therefore UIP mode is enabled. In this case,
if the neighboring MBs are affected by transmission error, the error will be propagated to
the intra-coded MBs as well. Therefore, more mismatches will result if this is not considered
in the EED estimation.

In [49], it is observed that when UIP mode is enabled, the exponential decaying model
developed in [26] is no longer valid for H.264/AVC, where the transmission distortion could

even increase, instead of always decreasing as in MPEG-4. It is also shown in [49] that by



inserting some intra MBs with constrained intra prediction, 7.e., no pixels from other MBs
are used for intra prediction, the transmission distortion of H.264/AVC codec will exhibit
the exponential decaying behavior. However, using constrained intra prediction increases
the bit rate, which is undesired in many applications.

Another frame-level recursive model is derived in [68] to estimate the transmission dis-
tortion without using motion vector (MV) and coding mode information of each MB. This
allows the estimation of the relationship between the average channel distortion and the
average intra rate and packet loss rate before actually encoding the frame. It also considers
the impacts of sub-pixel motion estimation, UIP and deblocking filter. However, the accu-
racy of the model relies on selecting the right parameters. Therefore it is not clear whether
the proposed framework is applicable to an arbitrary video sequence in practice.

In [55], a better approximation of the error-concealment cross-correlation term in the
model of [68] is developed, which leads to improved accuracy. In [54], the model in [55] is
generalized to support multiple reference frames. However, only constrained intra prediction
is used in [55, 54].

In this thesis, we develop a fast distortion estimation method that meets the real-time
constraint of our embedded system. Our method operates at MB level, and considers the
impact of the UIP and all the intra prediction modes in H.264/AVC. We also develop various
techniques to reduce the complexity without sacrificing too much accuracy.

Some preliminary results of the proposed distortion estimation method were reported
in [86], where a simple approximation was used to represent the impacts of different intra
prediction modes. In this thesis, we derive the closed-form expression for each mode, and

demonstrate the performance of the method using more results.

2.1.2 Review of FEC-based erasure protection

FEC is an effective method to correct errors or erasures during data transmission. In this
thesis, we are interested in FEC-based erasure protection since the system considered in
this thesis transmits packets over Internet.

Some examples of erasure protection codes include Reed Solomon (RS) Code [37],
LT code [39], and Raptor Code [59]. RS code is a systematic code with excellent error
correction capability. It can have very short block length. However, since it is a non-binary
code defined over finite fields, its complexity is relatively high, and there are constraints on
the values of input and output symbol sizes, making it difficult to freely adjust the rate of
the RS code [44, 10]. Therefore it is not suitable for resource-stringent real-time software
and hardware systems.

Low density parity check (LDPC) code [23] was originally designed for error correction,
and was later applied to mitigate packet loss. Simple XOR operations can be used for

encoding and decoding. The optimization of the LDPC code structure has been studied



extensively [52, 16]. The drawback of LDPC code is that very long code block length is
needed to get good performance, which is not desired for low delay applications.

Fountain codes [44, 10] are a class of erasure codes where a large number of encoding
symbols can be generated from a given source symbol block, and the source can be recovered
from any subset of the encoding symbols with size slightly larger than the number of source
symbols. Fountain codes are also called rateless codes since they do not exhibit a fixed code
rate.

A simple example of fountain codes is the random linear fountain code, which, however,
suffers from high encoding and decoding complexities. The LT code was the first practical
example of fountain codes [39]. It has good performance as well as lower complexity, which
scales as KInK, where K is the input size. This is achieved by using a sparse random
encoding matrix with a robust Soliton degree distribution and a fast and iterative message-
passing decoding algorithm, which can be considered as a restricted Gaussian elimination
method.

To further reduce the complexity of LT codes, the Raptor code is developed in [59],
where a LT code with very low average degree is used, leaving a small fraction of the LT
code inputs unconnected to the output. These inputs are then protected by another simple
code, such as irregular LDPC code. As a result, linear encoding and decoding complexity
can be achieved.

Recently, the RaptorQ code is developed to further reduce the redundancy of Raptor
code [1], but its decoding complexity is also increased [47]. Therefore it is suitable for data
delivery where fast decoding is not a critical requirement.

The rateless codes described above are generally non-systematic. It is also possible to
construct systematic rateless codes. One example is given in [59, 40] by first forcing a part
of output as the input symbols, and then finding the corresponding state symbols that
generate these outputs. However, its complexity is higher than the non-systematic code.

In [8], systematic code is obtained by multiplying the input with the inverse of the first
part of the generator matrix. However, this approach destroys the degree distribution of the
remaining output nodes. As a result, maximum likelihood decoding has to be used instead
of the simple message passing method.

In [21], systematic outputs are obtained by choosing the first part of the generator
matrix to be the identity matrix. In addition, each check node has the same degree.

Most applications of rateless codes use very long block sizes in order to get better
performance. However, for real-time video conferencing, short block sizes are desired to
reduce the delay. In this thesis, we design a family of rateless codes that run across different
slices in a frame, by treating each MB slice as a source symbol. Therefore it has very short
block size. For example, there are only 30 slices when the frame size is 720 x 480. To reduce

the complexity, a systematic code similar to that in [21] is used. The difference from [21]



is that our code has roughly the same degree for each input node, in order to provide the

same protection to each slice.

2.1.3 Review of optimization of channel code rate

Given the estimated end-to-end distortion of each frame and the FEC scheme, the next
task is to optimally allocate the FEC code rates to different frames in a group under the
bit rate constraint, such that the total distortion can be minimized, where the FEC code
rate is defined as K/N, with K and N being the number of source symbols and number of
coded symbols, respectively.

In order to perform this optimization, a closed-form rate distortion model is needed to
map a channel loss rate to a loss rate after FEC decoding given a specific code structure and
code rate. Proietti [20] provides a method to derive a closed-form solution for the LDPC
code. It was shown that the bit erasure probability of an individual code construction ap-
proaches the ensemble average of bit erasure probabilities of all possible codes constructed
as code block length increases. It is also true that the ensemble average of all code construc-
tions approaches cycle free performance as code block increases. Consequently the focus is
on deriving a closed-form solution for the ensemble average to approximate individual code
performance, and asymptotic analysis is used during the derivation process. It should be
noted that the closed-form solution derived is based on the assumption that the code block
length is long. The derived solution is recursive and thus also has complexity issues during
calculation.

Since FEC codes with very short block sizes are used in our video conferencing system,
the solution from asymptotic analysis can no longer be used as the actual expression. At
very short block length, not many algorithms have been proposed on how the code structure
should be designed. A simple but effective way to develop a rate distortion model for FEC
code is by simulation. The constructed FEC codes are simulated using dummy data for
different loss rates and different code rates. The results can be pre-calculated and then be

used by the distortion optimization process in real time operations.

2.1.4 Our contributions

We have implemented the entire distortion estimation, FEC rate optimization, and FEC
encoding/decoding on a real-time embedded video conferencing system. Here we briefly
discuss the architecture of the system, which poses some constraints for the design of our
System.

The video conferencing system consists of a dual-core main processor running at 1GHz
with 512MB memory and a video co-processor running at 250MHz with 128MB memory.
The main processor and co-processor operate independently with their own real time oper-

ating systems. A hardware interface and the corresponding interface drivers are responsible



for data communications between the two processors. Such two-processor systems are also
quite common in the industry.

The video co-processor has dedicated H.264/AVC hardware acceleration blocks shared
by encoding and decoding. Any software control and intervention mechanisms on H.264/AVC
hardware blocks need to be implemented on the video co-processor. In addition, the video
coprocessor has a vector of arithmetic logic units (ALUs) that can perform paralleled arith-
metic operations much faster than the scalar main processor. Therefore, our distortion
estimator is implemented on the video co-processor. Thus the entire estimation algorithm
needs to be accommodated by 250MHz processing power and fitted into a 128MB memory
footprint, in addition to the regular video encoding and decoding. Note that during real
time two-way video conferencing, video encoding and decoding are happening simultane-
ously. Consequently computation resources are shared between various hardware, software
modules and operating system on the video co-processor.

On the other hand, the FEC encoding, FEC decoding and FEC rate allocation opti-
mization are handled by the main processor. During video encoding, the compressed frames
and distortion information are generated by the video co-processor and transferred to the
main processor through the interface. The FEC rate optimization algorithm is performed
using video frame distortion information. The FEC encoder is then instructed by the op-
timization process to encode each video frame using the optimal channel code rate. The
packetization and transmission conforms to the RTP standard. We also designed a transport
layer protocol extension which complies with the RFC3984 standard, with considerations
of interoperability and backward compatibilities.

After implementing the proposed distortion estimation and adaptive FEC scheme, the
entire system can support real-time two-way video conference with resolution up to 1024 x

576 pixels, 30 frames per second (fps) and 4 megabits per second (Mbps).

2.2 Transmission Distortion Estimation for Synthesized Vir-

tual View

A joint source channel coding framework for multiview video applications such as FTV
requires a transmission distortion estimation algorithm for the synthesized virtual views.
Therefore, the second contribution made in this thesis is an accurate distortion estimation
algorithm for synthesized virtual views when reference texture and depth images are affected
by packet loss. Different from single view video, the synthesized virtual video is composed
of geometrically warped images from the reference views. Consequently, the distortion in
the virtual view contains contributions from the reference views and the estimation task

becomes more challenging.



There are two sources for the distortions in the virtual view: distortion caused by source
coding and distortion caused by channel errors. We separately review the existing distortion

estimation algorithms which target these two types of errors.

2.2.1 Review of source-coding-caused synthesis distortion estimation

In [62], a generalized view interpolation scheme is studied, where the synthesized view is the
sum of the filtered left and right warped texture images. The depth maps are assumed to
be corrupted by noise signals with known distributions. A Fourier-domain analysis is used
to find the optimal filters that minimize the distortion in the synthesized view. It is shown
that under certain conditions the commonly used distance-based view merging method is
near optimal.

In [32], the difference between the reference texture image and its horizontally shifted
version is used to derive a global parameter to estimate the synthesized view distortion. The
estimated synthesized view distortion is then employed to optimally select the skipping mode
for coding the depth maps. Further improvements are made in [33], where the correlation
between a reference frame and its shifted version is studied. A closed-form model utilizing
the correlation coefficient is proposed. The distortion model proposed in [33] has been used
in [50] for AVC/HEVC-compatible 3D video codecs.

A joint video/depth rate allocation scheme is proposed in [38]. A distortion estimation
method based on motion warping analysis [56] is used to find the optimal quantization
parameter for the texture and depth images that minimizes the view synthesis distortion.
In [88, 17], the authors also employ the results from motion warping analysis to model the
synthesis distortion to optimally code the depth images.

In [15], a closed-form cubic synthesis distortion model is used in the bit allocation
problem. An extra dimension is added to the optimization process to choose the best
reference view for synthesis. A closed-form synthesis distortion model is also developed in
[77] for the bit allocation problem to address the complexity issue in search-based allocation
algorithms [38].

In [19], the structural similarity (SSIM) metric [69] is integrated into the synthesis
distortion to optimize the codec for better subjective quality.

In [22], the quantization distortion from lossy coding is assumed to be a zero mean white
noise signal [77, 78], and the distortion in the synthesized view is decomposed as the sum
of texture image coding distortion and depth image coding distortion. It is shown that the
distortion in reference texture images directly contribute to the synthesis distortion. On
the other hand, in order to find the distortion contribution from depth image errors, the
warped texture images are first partitioned using gradient maps into spatial invariant and
spatial variant regions. Next, the distortion contribution is found by performing spectral

and spatial analyses on the spatial invariant regions and spatial variant regions respectively.
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In [93], depth images are partitioned into two types of regions: color texture regions in
the depth map corresponding to areas in the texture image with rich textures, and color
smooth regions corresponding to smooth regions. Therefore, synthesis distortion can be
found by summing the distortions from different regions. For each of the two types of
regions, approximations are made such that synthesis distortion can be linearly related to
the position errors caused by depth errors. Law of large numbers is used extensively in the
model approximation and simplification.

In [67], analysis on motion warping [56] is utilized to relate distortions in the depth
images to the synthesis distortion. To better fit the assumption imposed by the motion
warping analysis, Quarter-tree sub-division (QTSD) is used to divide the depth image into
regions with similar depth levels. The distortion for each region is individually estimated
and summed up to give the distortion in the synthesized view.

In [90], distortion in the synthesized view is related to the correlation between a tex-
ture image and its translation. Additionally, rounding effect on the disparity error is also
incorporated into the distortion model. The distortion estimation algorithm is then used
for optimal coding of the depth images.

Simple distortion estimation techniques have been used in rate-distortion-optimized rate
control algorithms. In [29], it is found that the synthesized view quality is approximately
linear to the quantization parameter used to code the texture and depth images. In [57],
the synthesized view distortion is treated as the sum of the distortion caused by texture
coding and distortion caused by depth coding. A fast approximation is made such that
the distortions caused by the texture and depth images are modeled as being inversely

proportional to the respective coding rate for the texture and depth images.

2.2.2 Review of transmission-error-caused synthesis distortion estimation

The methods discussed above only consider the impact of source coding on the synthesized
view, but not the impact of transmission error. In [13], a quadratic model is proposed
to relate the disparity errors caused by packet loss in the depth maps to the distortion
contribution in the synthesized view. In [43, 42, 41], the quadratic-model-based distortion
estimation is used at the encoder for reference frame selection and quantization parameter
optimization when coding the depth and texture images. In [41], the view synthesis at the
decoder is designed such that reliability factors are introduced and related to the estimated
synthesis distortion to give higher synthesis quality. The overall transmission distortion
estimation framework used in them is a block-based recursive approach, which is similar to
the one used in [87].
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2.2.3 Our contributions

In this thesis, we first develop a probabilistic graphical model method to accurately calcu-
late the synthesized view distortion when the reference depth maps contain random errors
with known distributions. The graph can precisely represent the warping competition op-
eration in the DIBR algorithms [65], where multiple depth pixels can be warped to the
same destination location, and the pixel nearest to the camera is selected to be the winning
pixel. The graph method can be used for both the general and 1D parallel algorithms in
MPEG-VSRS. To the best of our knowledge, there has been no previous algorithm to cap-
ture the random interaction between pixels and the warping competition operation during
the view synthesis process. The probabilistic model can serve as a foundation for designing
fast approximations.

We then consider the setup where the texture and depth images are independently en-
coded by video codecs such as H.264/AVC. The coded texture and depth bitstreams are
assumed to be affected by packet loss during transmission. In this case, to calculate the
distortion in the synthesized view caused by the packet loss, we develop a recursive optimal
distribution estimation (RODE) method to estimate from the encoder the entire probabil-
ity distribution of each reconstructed reference texture or depth pixel at the decoder. The
RODE method is more general than the ROPE algorithm [89, 73], which only estimates
the first two moments of each pixel. Consequently RODE enables the calculation of other
statistical properties. For example, if some models are developed to describe certain sta-
tistical quantities associated with a decoded pixel, the results from RODE can serve as the
ground truth for the analysis. Again, to the best of our knowledge, a method to precisely
calculate the pixel-level probability distribution due to packet loss has not been studied.

Finally, we integrate the RODE and the graphical model-based methods to estimate the
distortion of the synthesized view when there are packet losses during the transmission of
the reference texture and depth maps.

In single-view video transmission, pixel-based transmission distortion estimation algo-
rithms like ROPE [89, 73] is shown to be optimal and more accurate than the block-based
methods like the one used in [43, 42, 41]. Consequently, as a generalization of the ROPE,
the proposed RODE method inherits its estimation accuracy and is expected to outperform
the block-based methods. The quadratic model used in [13, 43, 42, 41] is not a direct and
accurate representation of the actual distortion in the synthesized view. Furthermore, the
warping competition operation in the DIBR algorithms is ignored in them. By compar-
ison, our graphical model-based estimation algorithm considers the warping competition
operation and is able to precisely calculate the synthesized view distortion. This will be

confirmed by the experimental results.

12



2.3 Graph-based Transform for Depth Images

As mentioned earlier, some multiview video based applications rely on the accurate and ef-
ficient representation of depth images. In this thesis, our goal is to design a single transform
that is optimal for a class of the depth image blocks with similar edges. Before presenting
the theories behind our design in Chapter 5, we review a few signal dependent transform

designs that are closely related to our work.

2.3.1 Review of adaptive transforms

In image and video coding, intra prediction is widely used to remove spatial redundancies
among adjacent image blocks. However, the intra prediction process creates residuals that
are not necessarily optimal for DCT. Consequently, some alternative transform designs have
been explored for intra prediction residuals.

In [79], a separable directional DCT is introduced, where in the first step, 1D DCTs
of various sizes are applied to the intra prediction residue in the prediction direction to
avoid filtering across potential edges. In the second step, another 1D DCT is applied to the
transform coefficients from the first step. Since variable-length DCTs are used in the first
step, DC corrections are required to prevent the second DCT from generating unnecessary
nonzero coefficients. In [71], the directional DCT is generalized to lapped transform [66].

In [75], various directional KLTs are used instead of the DCT to encode the residues of
Intra predictions in video coding. However, the use of KLT leads to higher complexity than
DCT. In [24], directional KLTs are derived for the Intra prediction residues in video coding.
A first-order Gauss-Markov sequence is used to model the residual signals. Derivations
reveal that the KLTs for the Intra prediction residues can be approximated by asymmetric
discrete sine transform (ADST'). The proposed directional transforms are then implemented
for the horizontal and vertical Intra prediction modes in H.264/AVC codec, which results
in considerable coding gain. A similar development can be found in [76]. By assuming a
directional image correlation model, the KLT for the residual signals from various prediction
angles can be approximated by separately applying DCT and DST.

Graph-based transform is another adaptive transform that has been applied in the com-
pression of depth images, which can be considered as piecewise smooth [58, 14, 34, 31, 30].
The idea is to represent the depth image by a graph such that each pixel is a vertex and
pixels within the same object boundary are connected in the graph. The optimal decorre-
lating transform can be obtained from the eigen-decomposition of the Laplacian matrix of
the graph. To use the graph-based transform in image coding, the discontinuity informa-
tion of each block should be transmitted to the decoder, and eigen-decomposition has to be
employed for each block by both the encoder and the decoder. As a result, the graph-based

transform suffers from expensive description cost and high algorithm complexity.
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In [31], a multi-resolution graph-based transform is proposed for depth image coding.
The edge locations are encoded in the original resolution while graph transforms are applied
to the downsampled depth image. Two types of graph-based transforms are used. One uses
disconnected graphs for blocks with obvious discontinuities and the other uses connected
weighted graphs if the discontinuity is weak. To derive the optimal transform for the con-
nected graph, first, a AR1 model corresponding to a line graph is proposed to represent a
specific discontinuity, and the edge weights are found by inverting the covariance matrix.
Next the optimal 1D analysis is assumed for 2-D signals such that a 4-connected graph can
be constructed to transform image blocks with a weak discontinuity. It is found empirically
that only a small portion of all graph transforms is frequently used. Therefore, these com-
mon transforms can be pre-computed at the encoder and decoder to reduce the algorithm
complexity. During encoding, the best transform is selected based on a rate proxy function.
The complexity can be further reduced by utilizing lifting transform to approximate the
graph transform [11, 36]. Further improvements on intra coding are suggested in [30], based
on the same multi-resolution coding framework.

There are also efforts on finding a single optimal transform for a collection of signals.
In [51], three types of graph templates with various edge densities are introduced. Since
graph Laplacian can be considered as the inverse of the covariance matrix, the edge weights
that define the graph Laplacian are found by convex optimization given the actual signal
covariance matrix. Similar to the graph template transform design, in [53] several typical
graph-based transforms are introduced as offline templates. The graph templates are con-
structed by edges in two different directions. By assuming the resulting graph Laplacian
matrix to be a Gaussian Markov Random Field (GMRF) signal model, the edge weight
ratio that determines the transform can be approximated by collecting signal statistics.
During coding, each image block is assigned to one of the predefined templates based on its
principal gradient. The index for the selected transform template is then encoded as side
information for reconstruction at the decoder side.

Besides the coding applications mentioned above, graph theory also serves as a powerful
analysis utility. In [80] the graph-based analysis is used to prove the optimality of the
separable 2-D DCT for smooth signals.

2.3.2 Our contributions

In this thesis, we first consider the deterministic case with a known discontinuity location
in each row. We propose a 2-D first-order autoregression (2-D AR1) model and a 2-D graph
for this type of signals. We then derive the closed-form expression of the inverse of a biased
Laplacian matrix of the proposed 2-D graph. We also show that the inverse is exactly the
covariance matrix of the proposed 2-D AR1 model. Therefore the optimal transform for
the signal are the eigenvectors of the proposed graph Laplacian. Next, we show that similar

results still hold in the random case, where the locations of the discontinuities in different
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rows are randomly distributed within a confined region, and we derive the corresponding
optimal 2-D graph Laplacian.

The theory developed in this thesis enables pre-computing the graph-based transforms
for different classes of random signals, thereby avoiding the cost for description and eigen-
decomposition. It can also be used to obtain signal-dependent transforms with much lower
complexity than existing methods, because each graph transform can be used in many sim-
ilar blocks. This reduces the number of transforms that have to be computed dynamically,
making the scheme suitable for real-time applications. Finally, depth image coding experi-
ments demonstrate that our methods can achieve similar performance to the state-of-the-art
method, but our complexity can be reduced by 86-267 times.

Graph is usually used together with the Gaussian Markov Random Field (GMRF) to
represent images [80, 51, 53]. However, extracting physical meanings from GMRF can be
difficult. Therefore sometimes it is more convenient to link a more concrete model such as
the AR process to a graph for analysis. To the best of our knowledge, our theory is the first
to relate a 2-D AR process to a graph.

The theoretical analyses in this thesis are more general and consistent than those in
[31, 51, 53]. They can provide useful insights for the design of other graph-based transforms

for more complicated signal models.

2.4 Publications

During the course of completing this thesis, we have produced the following publications.

Journal papers:

e D. Zhang, and J. Liang, Graph-based Transform for 2-D Piecewise Smooth Signals

with Random Discontinuity Locations, in preparation for IEFE Trans. Image Process.

e D. Zhang, and J. Liang, View Synthesis Distortion Estimation with Graphical Model
and Recursive Calculation of Probability Distribution, IEEE Trans. on Circuits and
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Signal Processing: Image Communication, Volume 28, Issue 5, May 2013, pp. 417-429.

Conference papers:
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Chapter 3

Fast Transmission Distortion
Estimation and Adaptive Error
Protection for H.264/AVC-based
Embedded Video Conferencing

Systems

3.1 Introduction

In this chapter, we propose a real-time embedded video conferencing system that utilizes
estimated transmission distortion information to adaptively apply FEC protection on video
packets. Given the special hardware architecture, the limited computational resource, and
the real-time constraint of the system, this chapter proposes a system design that incor-
porates the following three key components. First, we design a transmission distortion
estimation algorithm such that the encoder is able to accurately estimate the decoder-side
quality of a frame in the presence of packet loss. Second, a high-performance FEC code
with low encoding and decoding complexity is proposed to recover lost packets. Finally, a
fast optimization algorithm is designed to find the optimal FEC rate of each frame. The
entire integrated system can support real-time two-way video conference with resolution up
to 1024 x 576 pixels, 30 frames per second (fps) and 4 megabits per second (Mbps).

The work presented in this chapter is a continuation and improvements on our previous
work [81], which details the design of the preliminary version of the transmission distortion
estimation algorithm and FEC code. The transmission distortion estimation algorithm pre-
sented in this chapter is similar to the one in [81]. However, in [81], the unconstrained Intra

prediction is accounted for using simple averaging operations. In this thesis, we improve
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over the previous design by mathematically deriving the closed-form approximations for
all the unconstrained Intra prediction modes. The FEC code design used in this thesis is
the same as the one in [81]. To improve FEC code efficiency, an optimized rate allocation
framework is added in this thesis, which is a new contribution to [81]. Another difference
between the new and old designs is that the algorithms in [81] are implemented on an older
generation of the hardware. Consequently, the supported resolution and bitrate are slightly
lower than the specifications reported in this thesis.

This chapter is organized as follows. In Sec. 3.2 we present the distortion estimation
algorithm. In Sec. 3.3, a practical short length FEC code is introduced. The FEC rate
optimization method is described in Sec. 3.4. The performance of the system is reported
in Sec. 3.5. Finally, Sec. 3.6 concludes the chapter. The closed-form approximations for

various unconstrained intra prediction modes are presented in Appendix 3.A.

3.2 Fast MB-Level Recursive Distortion Estimation

3.2.1 Recursive Formulas for MB Distortion

We briefly summarize the transmission distortion estimation algorithm in [81]. The dis-
tortion Dy of a video frame f at the decoder as a function of the packet loss rate can be

expressed as

M M
D(P(f)) = (L= P(f)) 3 Diip(f.m) + P(f) > Dip(f.m). (3.1)

m=1 m=1
where P(f) is the packet loss probability of the frame, M is the total number of MB’s in
the frame, DY, ;(f,m) is the distortion when the m-th MB is received, and DY, 5(f,m) is
the distortion when it is lost.

Our goal is to find the recursive expressions of DI, ;(f,m) and D¥,5(f,m). We first
look at DY, 5(f,m). It is derived in our earlier work [81] that D%, 5(f,m) = D3 5(f,m) +
RED(f,f —1,m) + D{;5(f — 1,m) , where D3,5(f, m) is the source coding distortion,
RFD(f, f — 1,m) is encoder reconstructed frame difference and D{;5(f — 1,m) is channel
distortion caused by packet loss [81].

Next, we study D¥ 5(f,m) in (3.1), which depends on the type of the MB. In this
chapter, we consider real-time H.264/AVC applications with only I-frames and P-frames.
The encoder uses arbitrary MB boundary slice mode, and each slice is encoded into one
Network Adaptation Layer (NAL) unit. There are four MB types in our system: I-MB in
I-slices, I-MB in P-slices, P-MB in P-slices, and SKIP-MB. Among them, I-MBs in I-slices
are not affected by errors in other MBs, since intra predictions are not allowed to cross

slice boundary and all MBs within I-slices are intra-coded. All other MB types can be
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affected by the errors in other MBs, including I-MBs in P-slices when the unconstrained
intra prediction is used.

Our derivation in [81] shows that if an I-MB in an I-slice is received, its distortion is
only caused by quantization, i.e., DE 5(f,m) = D3,5(f,m). When other types of MBs
are received, DX o(f,m) = Dy, 5(f,m) + D{;5(f — 1,m’), where D{,5(f — 1,m’) is the
channel distortion for MB m/ which is used for either Inter or Intra prediction. The detailed
expression for D§;z(f —1,m’) for a P-MB is discussed in [81]. In this chapter, we will find
a closed-form recursive expression for D{,z(f — 1,m’) when m/ is an I-MB in a P-slice.

Now we are ready to describe the treatment on unconstrained intra prediction (UIP),
which is the new contribution in this thesis. Since UIP is enabled, the I-MB in the P-
slice is affected by error propagation. This was not considered in [74, 92, 35, 26]. In this
case, the reconstructed encoder prediction residual é(f, m, ) and decoder prediction residual

é(f, m,i) are identical. Therefore, we have the following relationship.
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where F(f,m/,i) and F(f,m/,i) are the intra-predictions from neighboring MBs m/ at
encoder and decoder. Therefore D{;5(f,m) can be obtained recursively from the channel
distortions of its neighboring MBs m/. Note that D, z(f,m') in (3.3) should be calculated
by assuming MBs m/’ are received, since they come from the same received slice.

In [81, 86], a simple approximation is used to estimate D{;5(f,m'). That is, when the
intra prediction of the current MB only involves the top or left neighboring MB, DJ\CJ g(f,m)
is set to be that of the neighboring MB. When both the top and left MBs are used, the
average of their channel distortions is used. In this chapter, we consider each intra prediction
mode separately, and derive the closed-form expression of the weighting parameter for each
neighboring MB.

Suppose pixel F(f,mc, i) from current MB m, is intra-predicted using pixel F'(f,my, j)
from the left MB m; and pixel F'(f, my, k) from the top MB my as F(f, m.,i) = 0.5F(f,my, j)+
0.5F(f, my, k), the pixel-level encoder and decoder mismatch for pixel ¢ in the current block
can be written as

2

(F(famluj) +F(f7mt7k)) - (F(f,ml,]) +F(f7mt7k))

_ %E[( (f.m, ) — F(f,my, ) +%
(

2
4 5B [(B(m ) = B, ) B, k) = B, )]

N —
N | =

Dg(f,mc,z')zE[

E[(F(f,me, k) — F(f, mq, k)))? (3.4)
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To simplify this, we assume that nearby pixels in a natural image are very similar, thus the

mismatches between the encoder and decoder for two such pixels are equal. That is,

E[(E(f,mu, ) = F(f,mu,)) = (F(f,me, k) = F(f,my, K))]* = 0. (3.5)
Consequently,
E[(E(f.m1.3) = F(f,mu, ) (E(f.me, k) = F(f,me, k)]
= 5 (BUBU mud) = B ma )P + BB me k) = (e, K)P) (3.6)
= 3OS (Fymu, ) + DS (0, )

Plugging this into (3.4), we get

DS (f,me,i) = = (DS (f,mu, ) + DS (f,mu, k), (3.7)

N~

which shows that the distortion for one pixel in the current intra-coded MB has contribution
from one pixel in the left MB and one pixel in the top MB.

To find the distortion for the entire intra-coded MB we add the distortion for each pixel.
Even though the resulting summation will have distortion contribution from different pixels,
we do not distinguish them individually due to the fact that we lack pixel level statistics.
Rather, we add up their contribution along with their scaling factor as long as they come
from the same MB. For example, using the same example, suppose every pixel in the current
MB is predicted using the same expression, i.e. F(f, me,i) = %(F(f, my, j) + F(f,mye, k))

for i = 0...255, we have

1 DF; 5 (f,mu) 1 D p(f,me)
D¢ .) = 256 ZZMBA T 9RG  — ZMBVD Tt
ap(fyme) 27 a6 P2 256 (3.8)
1

=5 (D]%B(f, my) + D p(f, mt)) ‘

Note that the weighting factor used on the neighboring MB distortion is found by the
contribution from the summation process divided by the total number of pixels in the MB.
It is quite similar to how inter-coded MB distortion is propagated from the MB in the
previous frame.

In [12], a similar assumption to Eq. (3.5) is also made, but it is used to simplify the
second moment calculations. Here we use Eq. (3.5) to represent the cross-correlation terms
by the available expectation values, such that the distortion contributions from the cross-
correlation terms at pixel level can be transformed into the distortion contributions at block
level.

A computer program can be constructed to perform equation expansion and find the
weighting parameters for each intra prediction mode. The results are given in Appendix
3.A.

Since intra prediction is essentially a pixel level filtering operation, our method to con-

vert distortion at pixel level to MB level can be applied to other filtering operations such
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Figure 3.1: Tanner graph of a binary systematic FEC code with N =5, K =3, and D = 2.

as deblocking filter. However, in this chapter, our embedded system does not have the
computation resource to perform deblocking filter. Consequently deblocking filter is not

used in our system.

3.2.2 Recursive Formulas for Channel Distortion

It can be seen from the derivations above that Dy;p(f, m) depends on the channel distortion
D§;5(f,m). D{;5(f, m) can be recursively calculated by considering the different coding
modes at the MB level. The derivation details can be found in our previous work [81]. Sim-
ilarly, UIP also causes distortion propagation in the channel distortion term. Consequently,
instead of using the averaging operations for intra coded MBs in P-slices as described in

[81], we use Eq. (3.3) for each Intra prediction mode.

3.3 Design of Low-Complexity FEC

In this section, we introduce a family of LDPC-like systematic FEC codes with different
rates and the following properties: XOR-based simple encoding and decoding operations,
linear encoding/decoding complexity, and low delay. Our design can be viewed as a special
form of rateless code. The FEC code design used in this thesis is the same as the one from

our previous work [81]. Therefore, we briefly summarize the code design.

3.3.1 Code Construction

Let S be an K x 1 vector containing the source symbols, and C an N x 1 vector representing
the coded symbols, with N > K. We are interested in FEC codes that only involve simple
XOR operations in encoding and decoding. Therefore the N x K generator matrix G has
binary entries. We then have

C =GS. (3.9)

Since systematic codes are desired, the first K rows of G form an identity matrix. The last
N — K rows yield the redundant or parity symbols.

The relationship between the source symbols and the coded symbols in (3.9) can be
represented by a Tanner graph, as shown in Figure 3.1 (a), where the degree of a node is

the number of edges connected to it. In this chapter, to get the same protection to each
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symbol, each input symbol is designed to have roughly the same degree D, i.e., each column
in G has about D ones.

Since the first K rows of G form an identity matrix, each column in its last N — K
N-K
D—1

large number, and it is very difficult to find the decoding failure rate of each case. However,

rows can have D — 1 ones, so the total number of possible codes is ( )K This is a very
simulations using some small numbers show that there is not much difference between the
decoding failure probabilities of different codes. Therefore we randomly generate a code
with constant source node degree, as long as its last N — K rows have full rank.

In our system, a group of FEC codes with different rates is produced offline and their
generator matrices are saved in the encoder and the decoder. An optimization scheme
described later is used to select the optimal FEC code for each frame.

In the conventional LDPC design, avoiding short cycles in the code is a major concern.
Since our code is very short and is systematic, many short cycles can be easily broken up,

as will be shown later.

3.3.2 Encoding and Decoding

The encoding and decoding of the proposed FEC code are straightforward. The parity
symbols can be obtained by applying the XOR operations to the inputs based on the
generator matrix G. Clearly the encoding complexity is linear. It scales with the number
of parity symbols as well as the degree of these symbols. The decoding process is similar to

solving linear systems. The details for the encoding and decoding are presented in [81].

3.4 Adaptive FEC Rate Allocation Optimization

Given the estimation of the end-to-end distortion of each frame and the performance of the
FEC code, we can optimize the allocation of FEC protection to different frames. This is a
new contribution to our previous work [81].

The performance of the FEC code can be represented by its final packet loss rate after
the FEC decoding. This is denoted by P¢(Kf, Ny, ps), where K is the number of slices in
frame f, Ny is the number of coded packets after FEC encoding, and p; is the packet loss
rate for this frame before FEC decoding. Pr(Ky, Ny, ps) can be obtained from the lookup
table generated during the FEC code design. Therefore the estimated distortion for frame
f after FEC decoding can be written as D¢(P¢(K¢, N¢, py)).

In this chapter, we minimize the total distortions of M frames in a group by allocating

the FEC redundancy level of each frame, subject to a total redundancy constraint. The
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problem can be formulated as

M
argminy, sy m Z Dy (Py(Ky, Ny, py)),
1

~
Il

(3.10)

NE

S.t. (Nf —Kf) =7y,

T
I

where r)s is the desired number of parity packets for this group of frames.

For video conferencing applications, low end-to-end delay is critical. Therefore M is
chosen to be 2 in this chapter. That is, two frames are gathered before the optimization
process takes place. In this case, there are only rj; + 1 combinations of the redundancy
allocation for the two frames.

It can be seen from Eq. (3.10) that during the optimization, the distortion for each frame
needs to be evaluated under a number of loss probabilities after applying different channel
code rates. However, the channel distortion term DAC4 p depends on the loss probability
[81]. Therefore, each time the loss probability changes, the entire distortion estimation
algorithm has to be re-run. This will take too much time. In addition, the main processor
and the video coprocessor in our embedded system are two asynchronous devices; hence it
is not easy for the main processor to interrupt the video coprocessor and to re-estimate the
distortion using a different configuration, yet still meets the real-time constraint. Therefore
a fast approximation method is needed.

Note that with the same source coding configuration, more redundancy introduced by
the channel coding will lead to lower frame distortion, as long as it does not cause network
jam. In addition, the redundant FEC packets cannot reduce the distortion below the
quantization distortion. Therefore the decoder-side distortion of a frame is upper bounded
by D¢(py), the distortion induced by the channel loss probability without any FEC coding,
and lower bounded by the quantization distortion D]‘? (pf). Moreover, experimental results
show that when the distortion of each frame is measured by the sum of squared error (SSE),
it is approximately linearly related to the loss probability. Therefore instead of running the
distortion estimation multiple times, we only need to run it once using the packet loss
probability ps (without FEC), and then apply the following linear interpolation method to
find Dy(P;(K¢, Ny, ps)), the fast approximation of D(Py(Ky, N, py)),

. Dy(ps) — D3 (f)

Dy (Ps(Ky, Ny, pg)) = D7 (f) + Py Pr(Ky, Ny, ps), (3.11)

where D}q (f) is the quantization distortion for frame f. The accuracy of the linear inter-
polation will be demonstrated in Sec. 3.5.

Since the optimization in Eq. (3.10) only involves two frames, there are only ry; + 1
possible solutions. Also, 7,7 is usually less than 30. Therefore a simple exhaustive search

can be used to find the optimal FEC rate allocation.
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3.5 Experimental Results

In this section, the performance of the proposed fast MB-level end-to-end distortion esti-

mation, low-complexity FEC code, and the adaptive FEC rate optimization are presented.

3.5.1 Performance of the Fast MB-level Distortion Estimation

We first present the performance of the proposed fast MB-level distortion estimation al-
gorithm. The encoder encodes the raw video sequence first with the distortion estimator
running in parallel to produce the estimation result for each frame. Constant bit rate (CBR)
is used to avoid packet loss caused by the sudden increase of packets in some scenarios. The
encoded video clip is then fed to the decoder for decoding. During the decoding process,
NAL units are randomly dropped according to uniform distribution and the specified loss
probability, and the lost MBs are concealed by copying the co-located MBs from the previ-
ous frame. The decoded video frames are compared to the original sequence to obtain the
sum of squared error (SSE). It should be noted that bursty loss can be tackled using more
sophisticated loss models.

The decodings are performed 200 times, and the average SSE is used as the EED for
each frame, which is then compared with the estimated distortion calculated by the encoder.
The following Average SSE Mismatch Ratio (ASMR) is used to measure the accuracy of
the encoder-estimated distortion:

ASMR — % i Denc(g) — Ddec(f) ,
= dec([f)

(3.12)

where N is the number of frames in this video sequence, De,.(f) is the SSE for frame f
estimated by the encoder, and Dg..(f) is the SSE observed by the decoder for frame f
averaged over 200 experiments.

In order to fully investigate the response of the distortion estimator to various dynamic
behaviors of video coding, different test sequences with different behaviors are chosen, in-
cluding CIF (352 x 288) sequences Akiyo, Coastguard, Container, Foreman, News, Silent
and Stefan, and 525P (720 x 480) sequences City, Football, Suzie and Train. Each CIF
sequence has 300 frames and is encoded at the typical rate of 512kbps of our system, with
slice sizes of about 300 bytes. Each 525P sequence has 250 frames and is encoded at the
typical rate of 2Mbps, with about 1000 bytes per slice. All sequences are evaluated with
group of picture (GOP) size of 30 frames and 60 frames respectively. The first frame in
each GOP is coded as an I-frame and the rest are coded as P-frames. A single reference
frame is used for P-frames. The results are summarized in Table 3.1. Some results of 525P
sequences with 1Mbps and 600 bytes/slice can be found in our previous work [86].

Columns 2 to 5 of Table 3.1 show the ASMR for all sequences with different GOP sizes

and packet loss rates, by considering unconstrained intra prediction (UIP) and using MV
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Table 3.1: ASMR (%) of all testing sequences with different configurations.

Sequence GOP30 GOP30 GOP60 GOP60 GOP30 GOP30 GOP30 GOP30
5% loss | 10% loss | 5% loss | 10% loss | 5% loss | 10% loss | 5% loss | 10% loss
UIP Considered UIP Unconsidered UIP Considered
MV Average MV Average MC Partitions
Akiyo 10.63 16.71 19.60 29.22 9.74 15.41 11.36 17.81
Coastguard 7.24 18.42 7.84 23.40 5.49 12.30 8.72 20.57
Container 8.14 6.74 11.54 5.60 5.74 4.45 8.09 6.94
Foreman 9.10 11.58 11.19 13.73 16.28 17.54 9.08 11.73
News 9.82 11.54 15.41 15.34 23.19 26.17 10.12 13.03
Silent 6.47 7.33 9.24 10.23 21.03 23.51 6.10 8.32
Stefan 8.02 25.56 10.81 30.30 9.18 12.21 12.44 30.09
City 9.12 11.37 15.73 16.87 12.99 9.74 8.15 16.19
Football 11.56 14.59 13.03 14.11 44.16 46.98 13.09 17.62
Suzie 11.12 12.48 14.85 16.91 19.10 23.83 9.17 10.02
Train 13.20 19.42 14.68 14.83 7.06 11.78 15.70 20.95
Average 9.49 14.16 13.08 17.32 15.81 18.54 10.18 15.75
Standard
Deviation 2.01 5.55 3.38 7.54 11.27 11.54 2.74 6.73

average to propagate distortion from inter-coded MB, which shows that our EED estimation
is quite accurate in most cases.

Since our method operates at MB level, and the algorithm design is also constrained by
the hardware architecture and the real-time requirement of our video conferencing system,
it is difficult to precisely compare our results with other methods in the same testing con-
figuration. Nevertheless, some rough comparisons can still be obtained. For example, the
ASMR results of the improved pixel-level ROPE method in [74] are between 12.05% and
16.80% with 100kbps, 5% intra ratio and loss probability of 5%. The ASMR results of the
compressed-domain method in [35] are between 6.8% and 9.3% with 300 or 600 kbps and
3 ~ 10% loss rate. Our average results in the first two columns of Table 3.1 with GOP size
of 30 are 9.49% and 14.16% (GOP size is not reported in [74, 35]). This is acceptable in
comparison with [74, 35], since our method is MB-based and can run in real time.

Columns 6 and 7 in Table 3.1 shows the results without considering UIP, but MV
average is still used. In this case, the average ASMR is increased by 67% and 31% at 5%
and 10% loss rate respectively. This demonstrates the importance of accounting for UIP
in the distortion estimation algorithms. In particular, for sequences with more intra-coded
MBs such as Silent and Football, ignoring the effect of UIP can deteriorate the ASMR by
3 ~ 4 times. We also notice from columns 6 and 7 in Table 3.1 that the standard deviation
on ASMR is much higher when UIP is not considered. This is due to the variation in the
amount of Intra-coded MBs in each sequence. The more Intra-coded MBs are involved, the
higher the estimation error is when UIP is not considered.

On the other hand, when UIP is not considered, some test sequences actually shows
lower ASMR, due to the fact that our fast estimation method lacks pixel level statistics. It
was observed in our experiments that the distortion estimation of inter-coded MBs tends
to overestimate the result. When UIP is not considered, the intra-coded MBs in P frames

are assumed to carry no distortion propagation; hence the SSE for each frame decreases,
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Table 3.2: The average PSNR (dB) at 5% and 10% packet loss rate for different FEC
configurations

Sequence 5% Loss 10% Loss
No Fixed | Optimized Gain of No Fixed | Fixed Gain of
FEC FEC FEC Optimization | FEC FEC FEC Optimization
Coastguard | 25.59 | 28.66 28.87 0.21 23.72 | 26.80 | 27.13 0.33
Container 34.21 | 35.75 35.85 0.10 32.45 | 34.98 | 35.16 0.18
Foreman 26.16 | 30.19 30.37 0.18 23.84 | 27.68 | 27.99 0.31
News 31.10 | 35.93 36.23 0.30 28.55 | 33.12 | 33.43 0.31
Silent 30.59 | 33.66 33.80 0.14 28.63 | 31.83 | 32.09 0.26
Stefan 20.95 | 25.72 26.12 0.40 18.91 | 22.62 | 23.13 0.51
City 26.86 | 32.42 33.02 0.60 24.37 | 28.65 | 29.00 0.35
Football 23.48 | 27.60 27.99 0.39 21.22 | 24.70 | 25.03 0.33
Suzie 32.39 | 36.73 36.98 0.25 29.65 | 33.91 | 34.05 0.14
Train 20.15 | 24.38 24.55 0.17 17.97 | 21.49 | 21.79 0.30
Average | 27.15 [ 31.10 | 31.38 | 0.28 [ 24.93 [ 28.58 | 28.88 | 0.30

which damps the overestimation and could yield a smaller ASMR. However, in most cases,
it is beneficial to consider UIP.

The last two columns in Table 3.1 are obtained by considering UIP, but the distortion
propagation is obtained for each of the Inter partitions rather than using the MV average.
Compared to Columns 2 and 3 where the average of MVs is used, there is no improvement
in the ASMR. Therefore using the average MV is preferred, as it can significant speed up
the algorithm without sacrificing the estimation accuracy.

As an example, the decoder-side and encoder-estimated PSNRs of the News sequence
with 10% loss rate and bit rate of 512kbps are plotted in Fig. 3.2, which shows that the
estimated distortion agrees quite well with the actual one. The average SSE and PSNR
mismatches are 11.54% and 0.19dB, respectively, and the worst PSNR mismatch is 1.75dB.
The figure also includes the result without considering UIP. In this case, the SSE and PSNR
mismatches increases to 26.17% and 1.37dB, respectively, and the worst PSNR mismatch
is 3.95dB. Note that its mismatch grows much faster towards the end of the GOP.

3.5.2 Performance of the Low-Complexity FEC Codes

The detailed performance analysis for our FEC code can be found in [81]. In summary,
our experiments confirm that the FEC design has linear encoding and decoding complexity.
The performance of the FEC code is tested with a specific short input length at various loss
rates and parity redundancy levels. We also investigate the asymptotic performance of the
FEC code design. While keeping the same parity redundancy level, as the number of input

symbols increases, the loss protection capability increases.

3.5.3 Performance of the Adaptive FEC Allocation Optimization

We first show the accuracy of the linear interpolation method in Eq. (3.11) of the redun-

dancy optimization. The Foreman sequence is used in this example. For each frame, the
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linear interpolation is performed with a step size of 1% for the loss probability from 2% to
15%. For example, when the loss probability is 10%, the distortions for the loss probability
from 1% to 9% are linearly interpolated from the distortion at 10% and the quantization

distortion. The interpolation error is defined as

error — P21 sy Ny, pr)) — Dy (Py (K, Ny, py))| (3.13)
Dy(Ps(Ky, Ny, py))

The average interpolation error over all loss probabilities for each frame is shown in Fig.

3.3. The overall interpolation error is found by averaging the interpolation errors of all
frames, which is 5.64%. Therefore it is reasonable to employ the linear interpolation during
channel code rate allocation.

Next, we study the performance of our proposed short FEC code in both the fixed and
optimized rate allocation schemes. Unconstrained intra prediction is enabled in all cases.
A GOP size of 30 is used for all the test sequences. 5% and 10% packet loss rates are used.
A 30% redundancy level is used for the fixed FEC allocation scheme, where there is no
distortion estimation. For the optimized FEC allocation scheme, the redundancy level for
each frame in a group of two frames is adaptively determined with the overall redundancy
not exceeding 30%. We can observe from Table 3.2 that the fixed FEC allocation scheme
has an average gain of 3.95 dB and 3.65 dB respectively over the unprotected video stream
at the two loss rates, with a maximum of 5.56 dB in the City sequence. The optimized FEC
allocation scheme can further improve the results by 0.28dB and 0.30dB respectively.

Fig. 3.4 and Fig. 3.5 show the PSNR difference between the optimized FEC scheme and
the fixed scheme for Stefan sequence at 5% loss probability and Silent sequence at 10% loss
probability. The average improvement is 0.40dB and 0.26dB respectively. In most frames
the optimized scheme has higher PSNR than the fixed method, and many frames have
much higher improvements than the average (up to 2dB and 0.8dB respectively), leading
to improved visual quality. Due to the various approximations employed in the distortion
estimation algorithm and the small group size in FEC rate allocation, the optimized method
can occasionally have slightly lower results.

Note that the optimized FEC rate allocation could have larger gain over the fixed FEC
scheme at other redundancy levels and optimization window sizes. For example, if there is
no real-time constraint, the window size can be increased to get better FEC rate allocation
performance, making the proposed distortion estimation and FEC schemes useful for many

other applications.

3.6 Summary

This chapter presents various algorithms for error-resilient real-time H.264/AVC-based
video conferencing over Internet, including a fast MB-level end-to-end distortion estima-

tion algorithm, a family of very short FEC codes, and a fast adaptive FEC rate allocation
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scheme. Several techniques are developed to meet the real-time requirement and the hard-
ware constraints of the embedded system, without sacrificing too much of the performance.
The proposed scheme has been successfully implemented on a real-time embedded video
conferencing system with resolution up to 1024 x 576 pixels, 30 frames per second (fps) and

4 megabits per second (Mbps).

3.A Formulas for Channel Distortion Term

In this appendix, we give the expressions of the channel distortion term in different intra
prediction modes. Due to the complexity involved in manually deriving channel distortion
expressions for each intra prediction mode, a program is constructed to accomplish this task.
The essence of the program is to perform equation expansion and simplification, similar to
Eq. (3.4).

In the first step, the program places pixels used by intra prediction into two duplicated
lists with their coordinates and coefficients. The coordinates and coefficients for each pixel
in each prediction mode is defined by the H.264/AVC standard. The two lists of pixels are
then multiplied. This is the same as expanding the square in Eq. (3.4). Two categories of
pixels are produced after the multiplication process. One category consists of self-multiplied
pixels. Another consists of the cross-multiplications of different pixels.

In the next step, a term conversion process is performed. From Eq. (3.6) we see that
two cross-multiplied pixels can be simplified into a summation of two self-multiplied pixels.
The program uses this to convert every cross-multiplied pixel pairs into self-multiplied pixel
summations.

In the final step, since only self-multiplied pixels are left, the program gathers all the
self-multiplied pixels by adding up their coefficients. As long as the pixels originate from
the same MB, their coefficients are summed up to produce the weighting factor for that
particular MB. The final output from the program is the weighting factors for all the
neighboring MB used during the intra prediction process. The results for Intral6 x 16 mode
and Intrad x 4 mode are presented below. We omit Intra8 x 8 prediction since it is the same

as Intrad x 4 case except for the block size.

3.A.1 Intral6 x 16 Mode

Let m;, m; and my denote the left, top, and top left neighboring MB respectively. Due
to the non-linear behavior of clipping operations, we assume that in the plane prediction
mode, the prediction values are within the clipping range. The following expressions can
be found by the program for each of the intra prediction mode in Intral6 x 16 mode.
Vertical:
DSrp(f,m) = Digp(f,me). (3.14)
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Horizontal:

D]\C43(f7 m) = Dng(fa mp). (3.15)
DC-Top Available:
D]\C43(f7 m) = Dg{B(fa mg). (3.16)
DC-Left Available:
DS p(f,m) = D§pp(f,m). (3.17)
DC-Top Left Available:
c c
DS p(f.m) = Paantle)  Daplfrmn) (3.18)
DC-None Available:
DS p(f.m) =0. (3.19)

Plane:
DO (fim) = 130.5DG,5(f,me) | 13050 5(f,mi)  5DF 5(f, ma)

(3.20)

3.A.2 Intrad x 4 Mode

The same process also applies to Intra 4 x 4 prediction mode. The only difference is that
the neighboring block size is reduced to 4 x 4. Let b, by, by and by denote the 4 x 4
block on the left, top, top left and top right, respectively. During the estimation process,
each of the 4 x 4 blocks in the MB will use the following expressions, depending on its
prediction mode. If the neighboring block resides in a 16 x 16 MB, the neighboring 4 x 4
block level distortion is weighted down by a factor of 16 from the MB level distortion. This
way distortion calculation are always propagated using MB level distortion values that are
previously calculated. The distortion for the MB is found by summing the distortions from
each of 4 x 4 blocks. DbC in the following expressions denotes distortion for a 4 x 4 block.
Vertical:

Dy’ (f,b) = D (f,br). (3.21)
Horizontal:
Dy (f,b) = D§ (f,br). (3.22)
DC-Top Available:
Dg(f,b) = Dy (f,br). (3.23)
DC-Left Available:
Dg'(f,b) = D§ (f,br). (3.24)
DC-Top Left Available:
DY (f,b) = Dbc(éf’ b) | Dbc(éf’ b), (3.25)
DC-None Available:
DE (f,b) = 0. (3.26)
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Figure 3.2: Estimated and the actual PSNR: News sequence with 512kbps and 10% packet

loss. GOP is 30 frames.
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Figure 3.3: The average linear interpolation error for each frame in Foreman sequence.
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Figure 3.4: The PSNR difference between the optimized and the fixed schemes for sequence
Stefan. 5% loss rate. Average difference: 0.40dB.
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Figure 3.5: The PSNR difference between the optimized and the fixed schemes for sequence
Silent. 10% loss rate. Average difference: 0.26dB.
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Chapter 4

View Synthesis Distortion
Estimation With a Graphical
Model and Recursive Calculation
of Probability Distribution

4.1 Introduction

In this chapter, we aim to develop a ROPE-like scheme to estimate the decoder-side dis-
tortion of the synthesized view from the encoder. We first develop a probabilistic graphical
model method to accurately calculate the synthesized view distortion when the reference
depth maps contain random errors with known distributions. The graph can precisely
represent the warping competition operation in the DIBR algorithms. We then consider
the setup where the texture and depth images are independently encoded by video codecs
such as H.264/AVC. The coded texture and depth bitstreams are assumed to be affected
by packet loss during transmission. In this case, to calculate the distortion in the synthe-
sized view caused by the packet loss, we develop a recursive optimal distribution estimation
(RODE) method to estimate from the encoder the entire probability distribution of each
reconstructed reference texture or depth pixel at the decoder. Finally, we integrate the
RODE and the graphical model-based methods to estimate the distortion of the synthe-
sized view when there are packet losses during the transmission of the reference texture and
depth maps. The estimation theories presented in chapter are published in [85, 83].

The rest of the chapter is organized as follows. Sec. 4.2 reviews the general and 1D
parallel view synthesis algorithms in MPEG-VSRS. Sec. 4.3 describes the overall frame-
work for distortion estimation. In Sec. 4.4, depth maps are assumed to be corrupted by
random noises with known distributions, and a graphical model-based method is designed

to estimate distortions in the synthesized view. Both the general and 1D parallel view
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synthesis algorithms are considered. Sec. 4.5 introduces the recursive optimal distribution
estimation (RODE) method, which is then combined with the graphical model method.
Sec. 4.6 presents the experimental results, and Sec. 4.7 concludes the discussion.
Notations: In this chapter, we use V with appropriate index and subscript to represent
a vertex in a graph, which corresponds to a pixel. The texture and depth levels of the
vertex are denoted by T and D respectively, with the same index and subscript. We also
represent any quantity under the influence of random errors by a tilde symbol ~over the

quantity, whereas the same quantity without error does not have the tilde.

4.2 View synthesis algorithm overview

In this section, we briefly review the main operations involved in the two DIBR-based view
synthesis algorithms in MPEG-VSRS. Further details can be found in [65, 27].

4.2.1 The General View Synthesis Algorithm

The general view synthesis algorithm in MPEG-VSRS includes four main steps. First, for
each reference view, the forward and reverse warping homography matrices for each of the
256 depth levels (0 to 255) are calculated using the camera parameters and four pairs of
matching coordinates.

The second step is called depth forward warping, where each of the left and right refer-
ence depth maps Dy and D is used to warp a depth map for the virtual view, denoted as
Dy, and D,,,. At the beginning, the depth level of each virtual view pixel is set to 0. After
that, each reference pixel is processed in a raster scan order and is warped to a location in

the virtual view according to the following equation [27]

Tdst Tsrc
Ydst = H(d) Ysrc | > (4'1)
1 1

where (Zspe, Ysre) and (xgst, yast) are the locations in the source and destination view re-
spectively (the latter is rounded to integer), and H(d) is the forward warping homography
matrix found in the first step, which depends on the depth level d of the source pixel.
After finding the destination in the virtual view, the algorithm next decides if the depth
level of the reference pixel can be copied to the virtual pixel location. An important fact
is that multiple pixels in the reference depth map can be warped to the same location in
the virtual view. This is called the warping competition problem [65]. In this case, the
algorithm only updates the depth level of a virtual pixel when the depth level of a new
reference pixel is greater than or equal to the current depth level of the virtual pixel. This

is because a larger depth level is closer to the camera and therefore is less likely to be
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occluded. It is also possible that some pixels in the virtual view could not be warped by
any pixel in the reference view, leading to some holes in the warped depth map. To improve
the quality, median filtering is applied to reduce the noise, and hole dilation is used to avoid
synthesis artifacts [27].

The third step is texture reverse warping, where each of the synthesized depth map is
used to find a texture image of the virtual view. For each pixel in the virtual view, by
using its warped depth level, the corresponding reverse warping homography matrix, and
Eq. (4.1), a corresponding pixel in the reference texture view Tj or 77 can be located, and
its texture value is copied to the synthesized texture image.

Finally, the warped texture images from both references are merged. Let T, (7) and
T, (1) denote the i-th texture pixel in the virtual image warped from left and right reference
views respectively, Ts(i) the i-th texture pixel in the final synthesized virtual view, and
a € [0,1] a scaling factor that depends on the location of the virtual view. If both T, (7) and
Ty, (i) are available, the merged texture is their linear combination Ts(i) = (1 — a)Ty, (i) +
aTy, (7). If only one is available, it is used directly as Ts(i). Otherwise, Ts(7) is a hole and
will be filled by an inpainting method [9, 64].

4.2.2 The 1D parallel View Synthesis Algorithm

When the cameras capturing the scene only have horizontal shifts, the simpler 1D parallel
view synthesis algorithm can be used, which only requires a single forward warping process.
In this case, the warped location of a reference pixel in the virtual view only has a horizontal
displacement called disparity, which can be computed from the depth level of the reference
pixel, the camera focal length, and the distance of the two views.

Given the disparity and virtual pixel location, the reference texture value can be copied
to the virtual pixel without using reverse texture warping. However, warping competition
can still happen, i.e., different reference pixels can be warped to the same location. There-
fore each virtual pixel still needs to keep track of its depth level. The texture value from a
new reference pixel can only replace the current texture value of a virtual pixel when the
depth level of the new reference pixel is greater than the current depth level associated with
the virtual pixel.

The warping process is performed for both the left and right reference views. Merging

the two warped texture images and the handling of holes are similar to the general algorithm.

4.3 Overall Framework of View Synthesis Distortion Estima-

tion

In this section, we present the general framework to estimate the distortions in the synthe-

sized view. The framework is applicable to both the general and 1D parallel view synthesis
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algorithms. We assume that both the reference texture and depth images contain random
errors. Therefore, each synthesized pixel at the receiver is treated as a random variable.
Let random variable T} (i) denote the texture value of the i-th pixel in the synthesized
view at the receiver when reference texture and depth images contain random errors. Using
the mean squared error (MSE) as distortion metric, the overall expected distortion (ED) of

the i-th texture pixel in the synthesized view is commonly defined as (cf. Eq. (1) in [89]):

BD() = B{ (1) ~1.0))'}

(4.2)
= 1.()? — 2L E {Tu(i) } + B {T.()*},

where T(i) is the correctly synthesized texture pixel and is deterministic. Therefore we
need to find the first and second moments of the synthesized texture value Ty(4).

Next, we consider the merging process shared by the two DIBR algorithms. Let T, (7)
(m = 0,1) denote the i-th texture pixel in the virtual view warped from the left and right
texture images respectively in the presence of errors. Its probability mass function (PMF)
is denoted as Py (2)( ), where ¢ is the possible texture value of the pixel. Further, we use
P, (9) to represent the probability of T),,, (i) being a hole. After the warped texture
images are merged, each merged pixel belongs to one of four cases depending on whether
T , (1) and T,, (i) are holes or not. Therefore, assuming that the virtual views warped from

the two views are independent, the first and second moments of T,(i) can be expressed as

follows. ~
E{T }_ Z Z 1—at0+at1) P" ()(tO)P ()(tl)
toFEd ti#¢
+ 2 6P, ) (0)Pr,, ) (@) + 3 1P, (1) P, () (4.3)
toFP t17#¢
+ P, (0P, (O E{TI(D)"}, k=12,

where to and t; represent possible texture values of Two( ) and Ty, (i) respectively, T (i) is
the value of the i-th texture pixel if it is inpainted due to being a hole pixel.
After expanding the first term and grouping similar terms, the two moments can be

rewritten as _ .
E{T(i)} = (1 = a)(1 = Pz, (;(#)Erg {Tuwo (i)}

+ a(l - P“wo(z)( ))E\¢ {Twl Z }
+ P Twy (z E\¢ {wa) } + P Twq (2) )E\¢ {Twl (Z)}
+ Pp, () Pr, )¢ () E{TL(i)},

(4.4)
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E{T,(i)*} = (1 = a)*(1 = Pg, (3y(9)B\s { T, ()}
+a*(1 =Py, (9) By {Tw, ()%}

+2(1 — a)aB\ g {Tw, (i)} B\g {Tw, (i) } (4.5)
+Pr, ) () B {Two (i)} + Pr, @ (0)Bvg {Twr (1)}

+ Pr, () (¢)wa1 o (DE {Tsl(z)Q} ,

where E\, {T Wi (z)k} denotes the partial k-th moment of Ty, (i) when it is not in a hole.

In the general algorithm in MPEG-VSRS, the hole pixels are inpainted using known
pixels around the hole region. The known pixel selection process is based on solving the
Navier-Stokes equations or the fast marching algorithm [9, 64]. Similarly, the 1D parallel
algorithm in MPEG-VSRS also inpaints the holes using neighboring known pixels depending
on whether they belong to the foreground or the background objects. Since some pixels
after texture merging have non-zero probabilities of being a hole, geometric randomness is
introduced. Therefore, accurately accounting for the inpainting process increases estimation
complexity.

To facilitate distortion estimation, we use a simpler hole filling method with similar
performance, which will be verified in Section 4.6. In our method, when a hole pixel is
detected, the left pixel is first used for filling. If it is not available, the top pixel is chosen.
When both neighbors are unavailable, a constant of 128 is used. This simple inpainting
method is applied to each pixel according to the raster scan order.

Based on the simplified hole filling method, if a pixel needs to be inpainted, its first and

second moments are given as follows (k = 1,2).

E {Ts(z - 1)k} ,  left available,
E{TIG)"} =S E {Toi = W)*},  top available, (4.6)

128", otherwise,

where W is the width of the image.

As shown in Eq. (4.4) and (4.5), to estimate the synthesized view distortion, all we
need is to calculate the texture pixel hole probabilities P ;) (¢) (m =0,1) and the two
partial moments in the warped texture images F\g4 {Twm (z)k} (m = 0,1 and k£ = 1,2).
However, in both the general and 1D view synthesis algorithms, the distributions of the
synthesized texture pixels are determined by those of the reference depth maps. Hence, in
the next section, we develop a graphical model method to capture the relationship between
the reference view and the synthesized view, from which we will obtain the distributions

and the distortions of the synthesized texture pixels.
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Figure 4.1: Graphical model for the general view synthesis algorithm. (a) Original bipartite
probabilistic graph. (b) A re-arranged graph. (c) An example.

4.4 Graphical Model-based View Synthesis Distortion Esti-

mation

In this section, we assume that only the reference depth images contain errors. Each pixel in
the reference depth image is affected by a random noise signal with a known distribution, and
the noises are independent from pixel to pixel (In Sec. 4.5, we will show how to recursively
estimate the error distribution in the reference view when there are transmission errors). A
probabilistic graphical model-based method is designed for the two synthesis algorithms in
MPEG-VSRS to estimate the distortion in the synthesized view.
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4.4.1 Graphical model-based distortion estimation for the general view
synthesis algorithm

The general view synthesis algorithm in MPEG-VSRS consists of two warping steps. We
first present the details of a probabilistic graphical model to obtain the depth pixel dis-
tribution and hole probability for each pixel after the forward warping process. The main
difficulty for the formulation is warping competition, where multiple pixels in the reference
depth map warp to the same location in the virtual depth map, and the largest depth level
(closest to the camera) among them is chosen as the final winning depth.

The relationship between a reference depth map and its warped virtual depth map can
be represented by a bipartite probabilistic graph as shown in Fig. 4.1 (a), where vertex
V (j) represents the j-th pixel in the reference view, and V,,(4) is the i-th pixel in the virtual
view. To simplify the notation, the subscript m is dropped in this section, since the result
can be used for warping from either the left or right view. Due to random error, different
depth levels can be assumed by a depth pixel in the reference view, with the corresponding
probabilities. Since each depth level has its own homography matrix, an erroneous reference
depth pixel could lead to multiple possible warping destinations in the virtual view, as shown
in Eq. (4.1). This is represented by edges emitting from V(j) to a number of V,, vertices.
Each edge corresponds to one possible warping path with one depth level for f/( j) and the
corresponding probability. The [-th edge among all the edges emitting from the vertex V( 7)
is denoted as elf/ o) Each vertex V() can be connected to any subset of all V,, vertices. The
subset can also be empty, 7.e., a pixel in the reference view does not warp to any location
in the virtual view. Moreover, sometimes a depth pixel in the reference view corrupted
by different noises can result in the same warping destination [94]. Consequently, a vertex
V(j) can also have multiple edges connecting to the same vertex Vi, (4).

During the forward warping step, each pixel in the reference depth map is processed
sequentially and independently in the raster scan order. Therefore, ‘7(]) is added after
V(j — 1) in the graph. Initially the depth levels of the Vi vertices are set to 0. For the
k-th edge among all the edges between V(j) and Vi, (i), the edge and the depth level it

represents are denoted as ek - . and D(e"?/ ). At any time, when V(j) emits

- V(j)—=Va (4) ()= Vaw(4)

an edge to V,, (i), the depth level of the virtual pixel, D,,(7), will only take the depth level

k k

(€5 )= 0) When Dy ), )
according to the depth warping competition rule.

k
V()= V()
are assumed to be known. From the graphical model defined above, we are now ready to

is greater than or equal to the current level of D, (i),

In this section, the depth level of the edge e and its corresponding probability

derive the depth level distribution of each depth pixel in the virtual depth map.
. k

VVe~ use Pwm(ef/(j)%vw(i))

pixel Vi, (i) takes the depth level D(e%

to represent the probability that the depth level of virtual

from edge e% - .. after warping all

(j)—>\7w(i)) (7)—=Vw (@)
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pixels with possible warping competitions. We call this the winning probability of edge
k

€L o ..
V(J%‘Tl‘efwxf\ji)nning probability of an edge can be calculated by marginalizing the joint PMF
properly. To simplify the notation, the graph can be re-arranged to that in Fig. 4.1 (b),
where the vertex of interest, Vj, (i), and its connected reference vertices V(5) (j = 1,...,n)
are grouped to the left. These connected reference vertices are added chronologically, with
V(n) being the latest vertex connecting to Vi, (i). Other reference vertices that do not have
any connection to V(i) are grouped to the right, and are denoted by V() (z = n+1, ..., N).
Since vertices unconnected to V,,(i) are irrelevant to the depth probability of Vi, (i), we

only need to consider V(1) to V(n). Based on the warping competition rule, when the edge

k
V()= Va (9)

cannot emit edges to V,,(i) with values greater than D(

el from V (§) is the final winning edge, all the previous vertices V (z) (z = 1, ..., j—1)

V() V(i )), and all the subsequent
vertices V(z) (z = j + 1,...,n) cannot emit edges to Vi, (i) with values greater than or

CE ()T (2)). Therefore let P(ek O ()T ())
and assume that the depth pixels are affected by noise signals independently,

equal to D(ek denote the probability of the edge

k
V(i)
the winning probability of an edge can be written as

j_
!
U 1= P(e(/(z)ﬂf/w(i)) x

. l
ED(€G () s vy (1)) P

(4.7)

k
(€% () vm (1))

n

IT - > P50, ()

z=7+1 : L . > k ~
I ED(EG () 20 (1)) 2P () oy (1)

From the winning probability of each edge, the probability that the depth level of a
synthesized pixel, Dw(z’), takes a particular value d can be obtained by summing up the

winning probabilities of all edges connected to Vi (¢) with depth level of d, i.e.,

k
Z Pwm(ef/(j)%f/w(i))' (4.8)

k —
V() Vo (i)~

We also use Py ;1(¢) to represent the probability of D, (i) taking no value from any
edge, i.e., V(i) is in a hole. This is simply given by

Dw(z 1:[ 1_ZP ]\i/ )= Vo (3) )) (4.9)

Eq. (4.8) and (4.9) define the complete depth PMF Pp, ;) (d) of the synthesized depth
pixel V(7).
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To illustrate Eq. (4.7) to (4.9), a simple example with three reference pixels and two
virtual pixels is shown in Fig. 4.1 (c¢), where each reference pixel can take three possible
depth levels as shown in the figure with equal probability. Consider, for example, the
probability PDw(l) (4). According to the warping competition, there are two possible winning
edges with depth level of 4, which come from V(2) and V(3) respectively. The former is
chosen when D(1) takes any value in Fig. 4.1 (c), D(2) = 4, and D(3) = 6, with a winning
probability of 1/9. On the other hand, the latter will be selected when both D(1) and D(2)
take any value in Fig. 4.1 (c), and D(3) = 4, with a winning probability of 1/3. Together,
we get Pp qy(4) = 4/9. Similarly, we can get that Pp y(2) = 1/27, Pp «,(3) = 4/27,
and Pp, 4)(5) = 1/3. Moreover, V,,(1) is a hole when all reference pixels connect to Vi, (2).
Therefore Py 1y(¢) =1 /27. It can be verified that these results agree with Eq. (4.7) to
(4.9).

After the forward warping, median filtering and hole dilation are applied. Finding the
depth distribution after these operations is quite complicated. Therefore in this chapter we
disable these operations to facilitate distortion estimation, and leave it as a future work to
incorporate them in the analysis.

Once the depth PMF Pf)w(i) (d) of each synthesized pixel is known, we can find the
partial texture moments required by Eq. (4.4) and Eq. (4.5). During the texture reverse
warping using the reverse homography matrix and Eq. (4.1), different depth levels of the
virtual pixel could be warped to different reference pixel locations. The corresponding
warped reference texture values will be chosen as the virtual texture value with different
probabilities. Therefore, let d; (I = 1,...,L) be the I-th possible non-empty depth level
of Dw(i), J1 the corresponding index of the reversely warped reference pixel found by Eq.
(4.1), and T'(j;) its texture value. The non-hole partial moment of the texture value of the
virtual pixel is simply .

By {Tu(i)F} = lZP~w(i)<dl>T<jz>'f. (4.10)
=1
This equation can be used for warping from both the left and the right views (m = 0,1) in
Eq. (4.4) and Eq. (4.5). Finally, the virtual texture hole probabilities is the same as the
virtual depth hole probability in Eq. (4.9).

4.4.2 Graphical model-based Distortion Estimation for the 1D parallel
synthesis algorithm

Although the 1D parallel synthesis algorithm in MPEG-VSRS only employs one warping
process, warping competition still exists. Therefore the same graphical model in Fig. 4.1
can still be applied. The difference is that we can get the texture distribution of a virtual
pixel without having to explicitly find its depth distribution first, thanks to the simplified

1D parallel view synthesis.
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Since only the reference depth has error in this section, the reference texture value 7'(j)
does not contain random error, but the virtual texture value T}, (i) is still subject to error,
as it is affected by the depth-based warping. Due to rounding operation, there could be
multiple warping paths between the same pair of V(j) and V,,(i), but all of these edges
have the same reference texture value 7'(j).

The texture and depth levels of vertex V(i) are initialized to 0. According to the
D -Tutpy 10 Vol if
> D, (i), then both the texture and depth of the virtual vertex V(i) will

k
V(i) =V (i)
()T, (i)) is similar to Eq. (4.7). The only difference is that the 1D

parallel algorithm does not update the virtual view when the depth of a new reference pixel

MPEG-VSRS warping competition rule, when ‘7(]) emits an edge eii/

k
D(ey )57
be updated simultaneously by 7'(j) and D(e ) respectively. Therefore the winning

probability Py (e]‘?/

equals to the current depth of the virtual pixel. Therefore the > and > conditions in the
second and the third lines in Eq. (4.7) should be switched.

Since there is no texture reverse warping in the 1D parallel algorithm, i.e., the texture
is updated together with the depth as described above, the probability that Tw(z) takes the
texture value of T'(j) from vertex V(5) can be directly obtained by summing up the winning
probabilities of all edges between V() and Vi, (i). We denote this by

_ k
Puin(€9)9u) = 2 Puin(eh ) v ) (4.11)

From this, we can get the required partial moments E 4 {Twm (z)k} in Eq. (4.4) and (4.5)

n

By {Tu(i)} = Z‘{ Puin(eg(y-vum) T, (4.12)
j=
where the summation is over all reference pixels that can be warped to the target virtual
pixel. Note that it is slightly different from Eq. (4.10) because there is no reverse warping
in the 1D synthesis algorithm. This equation can also be used for warping from both the
left and the right views (m =0,1) in Eq. (4.4) and (4.5). The hole probability Pz . (¢) is
also given by Eq. (4.9).

4.5 Recursive Optimal Distortion Estimation (RODE) and
Integration with the Graphical Model Method

In this section, we consider the case where the reference texture and depth images are

independently encoded with codecs such as the H.264/AVC encoder. Slice mode is enabled

in the encoder with several rows of macroblocks (MBs) grouped into one slice. Each slice in

the encoded bitstream is subject to packet loss with probability p. When a packet is lost,
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the co-located pixels in the previously reconstructed frame are copied to the current frame
to conceal the error.

In order to utilize the graphical model method developed above to estimate the syn-
thesized view distortion, the complete PMFs of both the depth and texture values of each
reference pixel are needed. The ROPE algorithm in [89, 73] can only estimate the first two
moments of each pixel. In this section, we generalize the ROPE method and develop a
recursive optimal distribution estimation (RODE) method, which can recursively estimate
the complete PMF of each depth or texture pixel. We will also show how to integrate it
with the graphical model method.

Let X (i,n) and X (i,n) denote the i-th depth or texture pixel in frame n reconstructed
by the encoder and decoder respectively, é(i,n) the encoder-side reconstructed motion-
compensated residue signal for pixel ¢ in frame n, and Pg; () the PMF for pixel X(i,n).

For a pixel in an Intra-coded MB, we have the following.

X (i (4.13)

(in) X (i,n), if the pixel is received,
i,n) =
X(i,n —1), if the pixel is lost,

where we assume that constrained intra prediction is used [87], which prevents intra MB
from using neighboring Inter MBs for prediction.

To find the PMF of the intra-coded pixel, note that when its data are received, its
PMF is simply a Kronecker delta function with a value of 1 at the location of the encoder
reconstruction and 0 elsewhere. If the pixel is lost, the PMF from the previous frame will be

propagated to the current frame due to the error concealment described above. Therefore

P(iy (@) = (1= )5 (¢ = X(i,n)) +pPg(;,01)(@). (4.14)

For a pixel in an Inter-coded MB, we have the following.

X(i,n) = (4.15)

. é(i,n) + X(j,n — 1), if the pixel is received,
X(i,n—1), if the pixel is lost,

where X (j,n — 1) is the pixel in frame n — 1 pointed to by the motion vector for pixel
X(i,n). In the first case, the PMF of X (i,n) is shifted from that of X (j,n — 1) by é(i,n).

Therefore,

Pg i) () =(1— p)PX(jvn_l)(a: —é(i,n)) +pPX(i’n_1)(x), (4.16)

Pixel averaging operations such as deblocking filter and sub-pixel motion estimation

present a challenge for PMF estimation, because the corresponding joint PMF will require
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the convolution of individual PMFs, which is quite complicated. Consequently, in this
chapter, we also disable these operations, and leave it as a future research.

The graphical model method assumes that only the reference depth has error. When
both the reference depth and texture have errors, the RODE method and the graphical
model method can be easily integrated. All we need is to replace T'(j;) and T'(j) in Eq.
(4.10) and (4.12) by their expected values E{T(j;)} and E{T(j)}.

One drawback of the RODE method is its high memory usage, because in the worst case
256 numbers are needed to record the PMF of each 8-bit pixel. To reduce memory usage,
a quantization process can be used by grouping some neighboring outcomes together, at
the expense of estimation accuracy. If ) outcomes are to be combined into one outcome,
the original outcome with the largest probability will take the total probabilities of the @
outcomes. This will be demonstrated in the next section.

Due to the fact that slice encoding is used, a depth pixel may not be independent
from its neighboring depth pixels. However, jointly calculating the distribution for all the
depth pixels in a slice drastically increases storage requirement and computation complexity.
Therefore, in this chapter, we assume that the depth pixels are independent and use the
marginal PMFs calculated by the RODE method as the input to the graphical model-based
estimation framework. We will demonstrate with experimental results that the estimation

results are quite accurate under this assumption.

4.6 Experimental results

To validate the theory developed in this chapter, we conduct three groups of experiments.
In the first group, the estimation accuracy of the graphical model method is verified for
both the general and 1D parallel algorithms. Next, the RODE method is independently
tested. Finally, we test the integrated RODE and the graphical model scheme when there
are transmission errors in both the reference texture and depth maps.

In all the experiments, we compare our estimated distortion with the simulated distor-
tion. To find the simulated distortion, the virtual view is first synthesized in an error-free
environment and used as a benchmark. Random errors are then injected. The resulting
erroneously synthesized texture view is compared to the error-free benchmark and the MSE
per pixel is recorded for each frame. The impaired synthesis process is performed many
times and the average MSE is used as the simulated distortion. The following Average MSE
Mismatch Ratio (AMMR) is then obtained.

ED.s(n) — EDgjm(n)

EDum (1) , (4.17)

1 N
AMMR:N;
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where N is the number of frames in the sequence, ED.4(n) is the encoder-estimated MSE
for frame n, and EDyg;p,(n) is the receiver-side MSE for frame n obtained by simulation and

averaged over 200 iterations. Only the luminance component is used in the MSE calculation.

4.6.1 Quadratic Model Method in [41]

We also compare our method to that in [41], which is currently the only available method to
estimate packet-loss-induced synthesized distortion, where a simple quadratic model is used
to relate the depth error in the reference views to the synthesized texture distortion. We
next describe how to modify their quadratic model in order to integrate into our estimation
framework.

The distortion estimation algorithm in [41] is MB-based. It also uses the sum of absolute
differences (SAD) as the performance metric. Since our scheme is based on the more popular
MSE, we modify their method to use the MSE metric. Therefore, the distortion of the j-th

MB in the synthesized view EDysp(;) can be written as follows.

EDMB(j) = Z( )E{(Ts(z) - TS(Z))2}
i€MB(j

= > B{(aTu,(i) + (1 — a)Ty, ()
i€MB(5)
- aTwo (Z) - (1 - G)Twl (Z))z} (4'18)
~ Z azE{(Two (Z) - Two (Z))z}
i€ M B(5)
+ (1= a)2B{(Tw, (i) — Tu, ()}
£ A®EDY gy + (1 — a)’EDyp5,

where the summation is over all pixels in the MB, and E{(T,,, (i) — Ti, (1))%} (m = 0,1)
is the distortion in the synthesized view caused by texture and depth errors in the left and
right views. As in [57], we assume the left and right views are independently affected by
errors, therefore the cross term E{ (T, (1) — Ty (1)) (T, (1) — T, (1))} = 0.

Eq. (4.18) is similar to Eq. (17) in [41]. In [41], the following quadratic model is used

to approximate E DY} BU)

2
EDyip() = enrpg) + 5%s0) (€3rB6)) (4.19)
where e} B() and €} B(j) are the absolute texture and depth errors for the j-th MB in the
left and right views, and o’j; B() is a quadratic model parameter for the MB.
Since our distortion is measured by MSE instead of SAD, e} B() and € B() in our case
are both squared errors. However, we can still use the quadratic model in Eq. (4.19). An

example is given in Fig. 4.3, which shows the relationship between the squared reference
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depth error and the squared synthesized texture error of a pixel. The ground truth point
does not have any depth error, and the synthesized distortion is 0. In Fig. 4.3 (a), the
depth level is decreased until the squared synthesized error reaches a predefined threshold,
which corresponds to a boundary point [41]. A quadratic curve is then fitted to pass the
ground truth point and the boundary point. Similarly, in Fig. 4.3 (b), the depth level is
increased, and another quadratic curve is fitted. As in [41], the sharper of the two quadratic
curves is chosen as the quadratic model for the pixel. The parameter o'}, BG) for the MB is
the average of all the quadratic parameters of pixels in the MB.

The results in Fig. 4.3 is very similar to Fig. 3 (a) in [41]. We also get similar results to
Fig. 3 (b-c) in [41]. This verifies that the quadratic model is still a reasonable choice when
using the MSE metric.

In our simulations, e’} B() and €'} B(j) are both given by our per-pixel RODE algorithm,

which is more accurate than the MB-based estimation algorithm used in [41].

4.6.2 Performance of the Graphical Model Method

In this part, we only introduce random noises to the reference depth maps. The noise
signal is discrete and is uniformly distributed in the range of [—5,5]. Off-range noisy depth
levels are rounded to the closest valid value. It should be noted that the derivation of the
graphical model does not depend on the distribution of the depth error. Consequently, it
works with other noise distributions.

In this part, the Kendo and Balloons sequences [3] are used. 90 frames (frame 90 to
frame 179) from each sequence are selected so that the test data contain a significant amount
of motion. Views 1 and 5 are used as the reference views, and View 3 is chosen as the virtual
view. Simulation results are obtained from the average of 60 experiments.

First, we evaluate the performance of the simple hole filling method described in Sec.
4.4. Fig. 4.4 shows that the PSNR difference between the original inpainting technique and
our simplified hole filling method is only 0.07 dB for the Kendo sequence and 0.02 dB for
the Balloons sequence. Therefore the simplified method is quite effective for hole filling.

Next we validate our graphical model-based distortion estimation method for the general
view synthesis algorithm. Fig. 4.5 shows the MSE comparison for Kendo and Balloons
sequences. The simple hole filling method is used. It can be seen that our distortion
estimation agrees well with simulation. The AMMRs are 7.13% and 8.77% for the Kendo
and Balloons sequence respectively. We also conducted the same tests with other error
distributions such as Gaussian distribution and got similar estimation accuracy.

The reason for the mismatch is that the simplified hole filling method can propagate
the localized mismatch from one pixel to other pixels in the hole. To verify this, a simple
experiment is conducted by always using the value 128 to fill up a hole. The results are
shown in Fig. 4.6. In this case, the AMMRSs reduce to 0.05% and 0.04% for the two

sequences, which are negligible.
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Table 4.1: AMMR (%) of the RODE method

Loss Rate
2% | 5% | 8% | 2% | 5% | 8%
Sequence GOP=30 GOP=60
Akiyo 1.97 | 1.62 | 242 | 1.37 | 2.11 | 1.49
Coastguard | 4.12 | 3.36 | 3.57 | 2.21 | 2.22 | 2.40
Container | 1.14 | 1.47 | 2.12 | 1.37 | 1.70 | 1.77
Foreman 3.76 | 3.23 | 3.59 | 3.82 | 2.74 | 2.61
News 340|391 | 3.64 | 3.24 | 1.87 | 2.16
Silent 2.45 | 2.38 | 3.17 | 3.22 | 2.07 | 1.86
Stefan 6.56 | 5.54 | 6.04 | 4.39 | 2.49 | 1.74

Average | 3.34 | 3.07 [ 3.51 [ 2.80 [ 2.17 | 2.00

We next validate the graphical model method for the 1D parallel algorithm using the
same way. Fig. 4.7 shows that the simplified hole filling technique has an average loss of 0.05
and 0.02 dB for the Kendo and Balloons sequences respectively. Fig. 4.8 shows that when
simplified hole filling method is used, Kendo sequence has an AMMR of 7.20% and Balloons
sequence has an AMMR of 8.81%. Fig. 4.9 demonstrates that the estimation mismatch is
due to the propagative nature of the simple hole filling method. When constant hole filling
is used, the AMMRSs are only 0.05% and 0.04% for the Kendo and Balloons sequences
respectively.

We also test the performance of the quadratic method in [41]. When only the depth maps
5
contain zero mean uniform errors in the range of [-5,5], €nrp) = 0and €l p ) = 2:225 i2/11

for m = 0,1 in Eq. (4.19). Fig. 4.10 illustrates the estimation accuracy of the quadratic
model method for the Kendo and Balloons sequences. Their corresponding AMMRSs are
119.2% and 550.6%, even when constant hole filling is used in the tests. In fact, the quadratic
method does not consider the hole filling step. Therefore, its estimated distortion does not
change regardless of the hole filling method used. Therefore our graphical model method
significantly outperforms the quadratic method.

The graphical model also outperforms the quadratic model in terms of complexity in
this test. The quadratic model takes 13.8s per frame on average, whereas the proposed
graphical model only needs 4.3s. Note that the complexity of the proposed graphical model
grows with the number of outcomes in the error distribution. Therefore it is not expected

to be faster than the quadratic method under all circumstances.
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Table 4.2: AMMR (%) of the integrated distortion estimation scheme

GOP Size Loss Rate

Sequence 2% ‘ 5% ‘ 8%
Balloons 60 10.93 | 9.86 | 9.17
Kendo 30 3.56 | 6.03 | 6.54
Pantomime 60 3.83 | 4.87 | 6.12
Champagne 60 21.73 | 18.73 | 17.75
Dog 60 7.32 | 7.00 | 4.63
Dancer 30 6.53 | 5.93 | 5.48
PoznanHall 30 10.37 | 6.76 | 6.18
PoznanStreet 60 879 | 7.84 | 7.32
Book 30 5.00 | 6.40 | 5.25
Average ‘ ‘ 8.67 ‘ 8.16 ‘ 7.61

4.6.3 Performance of the RODE

In this part, we introduce packet loss to the transmission of some conventional single-view
video sequences, and use the RODE method to estimate the PMF of each decoded pixel.
Similar experiments can also be done for the transmission of depth sequences.

It is challenging to validate the PMF at each pixel location due to the amount of data
that need to be compared. However, the PMFs at each pixel location can be used to
calculate the first and second pixel moments and therefore the expected distortion of the
decoded pixel as given in Eq. (4.2).

In our tests, 7 CIF sequences are encoded using H.264/AVC. Slice encoding is enabled
with each slice containing 3 rows of macroblocks. Packet loss is applied independently to
each slice. Each encoded test sequence is decoded for 200 times with random packet loss.
The distortion for each decoded frame is averaged over the 200 tests and used as E D, (n).
The encoder on the other hand calculates ED.g(n) for each frame. Fig. 4.11 and Fig. 4.12
show the estimation accuracy for test sequences Akiyo, Foreman, Stefan and Silent. Table
4.1 summarizes the AMMRSs for the 7 test sequences. GOP sizes of 30 and 60 are tested.
Only I and P frames are used. B frames are disabled. The loss rates tested are 2%, 5% and
8%. Judging from the results, the RODE method is very accurate. We also tested RODE
with one row of macroblocks for each slice to confirm that the slice size does not affect
estimation accuracy.

We also tested the method to reduce the number of possible outcomes for the PMF esti-
mation. Fig. 4.2 shows the results for the Foreman sequence at 5% loss rate. Quantization
on the PMFs is done by grouping () outcomes into a single outcome, where @ is 8, 16 or
32. The corresponding AMMRs are 3.65%, 6.83% and 16.84%. Therefore the estimation is

still quite accurate even when @ = 16, but the memory usage can be reduced by 93.75%.
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4.6.4 Performance of the Integrated Distortion Estimation Scheme

We now test the performance of our integrated scheme with both the RODE and graphi-
cal model methods. Both the texture and depth images are independently encoded using
H.264/AVC. Each slice contains 3 rows of macroblocks. The slices in both the texture and
depth bitstreams are subject to loss rates of 2%, 5% and 8%. All the texture and depth
image bitstreams containing lost packets are decoded first. After applying error conceal-
ment, the decoded texture and depth images are used for view synthesis. The resulting
erroneously synthesized virtual image is compared to the correctly synthesized virtual im-
age. This process is repeated for 200 times, each time with a different loss pattern. The
average simulated distortion for a particular frame E Dg;,,(n) is obtained by averaging the
distortions obtained from the 200 tests. For this test, 1D parallel algorithm with the simple
hole filling method is selected. Nine test sequences [3, 5, 4] are used. Each sequence has
200 frames except for the Book sequence because its original sequence only contains 100
frames. GOP sizes of 30 and 60 are used. The view in the middle of the left and right
reference views is selected as the virtual view.

Table 4.2 presents the estimation accuracy of our integrated scheme for all the test
sequences. Frame-by-frame estimation accuracy is illustrated in Fig. 4.13 (a), Fig. 4.14 (a)
and Fig. 4.15 (a) for Balloons, Kendo and Dancer sequences at 2%, 5% and 8% respectively.

For comparison, Fig. 4.13 (b), Fig. 4.14 (b) and Fig. 4.15 (b) show the results of
the quadratic model method in [41] for the same test configurations, whose accuracies are
clearly much worse than our method. The results are also much worse than those in Fig.
4.10. This is because the quadratic model mismatch increases with the depth error. The
depth error in Fig. 4.10 is in the small range of [—5,5]. When there are packet loss, the

depth error could be much larger.

4.7 Summary

In this chapter, we develop a scheme to estimate the distortion of the synthesized view
when transmission error is introduced to the encoded reference texture and depth images. A
graphical model-based method is first formulated under the assumption that only the depth
images are affected by random noises with known distributions. The method is capable
of modeling the warping competition effect such that the necessary depth and texture
distributions in the synthesized views can be accurately obtained. Then a recursive optimal
distribution estimation (RODE) method is introduced such that pixel level distribution due
to transmission error can be precisely calculated. Finally, the RODE method is integrated
into the graphical model-based method and synthesized view distortion due to transmission
error can be estimated. Experimental results demonstrate the accuracy of the proposed
scheme. The estimation accuracy of the proposed scheme can be higher than the block-

based methods for 2D video presented in [87]. Even though the complexity of the proposed
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scheme is higher than the block-based algorithm in [87], the results in this chapter could
provide valuable insights into the view synthesis problem from a theoretical perspective,

and help to develop fast approximations in the future.
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4.A Figures for the Experimental Results
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Figure 4.2: Quantization of probability mass functions for Foreman sequence.
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Figure 4.3: An example of the quadratic model method in [41] for one virtual pixel in the
Dancer sequence. (a) Quadratic model constructed using depth levels lower than the true
depth. (b) Quadratic model constructed using depth levels higher than the true depth.
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Figure 4.4: General algorithm hole filling algorithms comparison: (a) Kendo. (b) Balloons.
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Figure 4.5: General algorithm distortion estimation with simple hole filling: (a) Graphical
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Figure 4.6: General algorithm distortion estimation with constant hole filling: (a) Graphical
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Figure 4.11: Estimated decoded frame distortion by RODE. (a) Akiyo: GOP=30, Loss
Rate=2%. (b) Foreman: GOP=60, Loss Rate=5%.
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Figure 4.12: Estimated decoded frame distortion by RODE. (a) Stefan: GOP=30, Loss
Rate=8%. (b) Silent: GOP=60, Loss Rate=8%.
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Figure 4.13: Performance comparison for Balloons(GOP=60, Packet Loss=2%). (a) Pro-
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Figure 4.15: Performance comparison for Dancer(GOP=30, Packet Loss=8%). (a) Proposed
graphical model and RODE. (b) Quadratic model in [41] when integrated with the RODE.
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Chapter 5

Graph-based Transform for 2-D
Piecewise Smooth Signals with

Random Discontinuity Locations

5.1 Introduction

In this chapter, we aim to develop a single optimal graph-based transform for a class
of 2-D piecewise smooth signals with similar edges or discontinuities. Each block in the
class includes a discontinuity whose locations in different rows are randomly located within
a confined region. The advantage is that one transform can be used for many similar
blocks, thereby reducing the number of transforms that have to be computed by eigen-
decomposition during the encoding and decoding. It also allows us to completely eliminate
eigen-decomposition by precomputing the transforms. This work is currently being prepared
for publication [82].

The reason for us to design the transform from the graph instead of the covariance
matrix is that it is a lot easier to use graph to study the signals considered in this chapter.
To illustrate this, consider a 2-D signal X where a sharp transition or discontinuity can
randomly exist in each row within a bounded region. To find the covariance matrix for
such a class of signals, suppose there are P possible geometries for the transitions within
the confinement, and the occurrence of each geometry is independent from each other.
Let R(X|E;) denote the conditional covariance matrix for X if the transition geometry is
represented by Fj(for i« = 1,..., P). The covariance matrix for the entire family of X is

thus given by
1 P
R(X) = 5 > R(X|E;). (5.1)
=1

Each individual covariance matrix above is a dense matrix in general. Also, accounting

for randomness using the covariance matrix is quite difficult. However, it is known (cf. [31])
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that if we define a proper graph for the signal, then the inverse of the signal covariance
matrix can approximate the Laplacian matrix of the graph very well. Since the covariance
matrix and its inverse share the same eigenvectors [80], the optimal transform can thus
be found from the graph Laplacian (the DCT was in fact derived from the inverse of the
covariance matrix). Moreover, different from the covariance matrix, it is much easier to
consider sharp discontinuities in the graph.

If all the covariance terms in Eq. (5.1) are invertible, the equation can be rewritten as
1 F

LX) ==Y L(X|E)™! 5.2

0= Y pxiE) (52)

or equivalently,
P -1
L(X)="P (Z L<X|Ei>—1> : (5.3)
i=1

where L(X) is the covariance inverse of the class of signals, and L(X|E;) is the covariance
inverse of a particular realization of the transition geometry. Both can be replaced by
properly designed Laplacian matrices of a graph on the signal. Therefore it is easier to
design the optimal transform for the signals of interest in this chapter using the graph
theory.

The rest of the chapter is organized as follows. Sec. 5.2 derives the theory for piecewise
smooth signals with known discontinuities. Sec. 5.3 generalizes it to the random case.
Sec. 5.4 presents experimental results in depth image coding. Finally, Sec. 5.5 concludes
our discussion. The proofs of the major theoretical results are provided in the Appendix.
Preliminary results were reported in [84], without proofs and signal-dependent transform

design.

5.2 Graph-based Transform for Piecewise Smooth Signals

with Known Discontinuity Locations

In this section, we consider both 1-D and 2-D piecewise smooth signals with known dis-
continuities. We propose a special graph and an AR1 model for these signals, and show
that the inverse of the covariance matrix of the signal model is equal to a biased version of
the Laplacian matrix of the graph; hence we can use the graph to represent the signal, and
derive the optimal transform from the eigen-decomposition of the graph Laplacian. In Sec.
5.3, we will generalize the results to piecewise smooth signals with random discontinuity

locations.
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Figure 5.1: The proposed graphs for piecewise smooth signals with known discontinuity
locations: (a) 1-D graph. (b) 2-D graph.

In this chapter, we call a matrx R a layered matrix if R;; = R; j; = R;; 2 RO for all

j > 1. For example, a 3 x 3 layered matrix has the following format:

R RO RO
R=| RV R® R® | (5.4)
R R®@ REG)

5.2.1 The Inverses of the 1-D and 2-D Graph Laplacians

In this subsection, we first propose a 1-D graph for piecewise smooth signals with a known
discontinuity location, and generalize it to a 2-D graph. We then derive the closed-form
expressions of the inverses of the Laplacian matrices of the two graphs respectively. In Sec.
5.2.2, we will link the Laplacian inverses to the covariance matrices of properly defined 1-D
and 2-D ARI1 signal models. This allows us to obtain the optimal graph transform for the
signals from the proposed graphs.

An undirected graph is made up of vertices with weighted edges among them. Let D be
the diagonal degree matrix of the graph, whose i-th diagonal entry is the sum of the edge
weights connected to the i-th vertex. The adjacency matrix A of the graph is a symmetric
matrix, with A; ; = A;; being the edge weight between the i-th and the j-th vertices. The
Laplacian matrix of the graph is defined as L = D — A.
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We first consider a N-sample piecewise signal with a discontinuity between the I-th and
the (I + 1)-th samples. As in [31], we use a weighted undirected line graph with N vertices
to represent this signal, where all edge weights equal to 1, except that the edge weight
between the [-th and the (I + 1)-th vertices is . That is,

a, =1,
Ai7i+1 - { (55)

1, otherwise.

The graph is illustrated in Fig. 5.1 (a). Since the sum of each row of the standard
Laplacian matrix is 0, the matrix is singular. To make it invertible, we introduce a bias
B to the first diagonal entry of the matrix, and we use Lg(l, ) to denote this biased
graph Laplacian for the signal of interest. The following result shows that the closed-form
expression of the inverse of the biased graph Laplacian can be derived, and the inverse is a

layered matrix as in Eq. (5.4).

Proposition 1. The inverse of the biased graph Laplacian Lg(l,ca) for the 1-D graph in

Eq. (5.5) is a layered matriz R% (I, ) whose layered entries are given by

R

=

1 . .

. Ly (i—1), =11

(o) = {7 t-1) ' (5.6)
T+54(-2), i=l+1---N.

The proof is given in Appendix 5.A.2.

A similar result can be found in [31] for the inverse of a biased line graph. However,
the layered structure is not discussed. In comparison, our derivation is more general and
implies that the biased line graph inverse can be easily expressed in a closed-form without
performing actual inversions.

Next, we generalize the result above to 2-D signals with a known discontinuity location
at each row. We propose a 2-D graph for this type of signals, which consists of M horizontal
line graphs as defined in Prop. 1 that are connected vertically only at the left ends, and the
vertical edge weights are all 1, as shown in Fig. 5.1 (b). It will become clear in Theorem 1
that this simple 2-D graph corresponds to our proposed 2-D AR1 model.

We use Ljsg(l,a) to denote the biased graph Laplacian of this 2-D graph, where
l=14,...,ly]) and @ = [ay,...,ans] specify the locations and edge weights of the dis-
continuities in all rows.  is the bias term added to the first diagonal element.

Since our 2-D graph is based on the 1-D graph, the biased graph Laplacian of the 2-D
graph can be derived from that of the 1-D graph. In fact, since only the left-most vertices are
connected vertically, the 2-D graph Laplacian is almost a block diagonal matrix, with some
non-zero entries added to account for the vertical edges. The detailed expression of the 2-D
graph Laplacian matrix is given in Eq. (5.7), where the size of S(y/_yy,n is (M —i)N x N,
and its entries are all 0 except for a value of 1 at the first entry. The biased 2-D graph
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(.8

Laplacian matrix is constructed using properly biased line graph Laplacian matrices on the
diagonal. Because the overall 2-D graph Laplacian matrix contains a bias value of 3 at the
first entry and the line graph in the first row is connected to the second row by an edge of
weight 1, the first diagonal block matrix is equivalent to a line graph Laplacian biased by
B+1. Similarly, the remaining rows except the last one are connected to the top and bottom
each by an edge of 1 at the left. Therefore, their corresponding entries on the diagonal are
represented by line graph Laplacians biased by 2. Finally, the last row only has a single
edge of 1 connected to the row above it. Therefore, the equivalent line graph Laplacian is
biased by 1.

The following result shows that the inverse of the biased Laplacian matrix for the 2-D

graph has a closed-form representation.

Proposition 2. The inverse of the biased Laplacian matriz Ly g(l, o) in Eq. (5.7) for the
2-D graph in Fig. 5.1 (b) is given by RM’%(l,a) in Eq. (5.8), where C(M_Z-)N,N(% +i—1),
1=1,..., M, is a constant matriz of value % +i—1 and size (M —i)N x N.

The proof is given in Appendix 5.A.3.

It can be seen from Prop. 2 that the biased 2-D graph Laplacian inverse can be easily
expressed in terms of constant matrices and layered block matrices on the diagonal. In the
next subsection, we will see that the covariance matrix of our proposed 2-D ARI1 signal
model has exactly the same structure. Consequently, this proposition serves as one of the

two crucial steps in connecting the 2-D AR1 model to the 2-D graph.

5.2.2 A 2-D AR1 Model and its Covariance Matrix

Various 2-D AR models have been proposed in the past [7, 70, 91]. In this part, we first

propose a 2-D AR1 model for 2-D piecewise smooth signals with known discontinuity loca-
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tions, based on the 1-D AR1 model in [31]. We then prove that the covariance matrix of
the model is equal to the inverse of the biased Laplacian of our proposed 2-D graph.
In [31], the covariance matrix for a 1-D AR1 model with a discontinuity was derived, as

summarized by the following lemma.

Lemma 1. [31] If a 1D signal = {xilk =1,...,N} can be modeled by an ARI1 process
as follows,
e1, k=1,
2k = a1 +en, 1<k<N, k#l+1 (5.9)
Th1+gtes k=1+1,

where e; ~ N(0,0%), e, ~ N(0,1) (for k = 2,...,N) are i.i.d random variables and
independant of e, and g ~ N(myg, 03) is another independent random variable that models

the discontinuity, then the covariance matrix of © is a layered matriz Ro’%(l7 0++1)
g

Next, we generalize this result to a 2-D AR1 model and show that the covariance matrix
for the proposed 2-D AR1 model contains the structure defined in Eq. (5.8).
Suppose a 2-D block X, (the subscript M is added to facilitate the induction-based

proof below) has M rows of samples in a block and /N samples in each row. Let z; ; denote
the sample in the i-th row and the j-th column. We define the following 2-D AR1 model.

For j=1:

€1,1, 1 = 1,
Ti1 = .
Ti—11+e1, 1<i< M,

(5.10)
For1<i< M:
Tij—1+ €ij, 1<j<N,j#lL+1,
:I;Zhy:
Tijo1+gitei;, 1<j<N,j=lL+1,

where €11 ~ N(0,07 ;) and e; ; ~ N(0,1) (for (i,7) # (1,1)) are i.i.d. Gaussian noises, and

2
9gi

discontinuity between x;;, and x;;,41 in each row. Note that if a row does not contain a

gi ~ N(mg,,0;) (i =1,..., M) are independent Gaussian random variables that model the
discontinuity, then mg,, and a; are both zero.

In the proposed 2-D model, each sample in each row depends on its immediate left
neighbor, and each sample in the left most column depends on its immediate top neighbor.
In [31], strong and weak edges receive separate treatments. In our analysis, a unified model
is used to represent any type of discontinuities. Consequently, our discussion is consistent
and more general. It is also pointed out in [53] that using disconnected graph to build
transforms creates multiples DC components. Thus coding efficiency may be lower than

using connected graphs.
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To find the autocovariance matrix of X ;, we need to represent X s in terms of the
noise terms. Therefore, we define a square matrix F' of size N x N and its inverse as follows
[31].

F = o F'= . (5.11)

We can use F' as building blocks to construct a matrix Fjs of size MN x MN:

F 0
Fy = F 0o |, (5.12)
—Sm-1)N,N
—S(m-2)N,N
where S(y/_jn,n are defined in Eq. (5.7).
The inverse of F'y; is

F! 0
Fyl = o F! 0 |, (5.13)
(M—1)N,N
Ov—2)NN
where O(pr_j)n N is a (M —i)N x N matrix with the first column equal to 1 and remaining
entries equal to 0.
Let ; be the i-th row of X/, and &y = [x1,...,2]" be the 1D representation of

X js by stacking all rows into a long vector. Similarly, let
bi - [ei,17 67;72, ey (ei,li-i-l + 92)7 ... 7ei,N]7 (514)

and by; = [by,...,by]|T be the vectorized noise.
We can then write X js as follows based on the 2-D AR1 process in Eq. (5.10).

Fyzy =by, zy = Fj by (5.15)
Denote the mean of each row of X as u; = [0,...,0,mg,,...,mg,], where m,, first
appears at the (I; + 1)-th entry, and the vectorized mean of X s as @ = [uy,...,up]’.

The covariance matrix of X,; can be written as

Ry = E{(@y — ) (@3 — )" |

o (5.16)
— Fj/E {beﬁ} Fil — ayul).

Next, we find the covariance matrix for the proposed 2-D ARI1 signal model.
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Proposition 3. If X = {z; ;|1 <i < M,1 <i< N} follows the 2-D AR1 signal modeled
in Eq. (5.10), then its covariance matrixz is given by RMJ%l(l,a) defined by Eq. (5.8),

where 1 = {l;|1 <i < M} anda:{aizﬁ\lgigM}.

The proof is given in Appendix 5.A.4.
Prop. 2 and Prop. 3 proves that the inverse of the Laplacian of the proposed 2-D graph
is the same as the covariance matrix of the proposed 2-D AR1 model. Therefore, we have

the following theorem.

Theorem 1. If X = {;;|1 <i < M,1<i< N} follows the 2-D AR1 modeled in Eq.
(5.10), and if we define its 2-D graph as in Fig. 5.1 (b), where all the edge weights are 1
except that in the i-th row, the edge between x;;, and x;;,41 has a weight of ;gﬁ, then the
inverse of the covariance matriz of the signal is exactly the biased Laplacian of the 2-D graph,

which is given by LM7+(l,a) withl ={l;|]1 <i< M} and o = {ai = %]1 <3< M}

1,1

Theorem 1 allows us to use the proposed 2-D graph to precisely represent piecewise
smooth signals with a known discontinuity in each row, and derive the optimal transform of
the signal via the eigen-decomposition of the graph Laplacian. To the best of our knowledge,
this is the first optimal graph-based transform for a 2-D AR1 signal model.

Even though the definition in Eq. (5.10) only represents a block with discontinuities
extending from the top to the bottom or right boundary, by transposing and flipping (both
horizontally and vertically) the input signal, the model can easily fit into any scenario where
a discontinuity travels from one boundary to any of the other three block boundaries. This
will be elaborated in Sec. 5.4. This is precisely the reason that the corresponding 2-D graph
in Fig. 5.1 (b) are always connected by edges of 1 at the left.

Theorem 1 also indicates that the edge weights a; in the graph can be easily calculated
from the random variables which model the discontinuities in the 2-D AR1 model. This is
more convenient than relating a 2-D graph Laplacian to the precision matrix of a GMRF
model where the edge weights are defined by the conditional correlations, which are very
difficult to calculate in practice. An example to illustrate this argument can be found in
[53].

5.3 Graph-based Transform for Piecewise Smooth Signals

with Random Discontinuity Locations

In this section, based on the results in the previous section, we consider piecewise smooth
signals with randomly distributed discontinuities within a bounded region. We first look at
1-D signals and then generalize to 2-D signals. In each case, we will derive the structure of
the optimal graph for the signals and the corresponding closed-form expression of the Lapla-

cian matrix, from which the optimal transform can be obtained via eigen-decomposition.
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Figure 5.2: Examples of the proposed graphs for piecewise smooth signals with random
discontinuity locations: (a) 1-D graph. (b) 2-D graph.

5.3.1 The 1-D Case

We consider a 1-D AR1 signal @ = {z;|j = 1,..., N} containing a single random transition,
whose location can be anywhere between x; and xy.p. We assume each possible transition
can happen between z; and x;1(for i = I,..., I+ P —1) with probability %. The following
proposition proves the structure of the optimal graph that represents this class of random

signals.

Proposition 4. For the 1-D ARI signal x with a random discontinuity between x; and
x14+p, if the graph for each possible transition is defined as in Eq. (5.5), then the graph for

the entire family of x is a line graph with all the edge values equal to 1 except that those

between x1 and xi1p equal to w = (P_};ﬁ. That s,
w, i=1,....]+P—1,
Aiiv1 = (5.17)
1, otherwise.

The corresponding biased graph Laplacian is denoted as INLg(I,I + Pw).

Proof. The biased graph Laplacian for each possible transition is Lg(l,a) (I = 1,...,I +

P —1). According to Eq. (5.2), the covariance matrix for the entire random family of @ is

) | I+P-1 o1 e
I,I1+P)=— Lg(l,a)” = —= [, o). 1
R%( 4+ ) P ; 5( ,Oé) P iy R%( ,Oé) (5 8)
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It is known from Prop. 1 that R% (I,) is a layered matrix. Therefore the linear

combination above is also a layered matrix, and the layered entries ]?(li)(l ,I + P) are
B

RO, 1+P) =

B

1 P -

?—i—(z 1), i1=1,...,1 (5.19)

HE-D)+5+G-1), i=I+1,...,I+P—1,

S+ L4(i-2) i=I+P,..., N.
Next, we need to show that the biased graph Laplacian i/ﬁ (I,I+P, (P_Iiﬁ) is the inverse
of R% (I,I + P). The details are shown in Appendix 5.A.5. O

An example of the graph for this type of random signals is shown in Fig. 5.2 (a).

5.3.2 The 2-D Case

We now extend the result in Prop. 4 to 2-D signals. Suppose a 2-D signal

X ={z;jli=1,...,M,j=1,...,N} is modeled by the 2-D ARI process in Eq. (5.10). In
each row the signal has a single random transition bounded by P;+1 (for i = 1,..., M) sam-
ples. The following theorem proves the structure of the optimal 2-D graph that represents

this class of random signals.

Theorem 2. For the 2-D AR1 signal X with a random discontinuity between I;-th and
(I; + P;)-th pizels in the i-th row, if the 1-D graph for each row is defined as in Eq. (5.17),
then the biased graph for the collection of signals has M line graphs connected at the left.
The edge values in the confined region in the i-th row are w; :~(Hﬁ%’ and the remaining
edges are 1. The 2-D biased graph Laplacian is denoted as Ly g(I,I + P,w), where I =

(Lli=1,....M}, P={Pli=1,...,M}, and w = {wili = 1,..., M}.

The proof is given in Appendix 5.A.6. An example of the 2-D graph is shown in Fig.
5.2 (b).

In contrast to the conventional method in which the edge map needs to be encoded and
transmitted in order for the decoder to employ the correct transform, Theorem 2 provides
a very convenient way to design a univeral transform. If several confinement patterns are
carefully selected such that they can encompass the majority of the edge shapes, then
the coding of the edge maps can be reduced along with the complexity incurred by the
eigen-decomposition. For some applications, it is also possible to completely eliminate the

eigen-decomposition by precomputing all the graph transforms.
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Figure 5.3: Discontinuity confinement patterns. (a) Patterns created by shifting horizontal
bars of size 1 x 3. (b) Pattern created by shifting horizontal bars of size 2 x 3. (¢) The 45
selected discontinuity confinement patterns.

5.4 Experimental results

In this section, we demonstrate two ways to apply the proposed graph transfrom in depth
image coding. In the first approach, all graph-based transforms are pre-computed, whereas

in the second method, the transforms are adaptively computed based on the input statistics.

5.4.1 Depth Coding with Pre-computed Transform

As mentioned earlier, one way to use Theorem 2 is to pre-compute the transform. Therefore,
we design the following coding framework to test this method. First, some block discontinu-
ity confinement patterns are generated in advance, and the corresponding graph transforms
are obtained. During the encoding of a depth image, we first apply an edge detection al-

gorithm to obtain its block edge maps, which are transposed or flipped and then compared

75



with the predefined confinement patterns. If any confinement pattern bounds the edge, the
corresponding transform is applied to the block. After quantization, the coefficients are en-
coded with the CABAC entropy coding in H.264. The transform indices for each block and
the indices for the block orientation are also encoded with CABAC. At the decoder side,
the decoder decodes the transform index to select the correct transform before decoding
and inverse transforming the coefficients for reconstruction. If a block does not contain a
discontinuity, it is coded by the DCT. If the discontinuity in the block cannot be completely
captured by the confinement patterns, we choose the one with the most overlap. We then
compare with the DCT. If the DCT has fewer nonzero coefficients after quantization, we
revert back to the DCT.

Some high quality depth images from the Middlebury 2014 database [2] are used. For
the ease of experiments, the depth images are downsampled such that the resolutions are
reduced to about 500 x 700. The block size is chosen as 8 x 8.

To compare with our transform design, we choose DCT-based coding and a simpli-
fied version of the lookup table approach in [31], which produces the best rate distortion
performance in depth image coding. In DCT-based approach, the encoding and decoding
procedures are the same as our proposed framework, except that every block is encoded
using DCT and no transform index is required.

For the lookup table approach in [31], first we use 10 training depth images to build the
table as suggested. The graph isomorphism is used to find the unique common discontinuity
patterns which covers 90% of all the edge blocks in the training set. Then the transforms for
each common pattern are found by building 4-connected weighted graphs and stored in the
table. In the training set, there are 6896 blocks with discontinuities. Graph isomorphism
yields 2663 unique discontinuity patterns, out of which 1987 patterns cover 90% of the 6896
blocks. As a result, the offline table contains 1987 different transforms. During coding, edge
detection algorithm is applied to the image first so that the blocks without discontinuities are
transformed by DCT. The blocks with discontinuities are coded using one of the transforms
from the table. To determine the optimal transform, we use the rate proxy function for
the quantized AC coefficients as detailed in [31]. Therefore, during coding, the rate proxy
for each transform in the lookup table is calculated. The transform which gives the lowest
rate is selected. Then the image block is transformed, quantized and entropy coded using
CABAC. The table index which indicates the selected transform is also entropy coded.

Note that the superior performance of the coding frame in [31] is attributed to the
combination of lossless high resolution discontinuity coding, downsampling of the depth
image, intra prediction and the transform design. However, our goal is to verify the theories
of transform design rather than proposing a new depth image coding framework. Therefore,
we simply compare our offline design to the table lookup method in [31].

We now describe a simple method to create arbitrary confinement patterns by stacking

horizontal bars with various thicknesses in a staircase fashion. In Fig. 5.3(a), two examples
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are obtained via shifting a horizontal bar of size 1 x 3 by one and two pixels respectively to
the right from one row to the next row. In Fig. 5.3(b), two examples are obtained by shifting
a bar of size 2 x 3 by one and two pixels respectively. The purpose is to generate enough
confinement patterns to capture discontinuities with various angles as much as possible.
Fig. 5.3 (c) presents 45 selected confinement patterns generated by this process. The
bright regions in each block correspond to the confinement patterns. Once the confinement
patterns are found, the transform for each pattern is generated by finding the eigenvectors
of the 2-D graph described by Theorem 2. Based on gathered pixel transition variance, we
use o; = 1.3636e¢~* to build the 2-D graph.

The confinement patterns defined above only represent discontinuities running from the
top of the block to the bottom or right boundary. Therefore, if necessary, each input block
is flipped or transposed such that any discontinuity can be redirected to have the same
orientation as in the confinement patterns. There are 8 possible orientations for an input

block. This procedure is similar to the graph isomorphism used in [31].

5.4.2 Depth Coding with Adaptive Graph Transform

The arbitrary confinement patterns defined above are data independent. Its performance
can be improved if data adaptation can be introduced. Therefore we also propose a second
transform table design method by building on top of the table lookup approach in [31].
First, 1987 common discontinuity patterns are generated as described above. Then each
of the common discontinuity patterns is spatially expanded to create 1987 confinement
patterns. The transforms based on the confinement patterns are appended to the original
lookup table to form a new expanded table with 3974 transforms. The intuition is that if the
discontinuity geometry in a block is similar but not equal to the common patterns, one of
the newly appended confinement patterns can still be selected due to the spatial tolerances.

We also use a; = 1.3636e~ to build the 2-D graph for the confinement patterns.

5.4.3 Performance Comparisons

The rate-distortion performances of different transforms designs are shown in Appendix
5.B, where the method Ref refers to the reference table lookup method in [31], New refers
to our proposed transform design based on expanding common patterns, New Arb refers
to our proposed transform design using arbitrary confinement patterns, and DCT refers
to DCT coding. We can see from plots in Appendix 5.B that our proposed training-based
design is very close to the table lookup method in performance. The transform designs
based on arbitrary patterns is roughly below the table lookup method by 2dB on average.
Both the proposed transform design and the table lookup method significantly outperform
DCT coding.
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The complexities of different methods are tabulated in Table 5.1. Each entry in the
table is the total time used to encode and decode a depth image. It can be seen that the
table lookup method has significantly higher complexity than the other methods. This is
due to the rate proxy function calculation used to determine the optimal transform, which
is exponential as mentioned in [31]. On the other hand, our proposed transform designs use
bitwise masking operations for the optimal transform selection thanks to Theorem 2. Con-
sequently, the complexity of the coding framework can be drastically reduced. In particular,
the transform based on the arbitrary patterns only has fractional complexity increase over
DCT coding while still providing significant performance gain as seen in Appendix 5.B. On
average, the transform designs based on the expanded common patterns and arbitrary pat-
terns are respectively 86 times and 267 times faster than the reference table lookup method.

This is very attractive to real-time depth image coding applications.

Piano
56 ‘
54 b
52} i
m 50 i
)
o
zZ
2 a8t -
4 —+— Ref(xformsRef)
6 Refdx4(xformsRef4x4)
New(xformsNew)
44 —*— New Arb(xformsArb) |
—>— DCT
42 | | 1 1 | | |
0.2 0.4 0.6 0.8 1 1.2 14 1.6 1.8

Figure 5.4: Rate distortion comparison for depth image Piano with 4 x 4 table lookup.

Since the complexity bottleneck of the table lookup method is in the rate proxy function,
it is necessary to investigate the performance complexity tradeoff in order to find a better
configuration. As noted in [31], one solution is to use a smaller size transform such as
4 x 4 to reduce the table size. Consequently, we repeat the same training procedure using
4 x 4 blocks to confirm the complexity saving. There are 13721 4 x 4 blocks in the training
images which contain discontinuities, out of which 238 unique discontinuity patterns are
found. In the 238 unique patterns, only 43 patterns are commonly used to cover 90% of all

the blocks. Even though by using 4 x 4 blocks, the number of entries in the table is reduced
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Table 5.1: Encoding and decoding times (sec.) of different transforms

Image ‘ Ref ‘ New ‘ New Arb ‘ DCT
Piano 995.71 | 7.82 3.97 3.26
Pipes 1623.70 | 14.45 3.90 3.32
Playroom 1019.30 | 10.74 3.39 3.00
Playtable 1052.24 | 11.02 3.22 2.85
Recycle 610.50 | 5.94 3.33 3.11
Shelves 1076.19 | 10.05 3.79 3.32
Shopvac 549.35 | 9.48 2.98 2.66
Sticks 1470.40 | 24.92 3.97 3.24
Storage 467.09 | 6.97 3.28 3.05
Sword1 1268.88 | 21.81 3.98 3.36
Sword2 1163.12 | 9.58 3.65 3.23
Umbrella 628.31 | 7.36 3.62 3.38
Vintage 468.26 | 3.85 3.34 3.18
Avg. Time 953.31 | 11.08 3.57 3.15
Speedup Factor - 86 267 303

to 43, due to the reduction in transform block size, transform efficiency is expected to suffer.
Furthermore, since the number of blocks is increased by a factor of 4, the bits required to
signal the transform indices are roughly quadrupled. As an example, we use depth image
Piano to illustrate the performance comparison in Figure 5.4. All the curves in Figure 5.4
are identical to those in Figure 5.5, except that the one labeled as Refjz4 corresponds to the
table lookup method with 4 x 4 blocks. The performance decreases as expected. However,
due to the smaller lookup table, the complexity of encoding and decoding the depth image
Piano is reduced from 995.71s to 11.46s.

5.5 Summary

In this chapter, we consider a 2-D piecewise smooth signal class in which the location of
the discontinuity is random but bounded within a region. A theory is proposed to derive
the optimal graph transform for this type of signals. Depth image coding results reveal
that our new transform designs outperform DCT and have comparable performance to the
state-of-the-art method in the literature, and the complexity of our method is much lower,

making it suitable to real time applications.
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5.A Identities and Proofs

5.A.1 Matrix Inversion Formulas

In this chapter, there are a number of occasions where a partitioned matrix needs to be
inverted, for which the following matrix inversion formula are used [28]. Let L = R™! and

the two matrices are partitioned as follows.

R:[AB],L:[X Y]. (5.20)
C D zZ U

Then the submatrices of L can be obtained by
X=(A-BD'C)},
Y=-A"'B(D-CA'B)™,
Z=-D'C(A-BD'C)™},
U=(D-CcA'B)™%

(5.21)

A special case of the matrix inversion lemma is the following Woodbury matrix identity
to find the inverse of a matrix G when it is adjusted by a rank-one matrix H [46], also

known as Sherman-Morrison formula.

(G+H)'=Gc" - %

G 'HG™, (5.22)
+y9

where g = trace(HG™!).

5.A.2 Proof of the inverse of the 1-D graph in Prop. 1

Proof. For the purpose of this proof, let us define a few notations. Lg(l, o, N) and R% (l,a,N)
denote the biased 1-D graph Laplacian with NV vertices and a layered matrix of size N X N re-
spectively. Let A™ denote the matrix transpose of A along the anti-diagonal. Let A™ denote
flipping matrix A horizontally. In this proof, we will show that Lg(l, o, N)R% (l,a,N)=1.
This proof is based on induction. We first show that Prop. 1 is true for N = 2. This is
the base case. When N = 2, there is only a single possible edge. Consequently, the inverse

relationship is easily verified as follows.

1 1
+a —a 3 3
Ls(1,0,2)R1(1,0,2) = b BB =1 (5.23)
2 -« « 1141
B o B
For the induction step, we assume that Prop. 1 is true at N = K and we need
to show that it is also true at N = K + 1. By the inductive assumption, we have
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Lg(l,a, K)R

two cases.

%(l,a,K) =Tforl =1...K—-1. At N = K + 1, we need to consider

Case 1: The « valued edge is located within the first K vertices.
Based on the definition, Lg(l, o, K +1) and R% (I,r, K4+ 1) can be expressed as follows.

Ls(l,a,K) O
Ls(l,o, K +1) = A + sl K) (5.24)

0 0

ke  —(STr)"
where A = P . .
1,K

R:(l,0,K) e’

Ri(l,o, K +1) = 5 (5.25)
5 e cHs+K -1

where © is equal to the last row of R 1 (I,a, K), or equavalently O7 is equal to the last
column of R%(l,a,K).

Due to the inductive assumption, we have Lg(l, o, K)R% (l,o, K) = Iand Lg(l, o, K)o =
( ?K)T Consequently, we have the following.
Lg(l,a, K) O I i)t
sl K) Ri(l,a,K +1) = (S1k) (5.26)
0 0 2 0 0
0 — — \T
AR (l,0, K +1) = (S1x) (5.27)
B 0 1
As a result, by summing Eq. (5.26) and Eq. (5.27) we have Lg(l, a, K + 1)R% (la, K+1) =

I when the o valued edge is located within the first K vertices.
Case 2: The « valued edge is located between the K-th and (K + 1)-th vertices.
In this case we can write Lg(K, o, K + 1) and R%(K, a, K + 1) in a similar way.

Ls(1,1,K) ©
Ls(K,a,K +1) = aA + 5(6’) 0] (5.28)
R:(,1,K) o7
Ri(K,a,K+1)=| 7 (5.29)
5 e’ sty +KE-1
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where @' is equal to the last row of R 1 (1,1, K) and the value for [ is arbitrary.
Similar to the derivation for case 1, we have the following based on the inductive as-

sumption.

lLﬁ(l’l’K) O]Rl(K,a,KH):[I ( ?K)T] (5.30)
0 0| ® 0 0
aARl(K,a,K+1):lO —( ?K)T] (5.31)
B 0 1

Consequently, we have Lg(K,a, K+1)R1 (K, a, K +1) = I and the proof is completed.

O

1
B

5.A.3 Proof of the inverse of the 2-D graph in Prop. 2

Proof. The proof is based on induction. First, we need to show that Prop. 2 is true for
M = 1. In other words, we need to show that Lg(l,a)™! = R%(l,a). This has already
been proven in Prop. 1. Hence, the base case is true.

Next, for the inductive step, we assume that Prop. 2 is true for M = K and we need
to demonstrate that the proposition holds for M = K 4 1. Consequently, we can construct
a 2-D graph Laplacian with K + 1 lines by adding an arbitrary line graph with Laplacian
equal to Lg11(l1,a1) to the existing K line graph Laplacian Lg 1(l', ') as follows.

Loii(l,an) =Sk ] (5.32)

LK-‘rlﬁ(l’a):l —Sgnn  Lga(l, )

It should be noted that the bias values for the sub-block Laplacians are chosen such that
the augmented matrix is a valid biased graph Laplacian matrix by our definition.
Similarly, the covariance matrix for the K + 1 line graph is claimed as follows according
to Eq. (5.8).
Ri(lh,a1) Crnn($H)T
g 7 (5.33)

R 1(l,a) =
K+17,3 [ CKN,N(%) RK,%_H(II,OU)

The goal of the proof is to show that the Laplacian and the covariance matrices are
inverse of each other at M = K + 1. Their product is denoted by a matrix with 4 sub-
matrices X, Y, Z and U.

Xy ] (5.34)

LK+1,5(lva)RK+1,%(l7a): l 7 U
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The block matrix X is found as follows.

1

X =Lg1(li,a1)Ra(ly, 1) — SJI;N,NCKNJV(B)

? (5.35)

1
= (Snv + Lg(l, 1)) Ry (b, 1) — Baﬁ,w

By Prop. 1, we have LB(ll,al)R%(ll,al) = I. In addition, Prop. 1 tells us that the first

row of R%(ll,al) is % Therefore, we have

1
SN,NR% (li,00) = BO%,N (5.36)

Consequently, X = I.

Similarly, the block matrix U is found as follows.

1
U= —SKMNCKN,N(E)T + Ll @) Ry 1, (I, @)
1
_EO:,I;N,KN (5.37)

1
—/BSKN,KN> RK,%H(V, o)

L ll /
+< Kz o)+ o

By the assumption at the inductive step, we have L (U, )Ry, %H(l/, o) = 1. Fur-

5
18
thermore, by our definition the first row of Ry 1 +1(l’ ') is % + 1, we have

1 1

1 _i_ﬁSKNKNRK (U a) = BOII;N,KN (5.38)

Consequently we have U = 1.

Block matrix Y is found as follows.

1

Y = Lgia(l, Oél)CKN,N(B)T - S:,I;N,NRK,%-q-l(l/’ o) (5.39)

Due to the fact that the element at the first row and first column in Lg4(l1, 1) is biased

by 8 4 1 and the remaining rows all sum to 0, we have

L _ 41

3 3 OKNN (5.40)

Lgi1(l,01)Crnn(
In addition, the first row of RK%H(l', o) is % + 1. We have

6 +1
- S%N,NRK,%+1(ll7a/) = 3 OKNN (541)

Consequently, we have Y = 0. Z = 0 can be shown in a similar way.
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As a consequence, Ly 11 5(l, ) Ry %(l7 a) = I. The inductive step is completed. [

5.A.4 Proof of the Covariance of the 2-D AR1 model in Prop. 3

Proof. For this proof, let us define two functions f,(X,N) and g,(X;, N). fo(X,N) hor-
izontally augments N identical matrices X. g,(X;, N) horizontally augments N distinct
matrices X; for ¢ = 1... N with X being the left most block matrix and X y being the
right most block matrix.

The proof is based on induction. First, it should be noted that the base case where
M =1 is shown to be true by Lemma. 1.

Next, for the induction step, we assume Prop. 3 is true for M = K and we need to
prove that it is true for M = K 4+ 1. The covariance matrix with K + 1 rows can be written

as follows.

_ T =T _ T _
RK—I—I = FKl_HE {bK+1bK+1} (FKI_H) — uKHu%H (5.42)

By observing the structure of the covariance matrix we can express the three unique

_ - =T _ _ . . .
terms FK1+1, E {bK+1bK+1} and uKHu%H in Ry 1 using sub-matrices.

F! 0
Fl, = K . (5.43)
fa(ON,NyK) F

E {bxby} ga(VuK>T] (5.44)

E {I_)K-HEII;—H} = (Vi K) E{bbT}

where V;is a N x N matrix with mg,. ,mg, at the (g 41+ 1)-th row and (/; +1)-th column,

the remaining entries are 0.

agul ugu’ 1 (5.45)

T T

_ _T
UK+1UK 11 = _
uuK uu

The matrices u and b belong to the 1D signal added in the induction step to the 2-D signal
with K rows and are the 1D counterparts to @y and bg-.

After multiplying the sub-matrices, the covariance matrix Ry 1 is given as follow.

A B
R = 5.46
=l o (546
Sub-matrix A is given as follows.
o T
A=FiB{bxb} (F') —axuk (5.47)
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By the assumption for the inductive step A = RK’U% 1(l , Q)

Sub-matrices B and C' are transpose of each other.

_ T
BT =C = f,(Oyxn,K)E {beﬁ} (Fi') +
T
F 14,V K) (Fl_(l) —uuk (5.48)
= ga(ﬂia K) + ga(lIliyK) - ga(lIliyK) = ga(ﬂia K)

i
where ; is a constant matrix of size N x N equal to ) 0’]2-1 =0?, +i—1and ¥, is a
:1 ) k)

N x N matrix with a constant sub-matrix at ({41 4+ 1)-th row and (I; + 1)-th column (for
i=1,...,K). The constant sub-matrix is equal to m,, ,m, and remaining entries in ¥;
are equal to 0.

Sub-matrix D is found as follows.
~ =T
D = fo(Onn, K)E {bicbyc | fu(Onn, K)T
+ Flgo(Vi, K) fa(Onn, K)T
T
+ folOn N, K)ga(V i, K)T (F7)

L FlE {bbT} (F—l)T —uul

(5.49)

By multiplying the sub-matrices, we arrive at the following results.

fa(OnnN,K)E {EKEII;} faOn N, K)T = Qp
F 9.V, K)fa(Onn, K) =0 (5.50)

T
fa(On N, K)ga(Vi, K)T (F71) =0
Consequently, sub-matrix D can be written as follows.

D=y + FE{bb"} (F—l)T —uu” (5.51)

T
Furthermore, according to Lemma. 1, F~'E {bbT} (F_l) —uu’ = Ry(lg41, 05 41) 50

D = Qg + Ri(lx 1, axc41) = Ry 4 ge(licsr, 1)
As a result we have
Ry, (L) gu(Q KT

(5.52)
9a(, K) Rz ge(lkct1, 1)

Riq =

which corresponds to the definition of the covariance matrix in Eq. (5.8) when M = K +1.

Consequently, the proof is completed. O
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5.A.5 Proof of the inverse of the 1-D random graph in Prop. 4

First we prove two special cases in Prop. 4.

Special case 1: There is only a single possible transition location bounded by the con-
finement.

In this special case, P = 1. Therefore, Prop. 4 is reduced to Prop. 1, which is previously
proven.

Special case 2: The confinement region includes all the edges.

In this special case, if there are N vertices in the graph, then there are N — 1 possible
edge locations, therefore P = N —1 and w = #
Ls(1,N,w) and its inverse can be written as follows.

The corresponding graph Laplacian

i  (N—1Da
Lg(l,N,'w) = mLﬁ((N 2);:):21)(1, 1) (5 53)
- N —-2)a+1 '
Ls(1,N,w)™ = (—L gagr, (1, 1) 7
ﬁ( ) 7w) (N — 1)a B((YNE)l)Il)( ) )

where L B((N z)aﬂ)(l, 1) is the biased line graph Laplacian in Prop. 1 with [ taking an

arbitrary Value in the range of [1... N — 1]. It should be noted that due to the scaling
factor %, the bias value becomes /3 (]\[]\,27)10)‘“)

According to Prop. 1, L ((N 2)a+1)(l 1)~! can be expressed as a layered matrix. Con-
N—1)

sequently, i@(l, N,w)~! is also a layered matrix which can be easily verified to be equal to
R% (I,1+ P).

To finish the rest of the proof, we use the results from the two special cases and induction.
Let flg(I, I+ P,w,N) denote a 1-D random graph Laplacian with N vertices and R% (I, 1+
P, N) its corresponding inverse.

For the base case, we consider a graph with 3 vertices. When N = 3, the two special
cases cover all the possible confinement patterns. Therefore, the base case is true.

For the inductive step, we assume Prop. 4 is true for N = K. At N = K + 1, we need
to consider 3 cases.

Inductive case 1: The confinement pattern includes the edges in the first K vertices.

We have the following expressions for ig([,[ + P,w, K +1) and R%(I,I + P, K+1).

. Ls(I,]+Pw,K) 0
LB(I,I+P,w,K—|—1):A+[ sl J; w, K) 0] (5.54)
where A is defined in the proof for Prop. 1 in Appendix 5.A.2
5 R,(I,I+PK) AT
R,(I,I+P,K+1)= B (5.55)
B A é + % + K -1
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where A is equal to the last row of R 1 (I,I + P,K). Similar to the proof for Prop. 1, it
can be shown that by multiplying the submatrices and utilizing the inductive assumption
Ls(I, 1+ Pw, K + 1)R%(I,I+P,K+ 1) =1

Inductive case 2: The confinement pattern includes the edges in the last K vertices.

In this case, we have the following expressions.

N 1 -8
Ly(I,I+PwK+1)= f+l LK (5.56)
—SK71 Ll(I,I—i-P,w,K)
N 0 0
RyLI+PK+1)=| " .
5 0 Ri(I,I+PK) (5.57)
1
+ CK+1,K+1(B)

Similarly, in this case by direct multiplication and the inductive assumption we have
Ls(I, 1+ Pw, K + 1)R%(I,I+P,K+ 1) =1

Inductive case 3: The confinement pattern includes all the edges.

This is the same as special case 2 and has already been proven.

All three inductive cases cover all the possible confinement patterns for the 1-D random
graph with K + 1 vertices. Therefore, Prop. 4 is true at N = K + 1 and the proof is

completed.

5.A.6 Proof of Theorem 2

Proof. The proof is also based on induction. Prop. 4 has shown that the base case where
M =1 is true.
Assume Theorem 2 is true for M = K. Consequently, the following is true by this

assumption.

K
f/Kﬁ(I,I—i-P,w) = <HP’>
= (5.58)

L4+Pi—1 Io+Ps—1  Ig+Pg—1 -1
> > > Lrslley

b=l lo=I le=Ix

where I = {I;|i=1,...,K} and P = {P;|i = 1,..., K} bound the location of the transition

in each row. w = {w;|i = 1,..., K} are the graph edge weights in the confinement region in
each row. For each transition geometry within the confinement, I = {l;]i =1,..., K} and
a={woi=1,..., K} define the exact location of the transition and corresponding graph

edge weight in each row. We will show that this relationship is also true for M = K 4+ 1 to

complete the induction.
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First we note that for a particular transition geometry, the biased graph Laplacian with
K + 1 rows can be constructed using the biased graph Laplacian with K rows and a biased

line graph Laplacian.

Lgi1(l1,01) _SII;N,N

5.59
—Sknn L (U, a) (5.59)

LK+1,/5(l7 a) =

where I = {l;[i =2,...,K +1} and & = {o4|i = 2,..., K + 1}. For this construction, the
new line is added to the top of the 2-D graph. The bias values are chosen such that the
new matrix is a valid biased graph Laplacian.

Suppose in each row the transition is bounded by pixels I; and I; + P;(for i = 1,..., M).
Accordin to Eq. (5.3), the biased graph Laplacian for the signal with K + 1 rows is given

by the following expression.

K+1
i=1
([1+P1—1 Io+Py—1 Ik 41+Pri1—-1

-1
3 S 3 LK+17g(l,a)_1)

lhi=h lo=1I> lkr1=Ir+1

(5.60)

Our goal is to show that L = Ly 41 43(I, I + P,w).
If we recall Prop. 3, Lx15(l,)”! has the following strucutre in terms of the sub-
block matrices. Furthermore, by utilizing Prop. 1 and 2, L1 g(l, a)~! can be expressed

in terms of biased Laplacian matrices.

[ Rl(ll,al) CKN,N(l)T
Liiiplia)™ = ’ ,

| CKN,N(%) RK,%_H(l,,a’)

- (5.61)
| Lpla)™ Cran(g)” ]
| C 3 L Vo)t
| Cxnn(g) Ly s (o)
If we put Eq. (5.61) into Eq. (5.60), we have the following relationship.
. K+1 A B1"
L= P 5.62
()& 7 o)
Sub-matrix A is
K+1 L+P1—1
A= (H pi> > Lg(ly,ar)™ (5.63)
i=2 =1
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By Prop. 4, A can also be written as

K+1 B
= (H Pz) LB(II,II + Pl,w1)_1 (5.64)
i=1

_ Prog
where wy = ESIITESE

Sub-matrix D is
Io+Py—1 I3+P3—1 Ikt1+Pry1—1
-1
S e -

lo=1Is l3=1I3 lgy1=Ig41

By the assumption made at the beginning of the inductive step, the following is true.

K+1
(H P) KB (I', '+ P, w)™! (5.66)
B
where I' = {[;|i=2,...,K + 1}, P'={Pi =2,...,K + 1} and
w’:{wi:wplﬁh—Q K—I—l}.

Sub-matrices B and C' are

K41 ]
BT =C = (H Pz> CKN,N(B) (5.67)

i=1

Consequently, L is given as follows in terms of the sub-matrices X, Y, Z and U.

i_ XY
zZz U
3 -1 (5.68)
Lg(Iy, I + Pywy) ! Crnn()"
Crnn(3) L, s (I'T'+ P ,w)
B

Next, we use block matrix inversion to find L

Sub-matrix X is given as follows.

X = (.ixg([l, I + Pl,wl)_l—

1 Tr 1o/ 1o 1! (5'69)
CrnnN(35) Ly s (I''T'+ PLw )CKN,N(—)>
g B g
Since CKN’N(%)T is a constant matrix and only the first column sum of f/K s (I, T'+
B
P’ w') is nonzero and equal to % we have the following.
CKNN(E)TEI 8 (I, I+ P ’w) L ——OnN KN (5.70)
) /8 K,m ! ! /8 + 1 :
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- 1 - 1. -
U=L I''7+P ,w)———L I' 17'+P w)(-C —-)L I''T'+P W
K2 (L TP w) g K, (L TP wi( KN’KN(ﬁ)) i, L TP w)
(5.75)
Therefore, X is reduced to
- 1 1 -1
X:<LB(11711+P17M1)_ _CN,N(m)> (5.71)

In addition, Prop. 4 shows that i/g(I 1,11 + Py, w) ! contains a constant value % at every
entry. By changing the constant value, X is further reduced to a Laplacian matrix with a
different bias

X =Ly (1,11 + Pr,wy) (5.72)

Sub-matrix U by the block inversion algorithm is given as follows.

_ T ! ! / /—1_
U—<LK7%(I,I + P )

1. ) _1 (5.73)
CKMN(B)LB(IL I + Plawl)CKN,N(E)T)
Similar to the steps in finding X, we can reduce U to the following expression.
- 1\ !L
U= (Lo (1T + P\~ Crovaen(5) ) (5.74)
"B B

The stucture of L (I',I' + P’',w')~! has not been established in our previous discus-

KB

"BF1
sions. To circumvent this issue, we use Eq. (5.22) in Appendix 5.A.1. The constant matrix
with value % is a rank-one matrix. Using the Woodbury matrix identity from Eq. (5.22) in
Appendix 5.A.1, we can rewrite U as in Eq. (5.75).

We reuse the same trick on multiplying a biased graph Laplacian matrix with constant

matrices. Therefore, g = —ﬁ and g% = % Furthermore, we rewrite sub-matrix U as
follows.
< 1+ B
U=1L (I', I'+ P, w') — (— )JSKN,KN
K, g (B+1)? ’ (5.76)

_B_

A1
L (I'.I' + P w')
As a result, by employing Eq. (5.22), U can be found by changing the single bias value

in L, s (I'T'+ P, w).

B
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Sub-matrix Y is expressed as follows.

5 1
Y =—Lg(hh, L + P17w1)C(B)TU (5.77)

_ T _ T
= —-OgnynNU =—Sknn

Sub-matrix Z is found as follows.

- 1
Z = —LKi(I',I’—FP',w’)C(—)X
B B
1 (5.78)
= _mOJTV’KNX = —-SKnNN
In summary, L can be expressed as follows.
i_ Lgyi(I, I + Prown) —Sknn
—SKNN L (I, I' + P, w') (5.79)

= i’K+1,5(I7I+ va)

Eq.(5.79) is a valid biased graph Laplacian with K + 1 rows and satisfies the structure of
EK+175(I,I + P,w). Hence we have shown that if Theorem 2 is true at M = K then it
also holds at M = K + 1. The proof is completed. O
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5.B Rate Distortion Comparisons
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Figure 5.5: Rate distortion comparison for Piano.
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Figure 5.6: Rate distortion comparison for Pipes.
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Figure 5.7: Rate distortion comparison for Playroom.
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Figure 5.8: Rate distortion comparison for Playtable.
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Figure 5.9: Rate distortion comparison for Recycle.
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Figure 5.11: Rate distortion comparison for Shopvac.
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Figure 5.14: Rate distortion comparison for Sword1.
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Figure 5.15: Rate distortion comparison for Sword2.

97

13



PSNR(dB)

PSNR(dB)

Umbrella

58

2]
D
T

a1
N
T

a1
o
T

D
o]
T

—+— Ref(xformsRef)
©— New(xformsNew)
—*— New Arb(xformsArb)

—>— DCT .

N
(o]
T

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
bpp

Figure 5.16: Rate distortion comparison for Umbrella.
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Figure 5.17: Rate distortion comparison for Vintage.
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Chapter 6

Conclusions

6.1 Conclusions

In this thesis, we study the problems of joint source channel coding for single view video
transmission, transmission distortion estimation for multiview video coding and depth video
coding for multiview video applications.

In Chapter 3, we present the design of a real-time embedded H.264/AVC-based video
conferencing system, which utilizes a fast MB-level end-to-end distortion estimation algo-
rithm, a family of very short FEC codes, and a fast adaptive FEC rate allocation scheme.
The experimental results demonstrate that the system design outperforms conventional
non-adaptive FEC rate allocation scheme.

In Chapter 4, we intend to design a similar joint source channel coding framework for
FTV systems. However, the current transmission distortion estimation algorithms for the
synthesized virtual view suffer from accuracy issues. As an initial step toward this goal, we
develop a theoretical framework which accurately models the virtual view distortion when
the reference texture and depth videos are affected by random errors like packet loss. A
graphical model-based method is first formulated which is capable of modeling the pixel level
interactions when reference depth images are assumed to be affected by random errors with
known distributions. Then a recursive optimal distribution estimation (RODE) method
is introduced such that pixel level distribution due to transmission error can be precisely
calculated. Finally, the RODE method is integrated into the graphical model-based method
and synthesized view distortion due to transmission error can be estimated. Experimental
results demonstrate that the accuracy of the proposed scheme outperforms the existing
state-of-the-art approaches.

An efficient compression algorithm for depth images is crucial to multiview video based
applications like FTV. In Chapter 5, we aim to derive a single optimal transform for a class
of depth image blocks that contain distinct but similar edge geometries. In our derivation,

we model the collection of depth image blocks as a 2-D piecewise smooth signal class in
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which the location of the discontinuity is random but bounded within a region. A theory
is proposed to derive the optimal graph transform for this type of signals. Depth image
coding results reveal that our new transform designs outperform DCT and have comparable

performance to the state-of-the-art method in the literature with much lower complexity.

6.2 Future Works

It is mentioned in Chapter 4 that the proposed distortion estimation algorithm for the
synthesized virtual view does not consider filtering operations and complex motion com-
pensation schemes. Therefore, one possible future work can focus on accounting for the
effect of median filtering, hole dilation, deblocking filter, sub-pixel motion estimation, and
B frames. It is evident from our derivation that the complexity of the graphical model
makes the estimation algorithm unsuitable for real-time applications. In comparison to
ROPE, PMF tracking in RODE requires much more computational resources. One possible
approach to reduce the complexity of RODE is to use maximum entropy principle [74] to
estimate the PMF rather than tracking the exact distribution for each pixel. This makes
our estimation framework more attractive to future 3D video coding and transmission op-
timization applications.

In Chapter 5, our discussion implies that signaling the exact location of discontinuity is
expensive whereas signaling an offline transform table index requires far less bits. However,
in terms of coding performance, a block transformed by the graph which exactly reflects
its discontinuity is certainly sparser than if the same block is transformed by a graph that
is designed for a class of signals. Based on this observation, one possible future work
can focus on optimally balancing the trade-off between the two coding methods to achieve
better RD performance. In addition, the image model used in Chapter 5 is based on a
2-D ARI1 process. To improve the modeling accuracy, a higher-order AR process can be
adopted. Consequently, finding the graph structure corresponding to a higher-order AR
image model can be another interesting future work. Furthermore, the applications of
graph-based transforms are not limited to image coding. Many big and complex data which
are conveniently represented using graphs can be analyzed using graph related techniques.
Therefore, it could be interesting as a future work to investigate how graph-based transform
can be utilized in big data analysis. As a concrete example, analyzing historical flight traffic
data is a crucial step in optimizing airplane routes and airport utilization. However, the
vast amount of traffic data presents a challenge for data storage. Since the graph-based
transform proposed in this thesis has extremely low complexity, it is possible to employ our

transform design for traffic data compression while meeting real-time requirements.
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