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#### Abstract

Brownian motion refers to the erratic random movement of microscopic particles suspended in a fluid. In a simple fluid, Brownian motion exhibits two key properties: the mean-squared displacement (MSD) increases linearly with time (the proportionality constant is the diffusivity $D$ ) and the displacement distribution is Gaussian. Although a linear MSD was initially assumed to always imply Gaussian displacements, recent experiments show that non-Gaussian displacements can coexist with a linear MSD in complex environments. Chubynsky et al. [PRL 113, 098302, 2014] have argued that such behavior arises when $D$ has temporal and/or spatial fluctuations that are convolved together and form a non-Gaussian distribution. Experiments to date have been in complex settings where direct measurements of $D(x, t)$ have not been possible. Here, we report experiments on a simple system where $D(x, t)$ is known: the Brownian motion of a colloidal sphere near a boundary wall. By choosing the particle size carefully, we ensure that the bead explores a wide range of $D$. We observe a linear MSD curve and non-Gaussian displacements for vertical motion and directly confirm the proposed mechanism of Chubynsky et al. for such "diffusing diffusivity."
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## Chapter 1

## Introduction

In this work, we study the statistical properties of a Brownian colloidal sphere near a flat wall. Our goal is to explore experimentally, in a simple setting, the consequences of a fluctuating diffusion constant. Brownian diffusion is a basic model in soft matter and biophysics. Historically, "Brownian motion" refers to the inherent, incessant motion of microscopic particles of matter when suspended in a fluid, a phenomenon first given serious consideration by the Scottish botanist Robert Brown in 1827 [1]. Using a microscope, Brown was investigating the fertilization process in plants when he noticed a "rapid oscillatory motion" of microscopic particles within the pollen grains suspended in water under the microscope. Such motions had been observed prior to Brown but only in organic molecules, and their origin was credited to some mysterious force that was characteristic of living matter. Brown was the first to show that the problem was one of physics, not biology, since he verified that the diffusion did not arise from the living origin of the particles. Brown tried many particles, even "a fragment of the Sphinx" [1]. Upon this discovery, he reported,

[^0]By the late 19th century, interest in Brownian motion grew among theoretical and experimental physicists, who searched for a consistent explanation of its various characteristics. In 1905, Albert Einstein, driven by a desire to show that the physics of statistical fluctuations supports the atomic hypothesis of matter, gave an illuminating quantitative theory of Brownian motion. In his first Brownian-motion paper, On the motion of particles suspended in a resting fluid demanded by the molecular theory of heat, he wrote [2]
"It is possible that the movements to be discussed here are identical with the so-called 'Brownian molecular motion'; However, the information available to me regarding the latter is so lacking in precision, that I can form no judgment in the matter.". (Einstein 1906)

Einstein's theory of Brownian motion inspired experimental work by Jean Perrin in 1908 that provided estimates of Avogadro's number [3]. Perrin's work quickly convinced the remaining skeptics of the concept of the atomic hypothesis, and he received the Nobel Prize in Physics in 1926. After Einstein's 1905-1906 papers, theoretical and experimental work on Brownian motion advanced rapidly. We summarize four key characteristics of Brownian motion found in the work pioneered by Einstein and von Smoluchowski [4]:

## (I) Thermal origin and stochastic nature of the motion

Einstein proposed that Brownian diffusion results from the quasi-random, microscopic interactions of the suspended particle with thermally excited molecules forming the liquid. His results offered firm evidence for the atomistic hypothesis of matter and were supported by experimental work by Perrin [5]. From the equipartition theorem of statistical mechanics, the temperature $T$ of a fluid is equal to the average kinetic energy of the constituent molecules. In three dimensions,

$$
\begin{equation*}
\frac{3}{2} k_{B} T=\frac{1}{2} m\left\langle v^{2}\right\rangle, \tag{1.1}
\end{equation*}
$$

where $k_{B}$ is the Boltzmann constant, $m$ the mass of the molecule, and $v$ its speed. In thermal equilibrium, the molecules of the surrounding fluid are in spontaneous and continuous motion, with the typical "thermal velocity" $v_{\text {thermal }}=\sqrt{3 k_{B} T / m}$. The observed Brownian diffusion therefore reflects thermal fluctuations that are observable at our scale [6]. The physical system can be viewed as "large molecules" in a solution, the large molecules being the Brownian or colloidal particles.

The minimum and maximum permissible sizes of the particle to be considered Brownian are not distinctly defined. For the minimum size, a Brownian particle should be significantly larger than the linear dimension of a solvent molecule, which is $\approx 1 \mathrm{~nm}$. The upper limit to the size of a Brownian particle is set by the requirement that it exhibits measurable thermal motion. This implies a maximum size of $\approx 10 \mu \mathrm{~m}$.

Owing to the very large number of solvent molecules in collision with each Brownian particle, Einstein realized that the theoretical analysis of Brownian motion should be based on probability theory. He assumed that the particle's position is a Markov process in time; i.e., it changes state according to a transition rule that depends only on the
current state. Brownian motion as a mathematical random process was first constructed rigorously by Norbert Wiener [7] in a series of papers starting in 1918. The stochastic description of Brownian diffusion processes was further developed by Langevin, Fokker, Planck, Klein, Uhlenbeck and Ornstein, and Kramers [8].
(II) Self-similarity of the trajectories: Brownian diffusion mechanism was found to generate fractal structures. This property of the trajectories was first observed in the experimental work of Perrin in 1913 [5]. Today, it is referred to as statistical self-similarity: if one studies the Brownian paths with a finer spatial resolution, they conserve the same appearance and statistical properties. This self-similarity comes from the microscopic origin of the movement: a displacement of the particle corresponds to a transient anisotropy in the variation of momentum due to the very large number of random collisions of the fluid molecules with the particle. This self-similarity property, therefore, holds at time scales longer than the collision time between the solvent molecules $\left(\approx 10^{-14} \mathrm{~m}\right)$. This also explained the failure in previous experimental attempts to determine the instantaneous velocity of the particles at time scales much longer than the time between collisions [8]. Perrin concluded that the instantaneous velocity was a badly defined observable because of its dependence on the scale at which the motion is analyzed [5, 8].
(III) Mean-squared displacements that are linear in time: Investigations of the particle trajectories from experiments reveal that the average displacement $\langle x(t)\rangle$ vanishes owing to isotropy of the overall random motion: Displacements in one direction happen as frequently as displacements in the opposite direction. In analyzing the properties of the motion, neither the displacement nor the velocity is of any use for its quantitative description. However, a third quantity, the mean-squared displacement (MSD) $\left\langle\Delta x^{2}(t)\right\rangle$, is a relevant observable. Einstein predicted, and then Perrin confirmed, that Brownian particles, at long times and for $d$ spatial dimensions, obey the law

$$
\begin{equation*}
\left\langle\Delta x^{2}(t)\right\rangle=2 d D \Delta t \tag{1.2}
\end{equation*}
$$

indicating a linear relationship of the MSD with the elapsed time $\Delta t$. The proportionality constant $D$ defines the diffusivity or the diffusion constant for the Brownian particle. Diffusion satisfying this proportionality law is called normal diffusion. The observation that the MSD increases linearly with time lag explained why the attempts to measure the velocity at diffusion time scales were unsuccessful: If this relationship holds down to very small time scales, then the particle path would be non-differentiable, and the velocity is not well-defined. Einstein later realized that, at the shortest time scales, the law of statistical independence of the displacements should break down [6]. Indeed recently, Raizen et al. [9, 10] measured the instantaneous velocity of a Brownian particle both
in a liquid and a gas at short time scales on the order of 10 ns . They succeeded in observing the instantaneous velocity of the particle and verified that the velocities obey the Maxwell-Boltzmann distribution.
(IV) Gaussian distribution of displacements: One important result from Einstein was that for the free diffusion of a Brownian particle in a homogeneous medium, the probability density of the displacements $\Delta x$ is Gaussian. In one dimension,

$$
\begin{equation*}
P(\Delta x, \Delta t)=\frac{1}{\sqrt{4 \pi D \Delta t}} \exp \left(-\frac{\Delta x^{2}}{4 D \Delta t}\right) \tag{1.3}
\end{equation*}
$$

where $\Delta t$ is the elapsed time. One can derive Eq. (1.3) using the statistical independence of the increments. Indeed, when Brownian paths are viewed as a succession of steps, the Central Limit Theorem implies that the long-time dynamics have to be Gaussian.

As we mentioned earlier, normal diffusion has the characteristic scaling $\left\langle r^{2}\right\rangle \sim t$, with independent spatial increments. Recent experiments in non-homogeneous and complex systems $[11,12,13]$, however, reveal deviations from normal diffusion, in that diffusion is either faster or slower than normal. Diffusion processes that scale as

$$
\begin{equation*}
\left\langle r^{2}\right\rangle \sim t^{\gamma}, \quad \gamma \neq 1 \tag{1.4}
\end{equation*}
$$

are termed as anomalous. The scaling index $\gamma$ classifies the diffusion as normal diffusion when $\gamma=1$ and anomalous when $\gamma \neq 1$. The case $\gamma>1$ defines super-diffusive processes, and the case $\gamma<1$ defines sub-diffusive processes. Such an anomaly in the diffusion can be theoretically analyzed by treating the Brownian agent as a random walker. Anomalous diffusion can arise in several situations: divergence of the average duration of the time steps, infinite variance of the displacements and divergence of the correlation time. These scenarios led to the implementation of different models to explain anomalous diffusion [14, 15], all based on the random-walk description of Brownian motion.

A fascinating conclusion drawn from previous experiments is that the linearity of the MSD with time can be associated with Gaussian distribution of displacements. The initial assumption was that time-linear MSD always imply Gaussian distribution of displacements. However, recent experiments show that this is not always the case $[16,17,18,19,20]$. Granick and his group $[18,19]$ observed that the MSD can be linear even though the distribution is non-Gaussian. They considered a number of complex systems: colloidal beads on phospholipid bilayer tubes [18], colloidal beads in entangled actin suspensions [18], and liposomes in a nematic solution of aligned actin filaments [19]. In all three systems, the MSD was found to be precisely linear in the elapsed time over the experimental time range, $\Delta t \approx 1 \mathrm{~s}$ to a few seconds. However, the displacements are non-Gaussian distributed for small $\Delta t$. For larger $\Delta t$, they smoothly revert
back to Gaussian. The non-Gaussian density functions typically have exponential tails whose decay lengths $\lambda$ grow as $\sqrt{\Delta t}$. Very recent experiments by Bhattacharya et al. [21] observed similar behavior for diffusion of tracer molecules on polymer thin films and in simulations of a 2D system of discs. Another experiment from Granick's group [20] shows non-Gaussian diffusion in mixtures of hard spheres of different sizes. The general conclusion was that the nature of the displacement distribution does not completely determine the MSD.

A recent paper by Chubynsky and Slater [22] describes such anomalous yet Brownian diffusion behavior in terms of a diffusing diffusivity model. They proposed that such diffusion anomalies arise in heterogeneous systems where the environment of the diffusing particles changes slowly in space and time. An example of such a situation is one where the diffusivity has temporal and/or spatial fluctuations. A suitable system is one in which the environment gradually changes in space and time, so that $D=D(\mathbf{r}, t)$. Over length and time scales smaller than those of these heterogeneities, the local environment is described by an approximately constant diffusivity characterized by locally Gaussian dynamics. Over long time and length scales, non-Gaussian diffusion results from the convolution of these localized Gaussian, independently diffusive processes. This approach corresponds to breaking down complex processes into diffusive processes, each described by a constant diffusivity [18]. Hence, the distribution of diffusivities will determine the shape of the non-Gaussian distribution curves. By the Central Limit Theorem, the distribution should revert back to a Gaussian at times much greater than the correlation time of the fluctuations of the diffusivity. In previous experiments, the fluctuations in $D$ that drive this diffusing-diffusivity mechanism are unknown.

In this thesis, I pose the following question:

## "Can this non-Gaussian yet normal diffusion be experimentally observed in a simpler system where the complexity comes from known fluctuations in the diffusivity?"

Let us consider a simple system characterized by a space-dependent diffusivity, the Brownian motion of a colloidal sphere near a flat rigid wall. For this system, theoretical and experimental studies [23, 24, 25] have shown that the diffusivity decreases anisotropically with distance from the wall, owing to the alteration of the hydrodynamic interaction between the sphere and the fluid generated by the wall's boundary conditions [24]. Our goal is to investigate, theoretically and experimentally, the dynamics of this wall-hindered diffusion system and to explore the emergence of non-Gaussian diffusion. We first explore this system theoretically to study the statistical properties of the displacement distribution curves at different time scales and search for experimental parameters that reveal non-Gaussian dynamics driven by complexity due to diffusivity fluctuations only, coexisting with time-linear MSD. We then study the system experimentally, for the setting of near-wall motion of a Brownian bead in water under the influence of gravity and electrostatic double-layer forces.

The chapters of the thesis are organized as follows: Chapter 2 serves as a concise theoretical background relevant to the work. Chapter 3 discusses the wall-hindered diffusion system and the simulations of the system, which provide guidelines for the choice of experimental parameters that bring about fascinating properties of space-dependent diffusion. Chapter 4 focuses on the second part of my research, the implementation of the experimental technique for studying the system. Finally, in Chapter 5, we conclude with a summary and outlook.

## Chapter 2

## Theoretical Background

There are several approaches to understanding the underlying mathematical concepts of Brownian diffusion, as described in Chapter 1. The choice of approach one employs depends on the system being analyzed and the goals of the investigation. For this study, we adopt both the Langevin and Fokker-Planck approaches to study Brownian motion near a wall. Our discussion will focus on describing individual spherical Brownian particles. Because of their experimentally accessible time and length scales, hard-sphere colloids are an ideal model system to study nonlinear behaviors in far-from-equilibrium systems [8].

This chapter is organized into four sections: Section 2.1 introduces the Langevin equation concept. The interactions of a colloidal sphere with a rigid wall is considered in Sec. 2.2. In Sec. 2.3, we discuss the modified overdamped Langevin equation describing the motion of a Brownian sphere close to the wall. Section 2.4 introduces the Fokker-Planck equation as a tool to gain insight into the diffusing-diffusivity dynamics of the particle.

### 2.1 Langevin equation

### 2.1.1 General Langevin equation

For a single free Brownian particle, Langevin started from the equation of motion given by Newton's second law, assuming that the particle experiences two forces from the surrounding solvent molecules:
(i) Viscous drag - $\gamma v$ : the deterministic force coming from hydrodynamic friction. Here, $v$ is the velocity and $\gamma$ is coefficient of friction governed by Stokes' law [2]; i.e., $\gamma=6 \pi \eta a$, for a sphere of radius $a$ in a fluid with dynamic viscosity $\eta$.
(ii) Rapidly fluctuating force $\xi(t)$ : the thermal noise that causes random motions of the suspended particle due to the thermal impacts of the liquid molecules on the particle.

This is the residual force exerted by the heat bath after the frictional force has been subtracted.

The resulting equation of motion for a mass $m$ diffusing in an unbounded fluid medium in one dimension reads

$$
\begin{equation*}
m \frac{d^{2} x(t)}{d t^{2}}=-\gamma \frac{d x(t)}{d t}+F_{\mathrm{ext}}+\xi(t) \tag{2.1}
\end{equation*}
$$

where $F_{\text {ext }}$ includes any other external forces. Equation (2.1) is called a stochastic differential equation reflecting the presence of the stochastic noise term. To determine the trajectories from Eq. (2.1), we need to know the statistical properties of the noise $\xi$.

Owing to the large number of independent collisions of different fluid molecules on the particle, the resulting random force is equally likely to push in one direction as in the other. The average over all realizations of the force thus vanishes:

$$
\begin{equation*}
\langle\xi\rangle=0 . \tag{2.2}
\end{equation*}
$$

Here, $\langle\cdot\rangle$ denotes the ensemble average.
Time scales considered in the study of Brownian motion are set by the resolution of the experiment or theory, and observables are averaged over the time intervals that set the time scale. The smallest time scale considered is the collision time between the solvent molecules, $\tau_{\text {solvent }}$. This solvent time scale is $\approx 10^{-14} \mathrm{~s}$ for a latex sphere of radius $1 \mu \mathrm{~m}$. The Langevin equation, together with the statistical properties of the random force, is valid on time intervals much greater than $\tau_{\text {solvent }}$. It is essential also to specify the relevant time scales for the hydrodynamic regime of the translating sphere. We consider the momentum relaxation time $\tau_{m}$, the characteristic time taken by the Brownian sphere to lose its perturbed momentum arising from thermal fluctuations. In the absence of external forces, the equation of motion for the translating sphere with mass $m$ and friction coefficient $\gamma$ reads

$$
\begin{equation*}
m \dot{v}-\gamma v=0, \tag{2.3}
\end{equation*}
$$

implying the momentum relaxation time

$$
\begin{equation*}
\tau_{m}=\frac{m}{\gamma} . \tag{2.4}
\end{equation*}
$$

In terms of the particle size $a$ and mass density $\rho$, and the fluid's viscosity $\eta$, the momentum relaxation time is

$$
\begin{equation*}
\tau_{m}=\frac{\frac{4}{3} \pi \rho a^{3}}{6 \pi \eta a}=\frac{2}{9} \frac{\rho}{\eta} a^{2} . \tag{2.5}
\end{equation*}
$$

For a colloidal latex sphere, diffusing in water, with size in the range $a=0.1-10 \mu \mathrm{~m}$, the momentum relaxation time falls in the range $\tau_{m} \approx 10^{-10}-10^{-6} \mathrm{~s}$. The average $\left\langle\xi(t) \xi\left(t^{\prime}\right)\right\rangle$ at two distinct times $t$ and $t^{\prime}$ vanishes if the time differences $\left|t-t^{\prime}\right|$ are larger than $\tau_{\text {solvent }}$. The shortest time scale considered for Brownian diffusion of colloidal particles is $\tau_{m}$. Since $\tau_{\text {solvent }} \ll \tau_{m}$, it is a reasonable approximation to take the limit $\tau_{\text {solvent }} \rightarrow 0$. This gives the time-correlation function

$$
\begin{equation*}
\left\langle\xi(t) \xi\left(t^{\prime}\right)\right\rangle=q \delta\left(t-t^{\prime}\right), \tag{2.6}
\end{equation*}
$$

where $q$ is the measure of the strength of the fluctuation force and is referred to as the fluctuation strength. The delta ( $\delta$ ) function forces the average energy of the colloidal particle to be finite, as required by the equipartition law [26]. By the fluctuation-dissipation theorem [26], the fluctuation strength is given by

$$
\begin{equation*}
q=2 D \gamma^{2} \tag{2.7}
\end{equation*}
$$

We have introduced the diffusion constant, or diffusivity,

$$
\begin{equation*}
D=\frac{k_{B} T}{\gamma}=\frac{k_{B} T}{6 \pi \eta a}, \tag{2.8}
\end{equation*}
$$

where $\eta$ is the fluid dynamic viscosity and $a$ is the particle radius. Equation (2.8) is the famous Stokes-Einstein relation for a translating sphere in an infinite fluid medium [2].

### 2.1.2 Overdamped Langevin equation

We define the third significant time scale for our system, the characteristic diffusion time scale

$$
\begin{equation*}
\tau_{a}=\frac{a^{2}}{6 D}=\frac{\pi \eta}{k_{B} T} a^{3}, \tag{2.9}
\end{equation*}
$$

which is the time taken by the particle to diffuse a distance equal to its radius $a$. We rescale time, velocity, and the stochastic and external forces as

$$
\begin{equation*}
t^{\prime}=\frac{t}{\tau_{a}}, \quad v^{\prime}=\frac{\tau_{a}}{a} v, \quad \xi^{\prime}=\frac{1}{\gamma} \frac{\tau_{a}}{a} \xi, \quad F_{\mathrm{ext}}^{\prime}=\frac{1}{\gamma} \frac{\tau_{a}}{a} F_{\mathrm{ext}} \tag{2.10}
\end{equation*}
$$

respectively. The Langevin Eq. (2.1) then transforms to

$$
\begin{equation*}
\left(\frac{\tau_{m}}{\tau_{a}}\right) \frac{d v^{\prime}}{d t^{\prime}}=-v^{\prime}+\xi^{\prime}+F_{\mathrm{ext}}^{\prime} \tag{2.11}
\end{equation*}
$$

We have just expressed the time and position in new units corresponding to the minimum resolution for the coarsened description of the system. For a typical colloid of size $a \approx 0.1-1 \mu \mathrm{~m}$ translating in water, $\tau_{a}$ falls within the range $\tau \approx 10^{-3}-10^{0}$ s. Since $\tau_{m} \ll \tau_{a}$, the inertial term on the left-hand-side of the Langevin Eq. (2.1) can be set to zero in the diffusion time scale,
which defines the overdamped limit. The diffusive dynamics is then described by the overdamped Langevin equation,

$$
\begin{equation*}
0=-\gamma \frac{d x}{d t}+F_{\mathrm{ext}}+\xi \tag{2.12}
\end{equation*}
$$

Below, in Sec. 2.3.1, we will see that we must be careful in dropping the inertial term. The latter constitutes a singular perturbation and accounting for its effects, even when small, can sometimes be important.

### 2.2 Near-wall effects

In this work, we explore the Brownian motion of a single colloidal sphere near a flat wall, as shown in Fig. 2.1. Examples of compact, rigid spheres investigated in experiments include polystyrene (latex) and amorphous silica particles. If the colloidal sphere diffuses close to a rigid planar wall, the drag due to fluid viscosity increases, and its diffusion constant consequently decreases. The corrections to the sphere diffusivity due to the alteration of the hydrodynamics and the sphere-wall interactions will be considered below.


Figure 2.1: Brownian sphere diffusing at a height $z$ above a rigid wall.

### 2.2.1 Hindered Diffusion

For a freely diffusing Brownian sphere in an unbounded fluid medium, the diffusion coefficient is given by Eq. (2.8). When the sphere diffuses near a planar wall, diffusion is hindered. This effect has been studied by several groups theoretically and experimentally [23, 27, 28]. As the particle diffuses towards the wall, its diffusivity $D$ is reduced and becomes anisotropic.

These effects can be understood by considering the Navier-Stokes flow $u$ of the fluid around
the sphere and the no-slip boundary condition, which states that at a solid boundary, the fluid will have zero velocity relative to the boundary. In this situation, the no-slip boundary condition is applied at the surface of the sphere, i.e., $u=u_{\text {sphere }}$, and the solution to the Navier Stokes Equation leads to the drag force $F_{0}=6 \pi \eta a u$ [24]. However, there is an additional no-slip


Figure 2.2: Typical flow on the surface of the sphere $u_{\text {sphere }}$ with reference to a wall.
condition imposed by the wall, which alters $F_{0}$ appreciably when the sphere diffuses close to the wall. For this case, the flow around the sphere, with reference to the wall, is shown in Fig. 2.2. The flow profile decreases towards the wall, and it vanishes at the wall. Hence, the presence of the wall introduces the shear force

$$
\begin{equation*}
F \propto \eta \frac{\partial u}{\partial z} \tag{2.13}
\end{equation*}
$$

because of the development of near-wall velocity gradients. Owing to the no-slip condition on the surface of the sphere, the drag force will increase inversely with distance towards the wall as a result of additional hydrodynamic pressure arising from these velocity gradients. The particle then experiences a local drag force that depends on both the distance $z$ from the wall and the direction of motion, and its diffusion is hindered.

We can separate the drag force into independent components for motion parallel and perpendicular to the wall, thanks to the linearity of the Navier-Stokes equations. We express the drag force as a function of the height $z$ from the wall,

$$
\begin{equation*}
F_{D}^{\|}(z)=\frac{F_{0}}{\lambda_{\|}(z)} ; \quad \text { and } \quad F_{D}^{\perp}(z)=\frac{F_{0}}{\lambda_{\perp}(z)} \tag{2.14}
\end{equation*}
$$

where $\lambda_{\|}$and $\lambda_{\perp}$ are, respectively, dimensionless $z$-dependent parallel and perpendicular correction factors to the drag force due to the presence of the wall. In other words, the diffusion
coefficients for parallel and perpendicular motion relative to the wall are

$$
\begin{equation*}
D_{\|}(z)=D_{0} \lambda_{\|}(z) \quad \text { and } \quad D_{\perp}(z)=D_{0} \lambda_{\perp}(z) \tag{2.15}
\end{equation*}
$$

where $D_{0}$ is diffusion constant far away from the wall. Generally, the wall-hindered drag forces given in Eqs. (2.14) are difficult to solve. There is an exact series solution for $\lambda_{\perp}$, found by Brenner [24]:

$$
\begin{equation*}
\lambda_{\perp}^{-1}=\frac{4}{3} \sinh [\alpha] \sum_{n=1}^{\infty} \frac{n(n+1)}{(2 n-1)(2 n+3)}\left[\frac{2 \sinh [(n+1) \alpha]+(2 n+1) \sinh [\alpha]}{4 \sinh ^{2}[(n+1 / 2) \alpha]-(2 n+1)^{2} \sinh ^{2}[2 \alpha]}-1\right] \tag{2.16}
\end{equation*}
$$

where $\alpha=\cosh ^{-1}(z / a)$, with $z$ the distance from the wall to the bottom of the sphere. A useful second-order Pade approximation to Eq. (2.16) is [29]

$$
\begin{equation*}
\lambda_{\perp}(z)=\frac{6 z^{2}+2 a z}{6 z^{2}+9 a z+2 a^{2}} \tag{2.17}
\end{equation*}
$$

The most commonly used representations of $\lambda_{\|}$are all approximate. The representations are derived via the method of reflections, an iterative series-solution technique that decomposes the velocity and the pressure fields into a linear superposition of terms of successively higher order in the number of wall and sphere boundary interactions. In this method, it is assumed that the motion of the Brownian sphere near a wall induces a pressure and velocity distribution in the adjacent fluid. The terms in the expansion are constrained to alternately satisfy the boundary conditions on both the sphere and the wall. The solutions for the parallel correction factor obtained with this method are usually expressed as a power series in $a /(a+z)$. Using this method, one finds [24]

$$
\begin{equation*}
\lambda_{\|}(z) \cong 1-\frac{9}{16}\left(\frac{a}{a+z}\right)+\frac{1}{8}\left(\frac{a}{a+z}\right)^{3}-\frac{45}{256}\left(\frac{a}{a+z}\right)^{4}-\frac{1}{16}\left(\frac{a}{a+z}\right)^{5}+\mathcal{O}\left(\frac{a}{a+z}\right)^{6} \tag{2.18}
\end{equation*}
$$

Plots of the parallel and perpendicular diffusivity of the sphere with height from the wall are shown in Fig. 2.3. The diffusivity is significantly reduced at heights on the order of the particle's radius. For the investigations reported in this thesis, the most important feature of Fig. 2.3 is that $D_{\perp}(z \rightarrow 0)=0$, whereas $D_{\|}(z \rightarrow 0) \approx 0.3 D_{0}$.

### 2.2.2 Sphere-wall interactions

In order to understand the near-wall dynamics of the Brownian particle, we need to study the external forces that act on it. In our system, these forces come from the interaction of the sphere with the wall and from the gravitational field. There are several well-developed theories that describe the interactions in such colloidal systems. Moreover, there are accurate direct measurements of the forces acting between the particles as a function of the surface separation


Figure 2.3: Anisotropic corrections to the diffusivity.
in liquids [28]. In this work, we assume that the Brownian sphere does not interact with other Brownian spheres. This is the case for very dilute suspensions.



Figure 2.4: Sphere potential energy due to the wall and gravity. (a) Attractive van der Waals potential and the repulsive double-layer potentials come from the wall. (b) The gravitational potential is included. All these interactions act in the direction perpendicular to the wall.

Our description of the wall interactions are obtained from the DLVO theory, a theory named after Derjaguin, Landau, Verwey, and Overbeek [30], which assumes that the forces between two surfaces separated by the liquid arise from two main contributions: the attractive van der Waals forces and the repulsive electrical double-layer forces, as shown in Fig. 2.4(a). Besides the
electrostatic and van der Waals interactions, other "non-DLVO" forces in a solvent are present. They become important at very small distances to the wall. In our study, these short-range forces are not relevant because the particle never gets close enough to the wall to be affected by them. In addition to the DLVO forces, the gravitational forces also affect the particle's dynamics. We next consider each one the the interactions.

## Double-layer forces

The surface of the colloidal particle and the wall in a liquid may carry ionized chemical groups, leading to repulsive double-layer forces. The repulsive electrostatic double-layer forces prevent the Brownian particles from sticking to each other and to the surface of the wall.

Surface charges can originate from different mechanisms, such as ionization of surface groups, specific adsorption of ions from solution onto a previously uncharged surface, or isomorphic substitutions. Since the system is electrically neutral as a whole, the fluid must contain an equivalent charge of the opposite sign. When the wall or sphere surface is negatively charged, free negatively charged ions are released from the fluid close to the surface, while positive ions are attracted towards the surface. Consequently, a double-layer charge distribution forms near the surface (see Fig. 2.5). It should be noted that the resulting double-layer interaction potential


Figure 2.5: A Brownian sphere immersed in the liquid is surrounded by an electric double layer. The same applies to the wall. One of the double layers is formed by the charge that accumulates at the surface of the particles. Another layer is formed by the excess of oppositely charged ions in the solution. The charge density decreases gradually with increasing distance into the bulk liquid phase.
is not a Coulomb repulsion (which goes as $1 / z$ ) but is screened by the free ions in the fluid. Its approximate form is [30]

$$
\begin{equation*}
U_{\mathrm{dl}}=B e^{-z / \lambda_{D}} \tag{2.19}
\end{equation*}
$$

where $l_{D}$ is the Debye length, which measures the effectiveness of the screening - the extent of double-layer interaction effects. The Debye length is given by

$$
\begin{equation*}
l_{D}=\sqrt{\frac{\varepsilon \varepsilon_{0} k_{B} T}{2 \cdot N_{A} e^{2} I}} \tag{2.20}
\end{equation*}
$$

with $N_{A}$ the Avogadro number, $e$ the elemental electric charge, $\varepsilon$ the dielectric permittivity of the solvent, $\varepsilon_{0}$ the relative dielectric permittivity of free space. Also, $I$ is the ionic concentration of the solvent, given by $I=\frac{1}{2} \sum_{i} c_{i} Z_{i}^{2}$, where $c_{i}$ is the molecular concentration and $Z_{i}$ the valence of ion $i$. Screening is more efficient (i.e., $l_{D}$ becomes smaller) for larger concentrations of free ions in the solvent. Adding salt, for example, can reduce the double-layer repulsion. The prefactor $B$ measures the strength of the double-layer potential and is given by

$$
\begin{equation*}
B=16 \varepsilon a\left(\frac{k_{B} T}{e}\right)^{2} \tanh \left(\frac{e \psi_{1}}{4 k_{B} T}\right) \tanh \left(\frac{e \psi_{2}}{4 k_{B} T}\right) \tag{2.21}
\end{equation*}
$$

where $\psi_{1}$ and $\psi_{2}$ are the Stern potentials of the substrate surface and the particle surface, respectively. Typically, $B \approx 10-50 k_{B} T$ [30].

## Van der Waals forces

Van der Waals forces between two molecules include three different contributions: the force between two permanent dipoles (Keesom orientation force), the force between a polar and a non-polar molecule (Debye induction force), and the dispersion force or induced dipole-dipole force, which acts between all atoms and molecules, including neutral ones. These forces are very short ranged and are usually attractive. They can be screened by longer-ranged, repulsive double-layer forces coming from the charges on the surfaces. For near-wall diffusion experiments, one can add salt to the fluid to reduce the Debye length and bring the sphere closer to the wall. However, this can lead to van der Waals interactions between the particles and the wall (the particles stick to the wall), and coagulation of the particles (the particles stick to each other), a situation that can be inhibited by steric stabilization [30].

## Gravitational Interaction

In addition to the sphere-wall interactions already mentioned, the sphere diffuses under the influence of the gravitational potential

$$
\begin{equation*}
U_{\mathrm{g}}=\Delta m g z=\frac{4}{3} \pi \Delta \rho g a^{3} z \tag{2.22}
\end{equation*}
$$

where $\Delta \rho$ is the mass density difference between the fluid and the sphere. We define the gravitational decay length,

$$
\begin{equation*}
l_{g}=\frac{k_{B} T}{\Delta m g}=\frac{3 k_{B} T}{4 \pi \Delta \rho g a^{3}}, \tag{2.23}
\end{equation*}
$$

as the typical distance moved by the particle due to the gravitational potential against the thermal forces. For $l_{g} \gg a$, the particle does not feel the gravitational force. In the system we study, we require that the particle size be of the order of the decay length. This ensures that gravity is strong enough that the particle stays close to the wall, yet weak enough that it explore an interesting range of distances from the wall. We, therefore, use gravity to position the particle with respect to the horizontal wall.

The overall potential, including gravitation interaction, is illustrated in Fig. 2.4(b). It is given by

$$
\begin{equation*}
U(z)=U_{\mathrm{vdw}}+U_{\mathrm{dl}}+U_{\mathrm{g}} . \tag{2.24}
\end{equation*}
$$

Clearly, close to the wall, the gravitational forces can be neglected and the DLVO theory can correctly describe the physics of the system. At distances far away from the wall $(z / a>0.1$ in Fig. 2.4), DLVO forces can be neglected, and the particle feels only the gravitational force. In later discussion, we will ignore van der Waals forces since they are very short-ranged (order of a few nanometers) and, they are masked by the longer-ranged double-layer forces (effective to about $50-100 \mathrm{~nm}$ in our experiments).

### 2.3 Langevin equation for wall-hindered diffusion

Having determined the external forces acting on the particle, we revisit the Langevin formulation (Eq. 2.12) of the system's dynamics. We integrate the one-dimensional, overdamped Langevin equation over a time $\Delta t$,

$$
\begin{equation*}
\Delta x_{i}=-\frac{1}{\gamma(z)} \frac{\partial U(z)}{\partial x_{i}} \Delta t+\sqrt{2 D(z) \Delta t} \xi_{R} \tag{2.25}
\end{equation*}
$$

where $\Delta x_{i}$ and $\Delta t$ are the space and time increments, respectively. Here, $x_{i}$ refers to any of the rectangular coordinates $(x, y, z)$, and $\xi_{R}$ is a Gaussian random variable satisfying $\left\langle\xi_{R}\right\rangle=0$ and $\left\langle\xi_{R}^{2}\right\rangle=1$, with no correlation between different time intervals. The function $D(z)$ represents
the height-dependent diffusivity, parallel or perpendicular according to the displacements being considered. The particle diffuses freely along $x$ and $y$, but there are external forces along $z$ that come from the repulsive double-layer and gravitational potentials discussed earlier. As discussed in Sec 2.2.2, we neglect the van der Waals forces. Hence,

$$
\begin{equation*}
U(z)=B e^{-z / l_{D}}+\frac{4}{3} \pi \Delta \rho g a^{3} z ; \quad D(z)=D_{\|, \perp}(z) \tag{2.26}
\end{equation*}
$$

with all parameters explained previously. The wall is assumed to be located at $z=0$.

### 2.3.1 Noise-induced drift

In the absence of external forces, the overdamped Langevin equation reduces to

$$
\begin{equation*}
\Delta x_{i}=\int_{t_{0}}^{t_{0}+\Delta t} \sqrt{2 D(z)} \xi\left(t^{\prime}\right) d t^{\prime} \tag{2.27}
\end{equation*}
$$

The space dependence of the diffusion coefficient introduces multiplicative noise for displacements in the direction direction normal to the wall: Since the noise term is not a well-defined function, Eq. (2.27), as it stands, is meaningless unless one specifies the time at which the noise strength $\sqrt{2 D(z)}$ should be evaluated during the integration of Eq. (2.27) over the time interval $\left[t_{0}, t_{0}+\Delta t\right]$. The physics depends on the noise calculus employed, and the requirement that the long-time thermal equilibrium be consistent with the Boltzmann distribution places an additional constraint on the Langevin equation.

The diffusion coefficient appearing in Eq. (2.25) can generally be represented by $D(z+\alpha \Delta z)$ [equivalently, $D\left(z\left(t_{0}+\alpha \Delta t\right)\right)$ ], for some $\alpha \in[0,1]$. The value of $\alpha$ chosen determines the time at which the noise term is evaluated within the interval $\left[t_{0}, t_{0}+\Delta t_{0}\right][31,32]$. One has to decide which value of $\alpha$ should be employed in order to specify completely the Langevin equation. If we ignore the external forces, the perpendicular equation becomes

$$
\begin{equation*}
\Delta z=\sqrt{2 D(z+\alpha \Delta z) \Delta t} \xi_{R} \tag{2.28}
\end{equation*}
$$

Expanding the diffusion coefficient to first order, we get

$$
\begin{equation*}
D(z+\alpha \Delta z) \approx D(z)+\alpha \frac{d D}{d z} \Delta z+\mathcal{O}\left(\Delta z^{2}\right) \tag{2.29}
\end{equation*}
$$

Substituting this into Eq. (2.28) gives

$$
\begin{align*}
\Delta z & \approx \sqrt{2\left[D(z)+\alpha \frac{d D}{d z} \Delta z\right] \Delta t} \xi_{R}=\xi_{R} \sqrt{2 D(z) \Delta t}\left(1+\alpha \frac{d D}{d z} \frac{\Delta z}{D(z)}\right)^{\frac{1}{2}} \\
& \approx \xi_{R} \sqrt{2 D(z) \Delta t}\left(1+\frac{\alpha}{2} \frac{d D}{d z} \frac{\Delta z}{D(z)}\right) \\
& =\xi_{R} \sqrt{2 D(z) \Delta t}\left(1+\frac{\alpha}{2} \frac{d D}{d z} \frac{\left[\xi_{R} \sqrt{2 D(z) \Delta t}+\mathcal{O}\left(\Delta t^{1}\right)\right]}{D(z)}\right) \\
& =\sqrt{2 D(z) \Delta t} \xi_{R}+\xi_{R}^{2} \alpha \frac{d D}{d z} \Delta t+\mathcal{O}\left(\Delta t^{\frac{3}{2}}\right) . \tag{2.30}
\end{align*}
$$

Taking $\Delta t=N \delta t$, where $\delta t$ is some smaller time displacement satisfying the last line of Eq. (2.30), we note that the fluctuation term is negligible for $\delta t \rightarrow 0$. Hence, within the time interval $\Delta t$, we can replace $\xi_{R}^{2}$ with its average value 1 so that the full overdamped Langevin equation for perpendicular motion becomes

$$
\begin{equation*}
\Delta z=\alpha \frac{d D}{d z} \Delta t-\frac{\Delta t}{\gamma(z)} \frac{\partial U(z)}{\partial z}+\sqrt{2 D(z) \Delta t} \xi_{R} \tag{2.31}
\end{equation*}
$$

The additional $\alpha$ term is deterministic and implies a drift of the Brownian particle in the direction of the diffusivity gradient. The drift is known as spurious flow, spurious drift, or noise-induced drift. The resulting noise-induced drift velocity,

$$
\begin{equation*}
v_{\mathrm{ni}}=\alpha \frac{d D}{d z}, \tag{2.32}
\end{equation*}
$$

is expected to vanish when $\alpha=0$. It also vanishes for horizontal diffusion, since $D_{\|}$is independent of $x$ and $y$. Different values of $\alpha$ lead to different solutions to Eq. (2.31). Three values have been most commonly adopted: the Itô $(\alpha=0)$, Stratonovich ( $\alpha=1 / 2$ ), and isothermal $(\alpha=1)$ conventions [33]. Although any value of $\alpha$ is mathematically admissible, it still remains controversial what value of $\alpha$ is physically more meaningful than others. The isothermal convention is appropriate for the system we are studying, since it is consistent with the equilibrium Boltzmann distribution. However, theoretical investigations reveal that starting from the underdamped Langevin equation leads naturally to the Stratonovich convention, with a drift term to be consistent with the Boltzmann distribution in equilibrium [34, 35].

The overall drift $v_{d}$ in the particle's perpendicular motions comes from two contributions: noise-induced drift due to the variation in $D$, given in Eq. 2.32, and drift due to the external field,

$$
\begin{equation*}
v_{d}(z)=\alpha \frac{d D_{\perp}(z)}{d z}-\frac{1}{\gamma(z)} \frac{\partial U(z)}{\partial z} . \tag{2.33}
\end{equation*}
$$

Hence, perpendicular motion can be presented in the compact form

$$
\begin{equation*}
\Delta z=v_{d} \Delta t+\sqrt{2 D_{\perp}(z) \Delta t} \xi_{R} \tag{2.34}
\end{equation*}
$$

From now on, we will examine the perpendicular ( $z$ ) dynamical equations only. Lateral ( $x$ and $y$ ) equations can be determined from the $z$ equations by setting $v_{d}=0$ and using the appropriate space-dependent diffusivity ( $D_{\|}$instead of $D_{\perp}$ ).

### 2.3.2 Deterministic vs. diffusive motion

The first term on the right-hand side of Eq. (2.34) leads to deterministic motion, and the last term gives rise to random motion. Equation (2.34) suggests that the noise term $(\sim \sqrt{\Delta t})$ dominates the deterministic contribution $(\sim \Delta t)$ at very small time steps. The balance between these two regimes can be set by the two time scales: the one-dimensional diffusion time scale

$$
\begin{equation*}
\tau_{\mathrm{a}}=\frac{a^{2}}{2 D} \tag{2.35}
\end{equation*}
$$

is the typical time for a particle to diffuse over a distance comparable to its own radius. The drift time scale,

$$
\begin{equation*}
\tau_{\mathrm{drift}}=\frac{a}{v_{d}} \tag{2.36}
\end{equation*}
$$

is the corresponding time for deterministic forces. Here, we assume that all the other length scales ( $l_{D}$ and $l_{g}$ ) are of the same order of magnitude. A standard measure of the relative importance of deterministic vs. random motion is the Péclet number,

$$
\begin{equation*}
\mathrm{Pe} \equiv \frac{\tau_{\mathrm{a}}}{\tau_{\mathrm{drift}}}=\frac{v_{d} a}{2 D} \tag{2.37}
\end{equation*}
$$

Setting $D=k_{B} T / \gamma$, we can express the Péclet number as

$$
\begin{equation*}
\mathrm{Pe} \sim \frac{\gamma v_{d} a}{k_{B} T} \tag{2.38}
\end{equation*}
$$

which is the ratio of the work needed to drive the particle a distance $a$ by the deterministic forces against the thermal energy. For $\mathrm{Pe} \ll 1$, the particle undergoes free Brownian motion in the normal direction, just as in parallel motion, and the drift term can be neglected in the Langevin equation (2.34). For $\mathrm{Pe} \gg 1$, the motion is deterministic, and Brownian motion can be neglected. The Péclet number will take different values for different heights of the bead.

### 2.4 Fokker-Planck equation

The motion of the Brownian particle can alternatively be described by the Fokker-Planck equation, which considers the time evolution of the particle distribution function $P(z, t)$. Instead of calculating explicit trajectories of the Brownian particle by solving the Langevin equation, we can determine the probability density $P(z, t)$ of finding the particle at a certain position $z$ at time $t$, given initial conditions. The probability density is defined such that $P(z, t) d z$ is the probability that the position lies within the interval $[z, z+d z]$ at time $t$. The time evolution of $P(z, t)$ obeys the Fokker-Planck equation [33],

$$
\begin{equation*}
\frac{\partial P(z, t)}{\partial t}=-\frac{\partial}{\partial z}\left\{v_{d}(z) P(z, t)\right\}+\frac{\partial^{2}}{\partial z^{2}}\{D(z) P(z, t)\} . \tag{2.39}
\end{equation*}
$$

The stationary solution to Eq. (2.39), found by setting $\partial_{t} P=0$, is the Boltzmann distribution,

$$
\begin{equation*}
P_{B}(z)=\frac{1}{\mathcal{Z}} \exp \left(-\frac{U(z)}{k_{B} T}\right)=\frac{1}{\mathcal{Z}} \exp \left(-\frac{B}{k_{B} T} e^{-\frac{z}{l_{D}}}-\frac{z}{l_{g}}\right) . \tag{2.40}
\end{equation*}
$$

Here, $1 / \mathcal{Z}$ is the normalization constant. From the integral formula [36]

$$
\begin{equation*}
\int_{0}^{\infty} \exp \left(-\beta e^{-x}-\mu x\right) d x=\beta^{-\mu} \gamma(\mu, \beta), \tag{2.41}
\end{equation*}
$$

with $\gamma$ the lower incomplete gamma function [36], the normalization constant is

$$
\begin{equation*}
\mathcal{Z}=l_{D}\left[\frac{B}{k_{B} T}\right]^{-l_{D} / l_{g}} \gamma\left(\frac{l_{D}}{l_{g}}, \frac{B}{k_{B} T}\right) . \tag{2.42}
\end{equation*}
$$

If the particle starts at $(z, t)=\left(z_{0}, t_{0}\right)$, then the initial condition for the density function is

$$
\begin{equation*}
P\left(z, t_{0}\right)=\delta\left(z-z_{0}\right) . \tag{2.43}
\end{equation*}
$$

Since the drift $v_{d}$ and diffusivity $D$ are independent of time, Eq. (2.39) can be formulated as

$$
\begin{equation*}
\frac{\partial P(z, t)}{\partial t}=\mathcal{L}_{\mathrm{FP}}(z) P(z, t) \tag{2.44}
\end{equation*}
$$

where $\mathcal{L}_{\text {FP }}$ is the time-independent Fokker-Planck operator, given by

$$
\begin{equation*}
\mathcal{L}_{\mathrm{FP}}=-\frac{\partial}{\partial z} v_{d}(z)+\frac{\partial^{2}}{\partial z^{2}} D(z) . \tag{2.45}
\end{equation*}
$$

The formal solution to Eq. (2.44), with initial condition Eq. (2.43), is then

$$
\begin{align*}
P\left(z, t \mid z_{0}, t_{0}\right) & =e^{\mathcal{L}_{\mathrm{FP}}(z)\left(t-t_{0}\right)} \delta\left(z-z_{0}\right) \\
& =\exp \left[-\frac{\partial}{\partial z} v_{d}(z)\left(t-t_{0}\right)+\frac{\partial^{2}}{\partial z^{2}} D(z)\left(t-t_{0}\right)\right] \delta\left(z-z_{0}\right) . \tag{2.46}
\end{align*}
$$

### 2.4.1 Conditional displacements for small times

It is hard to find the exact solutions to Eq. (2.46), since the drift and the diffusivity both depend on the particle's height from the wall. In the following, we consider the case where the time $\Delta t=\left(t-t_{0}\right)$ is small enough that the drift and the diffusivity are approximately constant. Such a requirement for $\Delta t$ depends on $z$ since the drift and the diffusivity vary more or less sharply at different heights.

For sufficiently small $\Delta t$, the drift and diffusivity are roughly constant, and we can represent $D$ and $v_{d}$ as functions of the initial position, $z_{0}$, instead of $z$. Representing the $\delta$ function appearing in Eq. (2.46) as a Fourier integral, we obtain, for small $\Delta t$,

$$
\begin{align*}
P\left(z, \Delta t \mid z_{0}\right) & =\exp \left[-\frac{\partial}{\partial z} v_{d}\left(z_{0}\right) \Delta t+\frac{\partial^{2}}{\partial z^{2}} D\left(z_{0}\right) \Delta t\right] \frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{i u\left(z-z_{0}\right)} d u \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \exp \left[-v_{d}\left(z_{0}\right) \Delta t \frac{\partial}{\partial z} e^{i u\left(z-z_{0}\right)}+D\left(z_{0}\right) \Delta t \frac{\partial^{2}}{\partial z^{2}} e^{i u\left(z-z_{0}\right)}\right] \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \exp \left[-i u v_{d}\left(z_{0}\right) \Delta t-u^{2} D\left(z_{0}\right) \Delta t+i u\left(z-z_{0}\right)\right] d u . \tag{2.47}
\end{align*}
$$

After a long exercise of calculus, the above reduces to [26]

$$
\begin{equation*}
P\left(\Delta z, \Delta t \mid z_{0}\right)=\frac{1}{\sqrt{4 \pi D\left(z_{0}\right) \Delta t}} \exp \left(-\frac{\left[\Delta z-v_{d}\left(z_{0}\right) \Delta t\right]^{2}}{4 D\left(z_{0}\right) \Delta t}\right), \tag{2.48}
\end{equation*}
$$

where $\Delta z=\left(z-z_{0}\right)$ is the $z$ displacement. This is just what we might expect: a Gaussian distribution with mean $\mu\left(z_{0}\right)=v_{d}\left(z_{0}\right) \Delta t$ and variance $\sigma^{2}\left(z_{0}\right)=2 D\left(z_{0}\right) \Delta t$. For lateral motion, characterized by $v_{d}=0$, we have $\mu=0$. Therefore, the presence of the external field and noise-induced drift along $z$ introduces asymmetry about $\langle\Delta z\rangle=0$ in the vertical displacement distribution which vanishes with the time scale $\Delta t$. Indeed, Mauricio et al. [37] observed this asymmetry for colloidal particles close to a plane wall. The height-conditional $n$-th moments
of the displacements can be shown to be [26]

$$
\begin{equation*}
\mu^{n}\left(z_{0}\right)=\left\langle(\Delta z)^{n} \mid z_{0}\right\rangle=\left[-i \sqrt{D\left(z_{0}\right)}\right]^{n} \times \mathrm{H}_{n}\left[\frac{1}{2} i v_{d}\left(z_{0}\right) \sqrt{\frac{\Delta t}{D\left(z_{0}\right)}}\right] \tag{2.49}
\end{equation*}
$$

where $\mathrm{H}_{n}(x)$ are the Hermite Polynomials $\left(\mathrm{H}_{0}=1, \mathrm{H}_{1}=2 x, \mathrm{H}_{2}=4 x^{2}-2, \ldots\right)$. The first four moments (conditional on $z_{0}$ ) are

$$
\begin{gather*}
\left\langle\Delta z \mid z_{0}\right\rangle=v_{d} \Delta t  \tag{2.50a}\\
\left\langle\Delta z^{2} \mid z_{0}\right\rangle=2 D \Delta t+v_{d}^{2} \Delta t^{2}  \tag{2.50~b}\\
\left\langle\Delta z^{3} \mid z_{0}\right\rangle=6 v_{d} D \Delta t^{2}+v_{d}^{3} \Delta t^{3}  \tag{2.50c}\\
\left\langle\Delta z^{4} \mid z_{0}\right\rangle=12 v_{d}^{2} D \Delta t^{3}+12 D^{2} \Delta t^{2}+v_{d}^{4} \Delta t^{4} \tag{2.50~d}
\end{gather*}
$$

and variations $D(z)$ are slow enough. As long as $\Delta t \ll 2 D / v_{d}^{2}$, the mean-squared displacement will be linear with time, and perpendicular diffusion will be free of the bounding forces, just as for parallel diffusion.

### 2.4.2 Diffusing diffusivity

Our interest in this work is to study the behavior of the overall diffusion of the particle. Instead of considering the small-time conditional displacements probability density $P\left(\Delta z, \Delta t \mid z_{0}\right)$, we examine the overall density $P(\Delta z, \Delta t)$ which considers all possible initial states of the system. From the law of conditional probability, the overall probability density takes the form

$$
\begin{equation*}
P(\Delta z, \Delta t)=\int_{0}^{\infty} P\left(\Delta z, \Delta t \mid z_{0}\right) P_{B}\left(z_{0}\right) d z_{0} \tag{2.51}
\end{equation*}
$$

which is a sum of the Gaussian distributions $P\left(\Delta z, \Delta t \mid z_{0}\right)$ [given by Eq. (2.48)] over all the possible initial states $z_{0}$ weighted by the Boltzmann distribution $P_{B}(z)$. To gain an intuitive understanding of the properties of the overall displacement density function given in Eqn. (2.51), we analyze its alternative formulation in terms of the fluctuations in diffusivity:

$$
\begin{equation*}
P(\Delta z, \Delta t)=\int_{D_{\min }}^{D_{\max }} P(\Delta z, \Delta t \mid D) P(D) d D \tag{2.52}
\end{equation*}
$$

This form comes from the transformation relation $P_{B}\left(z_{0}\right) d z_{0}=P(D) d D$, where $P(D)$ is the distribution of the particle's diffusivities over its motion. In this form, we can interpret the
system's overall diffusion as a sum of the very-short-time ( $\Delta t$ ) Gaussian diffusion processes each identified by its diffusion constant (dependent on $z_{0}$ ), or variance. We expect the resulting displacements to be non-Gaussian.

At larger time scales, or at $\mathrm{Pe} \gg 1$, the bounding potential along $z$ also leads to different dynamics and (2.52) does not hold. The overall distribution is the convolution of two Boltzmann distributions, since the displacement $\Delta z=\left(z_{1}-z_{0}\right)$ comes from independent draws from the Boltzmann distribution, i.e.,

$$
\begin{align*}
P(\Delta z, \Delta t) & =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d z_{0} d z_{1} P\left(\Delta z, z_{0}, z_{1}\right) \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d z_{0} d z_{1} P\left(\Delta z \mid z_{0}, z_{1}\right) P_{B}\left(z_{0}\right) P_{B}\left(z_{1}\right) \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d z_{0} d z_{1} \delta\left(\Delta z+z_{0}-z_{1}\right) P_{B}\left(z_{0}\right) P_{B}\left(z_{1}\right) \\
& =\int_{-\infty}^{\infty} d z_{0} P_{B}\left(z_{0}\right) P_{B}\left(z_{0}+\Delta z\right) \\
& =\int_{-\infty}^{\infty} d z_{0} P_{B}\left(z_{0}\right) P_{B}\left(z_{0}-\Delta z\right) . \tag{2.53}
\end{align*}
$$

The last line arises from the symmetry $P(\Delta z, \Delta t)=P(-\Delta z, \Delta t)$, which can be demonstrated by changing variables to $z=z_{0}-\Delta z$ in the integral. For the bounding potential in the system we study, Eq. (2.53) is clearly non-Gaussian. If we consider only the gravitational potential, then $P_{B}$ is an exponential distribution and $P(\Delta z, \Delta t)$ is a Laplace (bi-exponential) distribution (see Fig. 2.6). The mean-squared displacement, on the other hand, must remain linear in time as long as the Péclet number is very small. The typical displacement is taken from the sum of many random variables each taken from a Gaussian distribution, irrespective of how the diffusivities vary in space. In the next chapter, we will investigate the statistical properties of the displacements in more detail.


Figure 2.6: (a) Form of the Boltzmann distribution assuming a gravitational potential only. (b) The long-time stationary bi-exponential (Laplace) distribution of displacements.

## Chapter 3

## Computer Simulations of Brownian Diffusion Near a Wall

In this chapter, we explore numerically the dynamics of a colloidal sphere diffusing near a flat wall using the tools presented in the previous chapter. We investigate the effects of the wall and the gravitational interactions on its hindered diffusion dynamics. The results obtained are guidelines for the near-wall Brownian diffusion experiments reported in Chapter 4. Our main aim is to determine a set of experimental parameters that lead to non-Gaussian displacement distributions of the particle due to fluctuations in the diffusivity.

This chapter is organized as follows: Section 3.1 introduces the Brownian dynamics simulation algorithm used to find the bead's trajectory. In Sec. 3.3, the effect of the time intervals on the dynamics is considered, and the solutions of the Fokker-Planck equation for small time intervals is presented in Sec. 3.2. In Sec. 3.4, we investigate the effect of the particle's vertical confinement on the dynamics at very short time scales, when the displacements are not affected by the bounding potential.

### 3.1 Brownian dynamics simulation

We first study the characteristics of the particle's trajectory by solving the Langevin equation numerically for perpendicular and parallel motion.

### 3.1.1 Brownian dynamics

In Brownian dynamics simulations, particle displacements are computed based on temporal discretization of the overdamped Langevin equation given in Eq. (2.31) [38]. For a Brownian sphere close to a wall, horizontal and vertical displacements between simulation time step $i$ and
step $i+1$, with step size $\delta t=\left(t_{i+1}-t_{i}\right)$ can be represented as

$$
\begin{gather*}
x_{i+1}-x_{i}=\sqrt{2 D_{\|}\left(z_{i}\right) \delta t} \xi_{R}, \quad y_{i+1}-y_{i}=\sqrt{2 D_{\|}\left(z_{i}\right) \delta t} \xi_{R}  \tag{3.1a}\\
z_{i+1}-z_{i}=\left.\alpha \frac{d D_{\perp}(z)}{d z}\right|_{z_{i}} \delta t+\frac{D_{\perp}\left(z_{i}\right)}{k_{B} T} F\left(z_{i}\right) \delta t+\sqrt{2 D_{\perp}\left(z_{i}\right) \delta t} \xi_{R}, \tag{3.1b}
\end{gather*}
$$

where $(x, z)$ is the particle's position, $D_{\|, \perp}$ are the anisotropic diffusion coefficients defined in Chapter $2, \xi_{R}$ is a Gaussian random variable satisfying $\left\langle\xi_{R}\right\rangle=0$ and $\left\langle\xi_{R}^{2}\right\rangle=1$, and $F$ is the sum of all external forces. We have

$$
\begin{equation*}
F(z)=-\frac{\partial U(z)}{\partial z}=\frac{B}{l_{D}} e^{-\frac{z}{l_{D}}}-\frac{k_{B} T}{l_{g}} \tag{3.2}
\end{equation*}
$$

where $l_{D}$ and $l_{g}$ are the Debye and gravitational lengths, respectively, introduced in Chapter 2, and $B$ is the double-layer strength. By choosing the system's length scale to be the particle's radius and the time scale to be the characteristic time the particle requires to diffuse its diameter $2 a$ in two dimensions, $\tau_{a}=a^{2} / D_{0}$, we introduce the dimensionless parameters

$$
\begin{gather*}
\overline{\delta t}=\frac{\delta t}{\tau_{a}}=\frac{\delta t D_{0}}{a^{2}},  \tag{3.3a}\\
\bar{z}=\frac{z}{a}, \quad \bar{x}=\frac{x}{a}, \quad \bar{y}=\frac{y}{a}  \tag{3.3b}\\
\bar{l}_{D}=\frac{l_{D}}{a}, \quad \bar{B}=\frac{B}{k_{B} T},  \tag{3.3c}\\
\bar{l}_{g}=\frac{l_{g}}{a}=\frac{3 k_{B} T}{4 \pi \Delta \rho g a^{4}} . \tag{3.3d}
\end{gather*}
$$

In these dimensionless units, Eqs. (3.1a) and (3.1b) become

$$
\begin{gather*}
\bar{x}_{i+1}=\bar{x}_{i}+\sqrt{2 \lambda_{\|}\left(\bar{z}_{i}\right) \overline{\delta t}} \xi_{R}, \quad \bar{y}_{i+1}=\bar{y}_{i}+\sqrt{2 \lambda_{\|}\left(\bar{z}_{i}\right) \overline{\delta t}} \xi_{R}  \tag{3.4a}\\
\bar{z}_{i+1}=\bar{z}_{i}+\left.\alpha \frac{d \lambda_{\perp}(\bar{z})}{d \bar{z}}\right|_{\bar{z}_{i}} \overline{\delta t}+\lambda_{\perp}\left(\bar{z}_{i}\right)\left[\frac{\bar{B}}{\bar{l}_{D}} e^{-\bar{z}_{i} / \bar{l}_{D}}-\frac{1}{\bar{l}_{g}}\right] \overline{\delta t}+\sqrt{2 \lambda_{\perp}\left(\bar{z}_{i}\right) \overline{\delta t}} \xi_{R} . \tag{3.4b}
\end{gather*}
$$

Here, $\lambda_{\|, \perp}=D_{\|, \perp} / D_{0}$. In our simulations, we will investigate carefully the influence of the Debye and gravitational length parameters, $\bar{l}_{D}$ and $\bar{l}_{g}$, as well as the time parameter $\overline{\delta t}$, on the dynamics of the system. Typical values of the parameters $\bar{l}_{g}$ and $\overline{\delta t}$, for various bead sizes, are


Figure 3.1: Simulation parameters vs. radius of sphere. (a) Gravitational decay length parameter $\bar{l}_{g}$ for a latex bead (density $=1.055 \mathrm{~g} / \mathrm{cc}$ ) and a glass bead (density $=2.5 \mathrm{~g} / \mathrm{cc}$ ) in water (density $=1.0 \mathrm{~g} / \mathrm{cc}$ ). Dotted lines indicate that $\bar{l}_{g}=1$ corresponds to different sizes for the different bead types. (b) Time step parameter $\overline{\delta t}$ for different time steps $\delta t$ (diffusion in water; $\eta=0.001 \mathrm{Ns} / \mathrm{m}^{2}, T=293 \mathrm{~K}$ )
shown in Fig. 3.1.

From Eq. (3.4b), the rescaled drift velocity becomes

$$
\begin{equation*}
\bar{v}_{d}(\bar{z})=\alpha \frac{d \lambda_{\perp}(\bar{z})}{d \bar{z}}+\lambda_{\perp}(\bar{z})\left[\frac{\bar{B}}{\bar{l}_{D}} e^{-\bar{z} / \bar{l}_{D}}-\frac{1}{\bar{l}_{g}}\right] . \tag{3.5}
\end{equation*}
$$

### 3.1.2 Simulation time step

Numerical accuracy requires that the simulation time step be short enough that the drift function, $\bar{v}_{d}$, and diffusivity are essentially constant during each time period $\overline{\delta t}=\bar{t}_{i+1}-\bar{t}_{i}$ and spatially independent in each range $\overline{\delta z}=\bar{z}_{i+1}-\bar{z}_{i}$ :

$$
\begin{gather*}
\bar{v}_{d}\left(\bar{z} \in\left[\bar{z}_{i}, \bar{z}_{i+1}\right]\right) \approx \bar{v}_{d}\left(\bar{z}_{i}\right),  \tag{3.6a}\\
\lambda_{\|, \perp}\left(\bar{z} \in\left[\bar{z}_{i}, \bar{z}_{i+1}\right]\right) \approx \lambda_{\|, \perp}\left(\bar{z}_{i}\right) . \tag{3.6b}
\end{gather*}
$$

For parallel motion, the minimum time step required is constrained only by the particle's diffusivity, whereas the drift imposes further constraints on perpendicular motion. Since $\lambda_{\|}$varies less rapidly than $\lambda_{\perp}$, we will consider only perpendicular motion, as it limits our choice of the simulation time step. One needs to take into account the fact that the dynamics strongly depends on the particle's $z$-position. Figure 3.2(a) shows the gradients of the drift and diffusivity as a function of height. As the bead gets closer to the wall, the drift gradient increases signif-
icantly, and the diffusivity reaches the maximum slope, which is unity. This drastic change in diffusion is more pronounced near the wall than at positions away from the wall. As a result, the choice of the simulation time step is essentially constrained by the degree of drift fluctuations very close to the wall, where $\bar{z} \ll \bar{l}_{D}$. The perpendicular diffusivity very close to the wall is approximately linear in the height

$$
\begin{equation*}
\lambda_{\perp, \text { wall }} \sim \lambda_{0} \bar{z}, \tag{3.7}
\end{equation*}
$$

with the dimensionless slope $\lambda_{0}$ approaching unity as $\bar{z}$ goes to 0 . If we neglect the gravitational contribution, the drift very close to the wall can be approximated as

$$
\begin{align*}
\bar{v}_{d, \text { wall }} & =\frac{\lambda_{0}}{\bar{l}_{D}}\left[\bar{l}_{D}+\bar{B} \bar{z} e^{-\bar{z} / \bar{l}_{D}}\right] \\
& =\frac{\lambda_{0}}{\bar{l}_{D}}\left[\bar{l}_{D}+\bar{B} \bar{z}\left\{1-\frac{\bar{z}}{\bar{l}_{D}}+\mathcal{O}\left(\left[\frac{\bar{z}}{\bar{l}_{D}}\right]^{2}\right)\right\}\right] \\
& \simeq \frac{\lambda_{0}}{\bar{l}_{D}}\left(\bar{l}_{D}+\bar{B} \bar{z}\right) . \tag{3.8}
\end{align*}
$$

At any position very close to the wall, the simulation spatial jumps, $\overline{\delta z}$, have to satisfy the constraints given in Eqs. (3.6a) and (3.6b) at any position $\bar{z}$. Constraint (3.6a) is the stronger of the constraints, since $\bar{v}_{d, \text { wall }}^{\prime}=\bar{B} \lambda_{0} / \bar{l}_{D} \gg \lambda_{0}=\lambda_{\perp, \text { wall }}^{\prime}$ for realistic experimental parameters. We therefore require that

$$
\begin{equation*}
\frac{\bar{v}_{d, \text { wall }}(\bar{z}+\overline{\delta z})-\bar{v}_{d, \text { wall }}(\bar{z})}{\bar{v}_{d, \text { wall }}} \ll 1 . \tag{3.9}
\end{equation*}
$$

This condition can be rearranged to give

$$
\begin{equation*}
\overline{\delta z} \ll \frac{\bar{l}_{D}}{\bar{B}}+\bar{z} \tag{3.10}
\end{equation*}
$$

The required time step therefore depends on position as follows:

$$
\begin{equation*}
\overline{\delta t} \simeq \frac{(\overline{\delta z})^{2}}{2 \lambda_{\perp, \text { wall }}} \ll \frac{\left(\frac{\bar{l}_{D}}{B}+\bar{z}\right)^{2}}{2 \lambda_{0} \bar{z}}=\overline{\delta t}_{\max }(\bar{z}) . \tag{3.11}
\end{equation*}
$$

Plots of the maximum permissible time step function $\overline{\delta t}_{\max }(\bar{z})$, at different heights, are shown in Figure 3.2(b). The best choice for the simulation time step should be one that minimizes $\overline{\delta t}_{\text {max }}$. Clearly, (3.11) has a minimum $\bar{z}_{\mathrm{m}}$, satisfying

$$
\begin{equation*}
\left.\frac{d \overline{\delta t}}{\max }(\bar{z})\right|_{\bar{z}=\bar{z}_{\mathrm{m}}}=0 \quad \Longrightarrow \quad \bar{z}_{\mathrm{m}}=\frac{l_{D}}{2 \bar{B}} . \tag{3.12}
\end{equation*}
$$

The appropriate choice of the simulation time step should be

$$
\begin{equation*}
\overline{\delta t} \ll \min _{\bar{z}}\left\{\overline{\delta t}_{\max }(\bar{z})\right\}=\left.\frac{\left(\frac{\bar{l}_{D}}{\bar{B}}+\bar{z}\right)^{2}}{2 \bar{z}}\right|_{\bar{z}=\bar{z}_{\mathrm{m}}}=\frac{9}{4} \frac{\bar{l}_{D}}{\bar{B}} \tag{3.13}
\end{equation*}
$$



Figure 3.2: (a). Gradients of the drift and diffusivity vs. height. (b). The maximum allowed $\overline{\delta t}$ as a function of height for different Debye length $\bar{l}_{D}$ parameters. The scaled height $\bar{z}_{m}$ is for the $l_{D}=0.04$ curve.

### 3.1.3 Numerical simulation algorithm

To simulate the particle's trajectory, I wrote a computer program in the Igor Pro ${ }^{1}$ language. Having determined the simulation time step, the other parameters are set depending on the aim of the computation. The initial position for each trajectory is assumed to be known. Since the particle's long time dynamics is independent of the initial position, any choice from possible $\left(\bar{x}_{0}, \bar{z}_{0}\right)$ values can be used. We choose $\bar{x}_{0}=0$. However, for $\bar{z}_{0}$, one has to ensure that the particle visits that height in the duration of the trajectory. In our simulation, we choose the most-probable height, $z_{0}=z_{\mathrm{mp}}$, as our initial $z$ position, given by

$$
\left.\frac{\partial U(\bar{z})}{\partial \bar{z}}\right|_{\bar{z}=\bar{z}_{\mathrm{mp}}}=0 \quad \Longrightarrow \quad \bar{z}_{\mathrm{mp}}=\bar{l}_{D} \ln \left[\begin{array}{c}
\bar{B}  \tag{3.14}\\
\bar{l}_{D} \bar{l}_{g}
\end{array}\right] .
$$

The constraint given in Eq. (3.13) limits the computational speed of the algorithm. If a time step is too large, the particle may hit the wall after a few steps because of the greater drift and diffusion gradients near the wall. To get the trajectory for a given time step $\overline{\Delta t}>\overline{\delta t}$, we pick data points separated by about $n=\overline{\Delta t} / \overline{\delta t}$ simulation steps. In this thesis, we focus on

[^1]steady-state equilibrium probability distributions. For such steady states, it is often convenient to assume ergodic motion and thus to estimate ensemble averages, denoted $\langle\cdot\rangle$, by taking long-time averages from single simulated trajectories.

### 3.1.4 Results

Figure 3.3 shows a portion of the particle's trajectory on the $x y$ plane. It undergoes free Brownian diffusion because of the absence of external forces. In Fig. 3.4, we show the motion along $z$ arising from the effect of Brownian diffusion under the confinement introduced by the gravitational and electrostatic potentials. As the particle diffuses closer to the wall, it gets pushed upwards by the double-layer force. The heights are compared with the perpendicular and normal displacements. The connection between the height of the particle and the displacements can be clearly observed for vertical motion: The more the particle moves closer to the wall, the smaller the displacements, as seen in Fig. 3.4. Hence, the particle spends more time in the regions very close to the wall than it does far away. Without an external force, this is also true for, e.g., Ito calculus, but for the isothermal calculus this effect is compensated by the noise-induced drift. For parallel motion, the displacements have less dependence on height.


Figure 3.3: Two-dimensional simulated trajectory. $\left(\overline{\delta t}=6 \times 10^{-3}, \bar{l}_{g}=0.5, \bar{l}_{D}=50 \times\right.$ $\left.10^{-3}, \bar{B}=15\right)$

The height distribution, obtained from binning the particle's heights over a single trajectory, is shown in Fig. 3.5. We see that in the isothermal case, when $\alpha=1$, the height distribution curve converges to the Boltzmann distribution. The particle spends more time close to the wall. Figure 3.6 shows the displacement distributions obtained from forming histograms of the displacements $\left(\bar{z}_{i+1}-\bar{z}_{i}\right)$. We see that the distributions are non-Gaussian at all time scales for


Figure 3.4: Heights and displacements (a) The particle's trajectory along z. (b) Diffusion close to the wall is characterized by small normal displacements. (c) The behavior for parallel displacements is not clearly visible. $\left(\overline{\delta t}=6 \times 10^{-3}, \bar{l}_{g}=0.05, \bar{l}_{D}=50 \times 10^{-3}, \bar{B}=15\right)$


Figure 3.5: Distribution of heights of the particle. For simulations we used $\alpha=0,1 / 2$, and 1. Solid curve represents the expected Boltzmann distribution, which agrees with the $\alpha=1$ simulation $\left(\overline{\delta t}=6 \times 10^{-3}, \bar{l}_{g}=0.33, \bar{l}_{D}=50 \times 10^{-3}, \bar{B}=16\right)$.
perpendicular motion. The distribution tends to have broader tails compared to the Gaussian fits. For parallel motion, however, the distributions are approximately Gaussian.

The non-Gaussian $z$ displacements in Fig. 3.6(a) come from two contributions: the bound-


Figure 3.6: Distribution of displacements for time steps $\overline{\Delta t}=0.0001,0.005,0.05$, and 0.1 . (a) Distinctly non-Gaussian vertical distributions b) Nearly Gaussian horizontal displacements. ( $\bar{l}_{g}=0.2, \bar{l}_{D}=30 \times 10^{-3}, \bar{B}=16$ )
ing potential and the spatial fluctuations in diffusivity. Parallel diffusion exhibits very nearly Gaussian dynamics for all experimentally accessible parameters. This results from the absence of external potential and the very small range of fluctuations in the parallel diffusivity, as can be seen from Figure 2.3. Hence, our only hope of observing non-Gaussian dynamics is to study perpendicular motion. However, perpendicular motion is complicated because of the bounding potential. The effect of the potential can be seen from the mean-squared displacement graphs shown in Fig. 3.7(b), which show nonlinear $z$ mean-squared displacements at long time scales with strong dependence on the gravitational decay length. In this thesis, we are interested in identifying non-Gaussian dynamics due to diffusivity variations only, and not due to the poten-
tial. If we were able to measure non-Gaussian dynamics in horizontal motion, we would be able to conclude immediately that the non-Gaussian behavior comes from $D$ fluctuations. But the effects are too small, and we focus instead on vertical motion. So far, it is not clear whether the non-Gaussian behavior in the vertical displacement distributions shown in Fig. 3.6(a) come from the potential only, or from both the potential and diffusivity fluctuations. Our goal is to find conditions where we can show that diffusivity fluctuations are the only cause of non-Gaussian dynamics in the vertical direction.


Figure 3.7: The mean-squared-displacement (MSD) vs. time steps from simulations. (a) Linear MSD for horizontal motion. (b) Vertical MSD is linear at very small time step sizes and saturates at long time steps because of the external potential.

### 3.2 Time Scales and non-Gaussian dynamics

We begin by investigating the role played by the time interval $\overline{\Delta t}$ in the emergence of nonGaussian dynamics of the particle. This will enable us to understand the diffusive regimes of the system. Numerical results are from Brownian dynamics simulations.

To characterize non-Gaussianity, we determine the excess kurtosis of the displacements. Excess kurtosis, denoted $\kappa$, is defined as the measure of "peakedness" or flatness of the distribution relative to a normal distribution. Mathematically [39],

$$
\begin{equation*}
\kappa \equiv \frac{\mu_{4}}{\left(\mu_{2}\right)^{2}}-3, \tag{3.15}
\end{equation*}
$$

where $\mu_{n}=\left\langle(\Delta \bar{z})^{n}\right\rangle$ is the $n$-th moment of the displacements. Normally distributed displacements have $\kappa=0$. A distribution with positive kurtosis has heavier tails and a higher peak
than the normal distribution, whereas a distribution with negative kurtosis has lighter tails and is flatter, as illustrated in Fig. 3.8. (For the rest of the thesis, we will simply use the term kurtosis to refer to excess kurtosis.)


Figure 3.8: Excess kurtosis of distributions on (a) linear and (b) semi-log scales.

Figure 3.9 shows results from numerical simulations (outlined in Sec. 3.1) for the particle's dynamics at different time scales. At small time scales the kurtosis is constant [see Fig. 3.9(a)]. As the time scales get larger the presence of the bounding potential results to an increase in the kurtosis after some time step $\Delta \tau_{c}$. We thus classify the diffusive process into two time regimes: the diffusing-diffusivity $\left(\Delta t<\Delta t_{c}\right)$ and the Boltzmann $\left(\Delta t>\Delta t_{c}\right)$ regimes. In the diffusing-diffusivity regime, the non-Gaussian dynamics is driven by $D$ fluctuations and the bounding potential has negligible influence. In this regime, the displacements are nonGaussian; yet the MSD grows linearly with time. The non-Gaussian displacement distribution is generated by the diffusivity distribution $P(D)$ via Eq. 2.52. In Fig. 3.9(b), we investigate the kurtosis when the variation in the diffusivity is turned off for different dimensional time intervals. In this case, the absence of diffusivity fluctuations forces the kurtosis to go to zero at small time intervals corresponding to the diffusing-diffusivity regime. This confirms that the non-Gaussianity of the displacement observed in the diffusing-diffusivity regime in Fig. 3.9(a) arises solely from fluctuations in $D$. In the Boltzmann regime, the bounding potential dominates the $D$ fluctuations, and the MSD saturates. At very large time steps, we can view each position measurement as an independent sample from the equilibrium Boltzmann distribution. In the long-time limit, the displacement distribution then is given by Eq. 2.53.

### 3.3 Displacement distributions at small times

To gain insight into the underlying statistical properties of the displacements, we simulate $N$ trajectories and form histograms of the displacements $\Delta \bar{z}=\left(\bar{z}-\bar{z}_{0}\right)$. To reduce noise in the


Figure 3.9: Excess kurtosis at different time steps for (a) variable $D$ and (b) constant $D$ values. $\Delta t_{c}$ is the transition time scale and $\lambda=D_{\text {eff }} / D_{0}$ determines the constant effective diffusivity. Parameters used are $\bar{l}_{g}=0.04, \bar{l}_{d}=0.03$ and $\bar{B}=15$.
results, we need to simulate a very large number of trajectories. In this section, we introduce the numerical approximation of Eq. 2.52 for very small time steps, used in the diffusing-diffusivity regime. This approximation is based on Eq. (2.48) for very small fixed time steps:

$$
\begin{equation*}
P(\overline{\delta z})=\int_{0}^{\infty} P\left(\overline{\delta z} \mid \bar{z}_{0}\right) P_{B}\left(\bar{z}_{0}\right) d \bar{z}_{0} \tag{3.16}
\end{equation*}
$$

where $P_{B}\left(\bar{z}_{0}\right)$ is the Boltzmann distribution of heights and $P\left(\bar{z} \mid \bar{z}_{0}\right)$ is the conditional distribution of displacements, which is Gaussian at very short times [see Eq. (2.48)].

Figure 3.10 shows the displacement distributions obtained from integrating Eq. (3.16) over all possible starting positions, compared with results from numerical simulations of the Langevin equation. The results agree with simulations, especially at very small time steps.


Figure 3.10: Displacement distributions from discrete-time Fokker-Planck solution method (solid lines) compared to results from discrete-time integration of the Langevin equation (data points). Parameters used are $\bar{l}_{g}=0.5, \bar{l}_{d}=0.03$ and $\bar{B}=15$.

### 3.4 Diffusing-diffusivity dynamics

By analyzing the excess kurtosis at different time scales, we can classify the diffusion process based on the relative importance of diffusivity fluctuations and the external field. The most interesting scenario occurs when the diffusivity is the only contribution to non-Gaussian dynamics. In the following chapter, we will present an experiment to measure this non-Gaussian effect due solely to diffusivity fluctuations. In the experiment, we choose parameters so that the time interval lies in the diffusing-diffusivity regime. We now study the system's dynamics in the diffusing-diffusivity region, focusing on the effect of the gravitational decay length and Debye length parameters on the non-Gaussian behavior. We search for a set of parameters that
(i) eliminate the influence of the bounding potential on the displacements, so that we are in the diffusing-diffusivity regime, and
(ii) maximize non-Gaussian dynamics within the diffusing-diffusivity regime.

### 3.4.1 Diffusing-diffusivity parameter choice

For the dynamics to be in the diffusing-diffusivity regime, we require that the time scale be much less than the transition time; i.e., $\overline{\Delta t} \ll \overline{\Delta t_{c}}$. The transition time $\Delta t_{c}$ is set by the balance between the average thermal displacement $\sqrt{\left\langle\Delta z^{2}\right\rangle}{ }_{\text {therm }}=\sqrt{2 D \Delta t}$ and the average external field displacement $\sqrt{\left\langle\Delta z^{2}\right\rangle}{ }_{\text {ext }}=-\frac{1}{\gamma} \frac{\partial U}{\partial z} \overline{\Delta t}$. In dimensionless parameters, this gives

$$
\begin{equation*}
\overline{\Delta t_{c}}=\frac{2}{\lambda_{\perp}(\bar{z})\left(\frac{\bar{B}}{l_{D}} e^{-\bar{z} / \bar{l}_{D}}-\frac{1}{l_{g}}\right)^{2}} . \tag{3.17}
\end{equation*}
$$

Hence, the choice of parameters depends on the height of the particle. At heights very close to the most-probable position, $\bar{z}_{m p}=\bar{l}_{D} \ln \left[\frac{\bar{B}}{\bar{l}_{D} \bar{l}_{g}}\right]$, almost any choice of parameters is allowed since the external forces vanish and $\overline{\Delta t_{c}}$ becomes very large. Next, we explore Eq. (3.17) at two regions: at heights very close to the wall and at heights away from the wall. Close to the wall, where $\bar{z} \ll \bar{l}_{D}$ and the gravitational potential can be neglected, Eq. (3.17) becomes

$$
\begin{equation*}
\overline{\Delta t_{c}} \approx \frac{2}{\lambda_{0} \bar{z}}\left(\frac{\bar{l}_{D}}{\bar{B}}\right)^{2} e^{2 \bar{z} / \bar{l}_{D}} \tag{3.18}
\end{equation*}
$$

and the diffusivity follows $\lambda_{\perp}(\bar{z})=\lambda_{0} \bar{z}$. The right-hand-side of Eq. (3.18) takes a minimum at $\bar{z}=\bar{l}_{D} / 2$. Hence,

$$
\begin{equation*}
\overline{\Delta t_{c}} \leq \frac{4 e}{\lambda_{0} \bar{B}^{2}} \bar{l}_{D} \tag{3.19}
\end{equation*}
$$

Away from the wall, we neglect the double-layer forces and, using $\lambda_{0} \approx 1$, we get from Eq. (3.17) that the parameters required for diffusion must satisfy

$$
\begin{equation*}
\overline{\Delta t_{c}} \approx 2 \bar{l}_{g}^{2} \tag{3.20}
\end{equation*}
$$

From Eqs. (3.18) and (3.20), the location of $\overline{\Delta t_{c}}$ on the time axis is more sensitive to the Debye length than the gravitational decay length. Reducing the Debye length or the gravitational length pushes the diffusing-diffusivity region to shorter time scales.

Generally, in the experimentally-accessible parameter space, $\frac{4 e}{\lambda_{0} \bar{B}^{2}} \bar{l}_{D} \ll 2 \bar{l}_{g}^{2}$. For overall diffusion at fixed $\overline{\Delta t}$, the requirement that $\overline{\Delta t} \ll \overline{\Delta t_{c}}$ is therefore set by the minimum of $\overline{\Delta t_{c}}$ which is attained very close to the wall. Hence, for the diffusion dynamics to exhibit diffusing diffusivity, we require that

$$
\begin{equation*}
\overline{\Delta t} \ll \frac{4 e}{\lambda_{0} \bar{B}^{2}} \bar{l}_{D} . \tag{3.21}
\end{equation*}
$$

The required diffusing-diffusivity time scale is more constrained by the Debye length than by the gravitational decay length.

### 3.4.2 Optimizing non-Gaussian dynamics

Having established the time scales [given by relation (3.21)] for the particle to be in the diffusingdiffusivity regime, we now explore the influence of the length parameters $\bar{l}_{g}$ and $\bar{l}_{D}$ on the dynamics and look for the parameters that maximize the non-Gaussian dynamics within this regime. The influence of the double-layer potential strength $\bar{B}$ is not investigated since it is difficult to vary experimentally. We use the experimentally determined value, $\bar{B}=15.6$, throughout this study.

Figure 3.11(a) shows the plot kurtosis for one value of the Debye length as a function of the gravitational decay length. We see that, for fixed $\bar{l}_{D}$, there is a corresponding gravitational decay length that optimizes the kurtosis. For a given Debye length, the motion becomes Gaussian at large decay lengths, since the particle does not feel the gravitational force. It undergoes free diffusion away from the wall where the diffusivity is almost constant, with the dominating stochastic solvent fluctuations pushing it away from the wall. As the decay length is reduced, the particle is brought closer to the wall by gravity, and the dynamics tends to become non-Gaussian on account of the diffusivity fluctuations introduced by the wall. As the gravitational decay length is reduced further, however, the particle becomes more confined by the gravitational and double-layer potential, and it diffuses over a shorter $z$ range. This reduces the $z$-dependent diffusivity fluctuations, and the dynamics reverts to Gaussian. We therefore conclude that there is an optimal balance between the gravitational and double-layer forces that maximizes the non-Gaussianity (kurtosis) of the dynamics.

A family of curves of the kurtosis against the decay length for different Debye lengths is shown in Fig. 3.11(b). For very large Debye lengths, the kurtosis does not reveal a well-defined optimum for reasonable gravitational decay lengths. In this case, only extremely large $\bar{l}_{g}$ (too large for the particle to be considered Brownian) can reveal optimum kurtosis. Figure 3.11(c) shows kurtosis versus the Debye length for different decay length parameters. We see that shorter Debye lengths maximize non-Gaussian dynamics. At short Debye lengths, the particle is likely to diffuse very close to the wall owing to the the presence of the gravitation force. The frequent changes in the diffusivity near the wall lead to non-Gaussian dynamics, which increases continuously with decreasing height. From Fig. 3.11(c), we note that at $\bar{l}_{D}=0.1$ the red curve, corresponding to $\bar{l}_{g}=1$, maximizes the non-Gaussianity. At the smallest Debye length, the $\bar{l}_{g}=0.2$ curve maximizes the non-Gaussianity. Hence, the right combination of $\bar{l}_{D}$ and $\bar{l}_{g}$ optimizes non-Gaussian dynamics of the particle.


Figure 3.11: (a) Typical optimum of the kurtosis for a unique combination of the Debye length and gravitational decay length parameters. (b) Kurtosis vs. gravitational decay length for various Debye length parameters. (c) Kurtosis vs. Debye length for various gravitational decay length parameters ( $\overline{\Delta t}=\overline{\delta t}=0.0005$ ).

### 3.4.3 Non-Gaussian dynamics vs. diffusivity distribution

We have seen that a specific form of the bounding potential will optimize non-Gaussian dynamics of the Brownian particle. We now investigate the physics behind the specific choice of the optimizing parameters. Assuming that we are in the diffusing-diffusivity time regime, there should be a connection between the particle's non-Gaussian dynamics and its diffusivity distribution. The distribution of the particle's diffusivity takes the form

$$
\begin{equation*}
P(D)=\left.\left\{\frac{P_{B}(z)}{D_{0}}\left[\frac{d \lambda_{\perp}(z)}{d z}\right]^{-1}\right\}\right|_{z=D_{0} \lambda_{\perp}^{-1}\left(D / D_{0}\right)} \tag{3.22}
\end{equation*}
$$

where $\lambda_{\perp}^{-1}\left(D / D_{0}\right)$ is the inverse of the diffusivity correction function $\lambda_{\perp}(z)$, and $P_{B}(z)$ is the Boltzmann distribution.
(a)

(b)


Figure 3.12: Distribution of the diffusivity for (a) various Debye lengths and (b) various gravitational decay lengths.

Figure 3.12 shows the distribution of the particle's diffusivity at different gravitational length parameters. Smaller Debye lengths and longer gravitational decay lengths result in larger spreads of the distributions. A measure of the spread of $P(D)$ will determine the non-Gaussian properties of the particle's dynamics. Larger diffusivity spreads will result in strong fluctuations in $D$. The spread of the distribution can be found by evaluating the variance of the diffusivity,
$\sigma_{D}^{2}=\left\langle(D-\langle D\rangle)^{2}\right\rangle$, where

$$
\begin{equation*}
\sigma_{D}^{2}=\int_{D_{\min }}^{D_{\max }}(D-\langle D\rangle)^{2} P(D) d D \tag{3.23}
\end{equation*}
$$

To evaluate Eq. (3.23), we need to know the range of heights explored by the particle within a certain duration of time, since the limits of the diffusion coefficient are given by $D_{\max }=D\left(z_{\max }\right)$ and $D_{\min }=D\left(z_{\min }\right)$. In the following, we determine the extreme heights, $z_{\min }$ and $z_{\max }$.

## Extreme heights

How high will the particle go over a time $\mathcal{T}$, given length parameters $\bar{l}_{D}$ and $\bar{l}_{g}$ ? We start by approximating $\bar{z}_{\text {max }}$ from the cumulative Boltzmann distribution of the particle :

$$
\begin{equation*}
P_{c}(\bar{z})=\int_{0}^{\bar{z}} P_{B}\left(\bar{z}^{\prime}\right) d \bar{z}^{\prime}=1-\exp \binom{\bar{z}}{-\overline{l_{g}}}, \tag{3.24}
\end{equation*}
$$

where we have neglected the double-layer potential, assuming that $z_{\max }$ is at distances far away from the wall. For $n$ measurements of the height having the random variables $Z_{1}, Z_{2}, \ldots, Z_{n}$, extreme-value statistics suggests that the cumulative probability of getting the maximum $Z_{\max }$ of the $n$ random variables is given by [40, 41]

$$
\begin{equation*}
P\left(Z_{\max } \leq z\right)=P\left(Z_{1} \leq z, Z_{2} \leq z, \ldots, Z_{n} \leq z\right)=\left[P_{c}(z)\right]^{n} \tag{3.25}
\end{equation*}
$$

Hence, the cumulative distribution of the maximum height at very large $n$ becomes

$$
\begin{align*}
P_{c}\left(\bar{z}_{\max }\right) & =\left[1-\exp \left(-\frac{\bar{z}_{\max }}{\bar{l}_{g}}\right)\right]^{n} \\
& =\left[1-\frac{1}{n} \exp \left(-\frac{\left(\bar{z}_{\max }+\bar{l}_{g} \log [n]\right)}{\bar{l}_{g}}\right)\right]^{n} \\
& =\exp \left[-e^{-\frac{\left(\bar{z}_{\max }+\overline{\bar{g}}_{g} \log [n]\right)}{\bar{l}_{g}}}\right], \tag{3.26}
\end{align*}
$$

where $\lim _{n \rightarrow \infty}(1-x / n)^{n}=e^{-x}$. Equation (3.26) is the well-known Gumbel cumulative distribution function [40, 41] with mode $\mu=\bar{l}_{g} \log [n]$ and scaling parameter $\beta=\bar{l}_{g}$. The associated Gumbel density function is

$$
\begin{equation*}
P\left(\bar{z}_{\max }\right)=\frac{\partial P_{c}\left(\bar{z}_{\max }\right)}{\partial \bar{z}_{\max }}=\frac{1}{\beta} \exp \left\{-\left(\frac{\bar{z}_{\max }-\mu}{\beta}\right)+\exp \left[-\frac{\bar{z}_{\max }-\mu}{\beta}\right]\right\} . \tag{3.27}
\end{equation*}
$$

The expectation value of $\bar{z}_{\text {max }}$ is

$$
\begin{equation*}
\left\langle\bar{z}_{\max }\right\rangle=\mu+\gamma \beta=\bar{l}_{g} \log [n]+\gamma \bar{l}_{g} \tag{3.28}
\end{equation*}
$$

where $\gamma \approx 0.5772$ is the Euler constant. The number $n$ can be scaled by the decay length $\bar{l}_{g}$ according to $n=\mathcal{T} D_{0} / l_{g}^{2}$.

To find $z_{\min }$, we apply another extreme-value-statistics relation,

$$
\begin{equation*}
P_{s}\left(z \leq Z_{\min }\right)=P\left(z \leq Z_{1}, z \leq Z_{2}, \ldots, z \leq Z_{n}\right)=\left[P_{s}(z)\right]^{n}, \tag{3.29}
\end{equation*}
$$

where $P_{s}$ is the survival distribution function, given by

$$
\begin{equation*}
P(\bar{z})=\int_{\bar{z}}^{\infty} P\left(\bar{z}^{\prime}\right) d \bar{z}^{\prime}=\int_{\bar{z}}^{\infty} \frac{1}{\mathcal{Z}} \exp \left(-\bar{B} e^{-\bar{z}^{\prime} / \bar{l}_{D}}\right) d \bar{z}^{\prime} \tag{3.30}
\end{equation*}
$$

The gravitational force has been neglected in this case. Assuming $\bar{z}_{\text {min }}$ to be less than the Debye length, we expand $\bar{B} e^{-\bar{z} / \bar{l}_{D}} \approx \bar{B}-\bar{B} \bar{z} / \bar{l}_{D}$. This holds true for $\bar{z} \leq \bar{z}_{\mathrm{mp}}$, where $\bar{z}_{\mathrm{mp}}$ is the mostprobable height given by Eq. (3.14). We consider the displacements from the most-probable height, $\overline{\delta z}_{\mathrm{mp}}=\left(\bar{z}_{\mathrm{mp}}-\bar{z}\right) \geq 0$.

$$
\begin{equation*}
P_{s}\left(\overline{\delta z}_{\mathrm{mp}}\right)=\int_{\bar{\delta}_{\mathrm{mp}}}^{\infty} \frac{1}{\mathcal{Z}^{\prime}} e^{-\frac{\bar{B}}{l_{D}} \overline{\delta z_{\mathrm{mp}}^{\prime}}} d{\overline{\delta z_{\mathrm{mp}}^{\prime}}}_{\prime}^{\prime}=\left[1-e^{-\frac{\bar{B}}{l_{D}} \overline{\delta z_{\mathrm{mp}}}}\right] . \tag{3.31}
\end{equation*}
$$

Here, $\mathcal{Z}^{\prime}$ is the new normalization function ensuring that $\bar{z} \leq \bar{z}_{\text {mp }}$, i.e., at very small heights before the gravitational potential is felt. Therefore, the minimum height follows the cumulative distribution

$$
\begin{equation*}
P_{c}\left(\overline{\delta z}_{\min }\right)=\left[1-e^{\frac{\bar{B}}{l_{D}} \overline{\delta z}_{\min }}\right]^{n} \tag{3.32}
\end{equation*}
$$

where $\bar{\delta}_{\min }=\left(\bar{z}_{\mathrm{mp}}-\bar{z}_{\text {min }}\right)$. Applying the same technique we used for obtaining $z_{\max }$ distribution in Eq. (3.26), we find the Gumbel distribution for $\bar{z}_{\text {min }}$ with the parameters $\mu=$ $\frac{\bar{l}_{D}}{B} \log [n]$ and $\beta=-\frac{\bar{l}_{D}}{B}$. Hence,

$$
\begin{equation*}
\left\langle\overline{\delta z_{\min }}\right\rangle=\left\langle\left(\bar{z}_{\mathrm{mp}}-\bar{z}_{\mathrm{min}}\right)\right\rangle=\frac{\bar{l}_{D}}{\bar{B}} \log [n]-\gamma \frac{\bar{l}_{D}}{\bar{B}} . \tag{3.33}
\end{equation*}
$$

Using Eq. (3.14) for the most-probable height, we have

$$
\begin{equation*}
\bar{z}_{\min }=\bar{l}_{D} \ln \left(\frac{\bar{B}}{\bar{l}_{D} \bar{l}_{g}}\right)-\frac{\bar{l}_{D}}{\bar{B}}(\log [n]-\gamma), \tag{3.34}
\end{equation*}
$$

where $n$ is now scaled by the Debye length according to $n=\mathcal{T} D_{0} / l_{D}^{2}$. For a $1 \mu \mathrm{~m}$ bead diffusing in water, we obtain the typical values $(\mathcal{T}=60 \mathrm{~s}): \bar{z}_{\min }=0.04$ and $\bar{z}_{\max }=5.3$


Figure 3.13: The sets of parameters that optimize the non-Gaussian dynamics and those that maximize the spread of the diffusivity distribution.

Using Eqs. (3.34) and (3.28) for the extreme values after a number of simulation steps, we construct the spread or variance of the particle's diffusivity at different sets of parameters. An interesting result is shown in Fig. 3.13. For given values of the decay length, we search for the corresponding Debye length values that optimize the kurtosis and then look for those Debye lengths that optimize the spread of the diffusivity distribution resulting from the particle's motion. We find that the two curves nearly match each other. Hence, non-Gaussian dynamics can alternatively be determined by the variance of the diffusivity fluctuations as the particle visits the possible states of the system. By maximizing this variance, we can optimize nonGaussian dynamics.

### 3.4.4 Height-conditional displacements

From the previous discussion, we predicted that non-Gaussian dynamics can be determined from the variance of the diffusivity, not the height variance. The overall diffusion can be seen as a sum of diffusive processes, each with specific diffusivity at small height intervals. In this case, the non-Gaussian dynamics is also determined by the spread of ranges of heights explored by the Brownian particle. We analyze this scenario by dividing the accessible height into small intervals each with length $\delta z$, as shown in Fig. 3.14, and we study the dynamics in each interval.

Figure 3.15 shows results for the motion at very short displacements. In Fig. 3.15(a), we have the displacement distribution obtained from intervals $\overline{\delta t}=0.1$ in succession with distance away from the wall. This was found by the path-integral methods, with limits of integration


Figure 3.14: The accessible heights split into small intervals each with size $\delta z$.
set by the intervals explored. The time step size was the same for all intervals. Each individual displacement follows an approximately Gaussian distribution. The overall distribution, however, is characterized by broader tails and is clearly non-Gaussian. We claim that the non-Gaussian dynamics results from the longer range of heights the particle explores in the overall diffusion case. In Fig. 3.15(b), we look at the kurtosis at small intervals divided all the way to the wall, and each curve is for a different size of the intervals. For intervals very close to the wall, the dynamics start deviating from Gaussian. The dotted line indicates the level of the kurtosis of the overall diffusion. Interestingly, we note that an increment of size $\overline{\delta z}=0.5$ very close to the wall has kurtosis equal to that of the overall diffusion. This implies that the range of heights is not the only variable determining the non-Gaussian dynamics, but the range of diffusivities is more significant. Thus, the height-conditional diffusive processes very close to the wall contribute more to the overall dynamics than those far away from the wall. This is caused by the stronger diffusivity fluctuations close to the wall.


Figure 3.15: (a) Displacements from each interval tend to be Gaussian, but the overall diffusion becomes non-Gaussian. (b) Non-Gaussian dynamics is strongly dependent on the degree of fluctuations in $D .(\overline{\delta t}=0.0001)$

### 3.5 Diffusing-diffusivity experiments

In Sec. 3.4, we discussed the parameter choice for maximizing non-Gaussian displacement distributions in terms of scaled parameters. Here, we consider their implication for choosing physical parameters. These optimal parameter values will be used in the experiments reported in Chapter 4. We also investigate the impact of measurement noise from experiments in our simulations.

### 3.5.1 Experimental choice of parameters

In the diffusing-diffusivity regime, fluctuations in $D$ are the sole contribution to non-Gaussian dynamics. For the system to be in this regime, Eq. (3.21) requires

$$
\begin{equation*}
\frac{B^{2}}{k_{B} T} \frac{1}{\eta} \frac{1}{a^{2} l_{D}} \Delta t \ll 24 \pi e \quad\left(\text { or } \varepsilon \equiv \frac{B^{2} \Delta t}{24 \pi e \eta a^{2} l_{D} k_{B} T} \ll 1\right) . \tag{3.35}
\end{equation*}
$$

In this description, the time interval $\Delta t$ is set by the minimum resolution of our experiments. The radius $a$ and the Debye length $l_{D}$ can be tuned to satisfy Eq. (3.35) for a given experimental time step $\Delta t_{\text {exp }}$. In the experiment, to be discussed in Chapter 4 , the experimental time step $\Delta t_{\text {exp }}=0.033 \mathrm{~s}$, which is determined by the frame rate at which the camera acquires the images of the particle. It should be emphasized that the inequality in Eq. (3.35) is not a strong one: The derivation of Eq. (3.35) considered the extreme case when the particle is very close to the wall, $z \ll l_{D}$. However, the bead is less likely to be at such small heights in real experiments. We can therefore work in the regime

$$
\begin{equation*}
\varepsilon<1 \tag{3.36}
\end{equation*}
$$

The second requirement for successful diffusing diffusivity experiments is that the parameters should optimize non-Gaussian dynamics (kurtosis). As mentioned in Sec. 3.4.2, the right combination of the Debye and gravitational decay length will optimize non-Gaussian dynamics in the diffusing-diffusivity time scales. Before deciding on the choice of parameters for diffusingdiffusivity dynamics, experiments involving near-wall diffusion of latex beads ( $a=1.5 \mu \mathrm{~m}$ ) in pure water were conducted, and some key parameters were obtained. A full discussion of the experiment will be given in Chapter 4. By fitting the distribution of the measured $z$ positions with the Boltzmann function, we obtained the parameters for the double-layer potential: $B / k_{B} T \approx 15$ and $l_{D} \approx 0.08 \mu \mathrm{~m}$. These experiments had parameters that do not satisfy Eq. (3.35) $(\varepsilon \approx 1.5)$. We therefore could not tell whether the non-Gaussian displacements obtained came from the bounding potential or from $D$ fluctuations. Three parameters could be altered from the initial experiments to satisfy Eq. (3.36): $\Delta t_{\text {exp }}, l_{D}$ and $a$. However, we decided to change only the radius: Changing $\Delta t_{\text {exp }}$ would be costly, since fast cameras can be


Figure 3.16: Contour plot of (a) the parameter $\varepsilon$ and (b) kurtosis from simulations for the Debye length vs. the radius. Dotted lines shows the experimentally chosen parameters: $a=2.5 \mu \mathrm{~m}$ and $l_{D}=0.08 \mu \mathrm{~m}$. Other parameters used in simulations are $B / k_{B} T=15, \Delta t=0.033 \mathrm{~s}$, $\Delta \rho=0.055 \mathrm{~g} / \mathrm{cc}, \eta=0.0009 \mathrm{~kg} / \mathrm{ms}$, and $T=299 \mathrm{~K}$.
expensive. The Debye length could be changed by applying salt to the samples, but this would lead to the beads sticking to the wall by van der Waals forces. This could be prevented by steric
stabilization. However, adding salt would also change some other parameters such as $\Delta \rho, \eta$ and $B$, and it would be hard to keep track of all the parameters. We decided to change the radius since it strongly affects $\varepsilon$, and a variety of bead sizes are cheaply available commercially. Also, changing the radius does not have much effect on the other parameters, and the experiments can thus be done in a controlled manner.

Figure 3.16(a) shows a two-dimensional contour plot of the parameter $\varepsilon$ for different values of $a$ and $l_{D}$, with all other parameters determined from the experiment. Clearly, larger Debye lengths and larger bead sizes help satisfy condition (3.36). Figure 3.16(b) shows the corresponding contour plot for the excess kurtosis. Here, smaller Debye lengths maximize non-Gaussian dynamics, and the contours are peaked, as expected from the discussion in Sec. 3.4.2. From these graphs, we realized that the bead size $a=2.5 \mu \mathrm{~m}$ should be chosen for the experiment to be in the diffusing-diffusivity regime. This can be explained by studying the dotted lines in Fig. 3.16(a) and (b). The horizontal dotted lines indicate the value of the experimental Debye length. We note from Fig. 3.16(a) that $a=2.5$ gives $\varepsilon=0.4$ at the experimental value of $l_{D}$ and, hence, satisfies Eq. (3.36). Figure 3.16(b) shows that $a=2.5$ is also around the optimum kurtosis ( $\kappa \approx 0.6$ ) for $l_{D}=0.08 \mu \mathrm{~m}$. We then chose to change only the radius from the initial experiments to $2.5 \mu \mathrm{~m}$, with all other parameters fixed.

### 3.5.2 Measurement Uncertainty

With the right parameters, we expect the bead's displacements to be non-Gaussian, as predicted by simulations. However, we have to consider some other factors that come into play in experiments. One is the presence of measurement uncertainty. In this section, we explore the effect of measurement noise on the dynamics, to see how much it changes the results from simulations.

In our experiments, there are two key contributions to measurement noise:
(i) observation noise: this comes from the equipment and the finite resolution of the optical microscope used;
(ii) camera integration noise: the position is typically measured by integrating a camera over a finite time $\Delta t_{s}$ that is comparable to the experimental time $\Delta t_{\exp }$ (the time interval between the acquisition of images), and this introduces random error.

To simulate the experimental results, these effects can be included in the Langevin equation describing the observed position $\tilde{z}$ of the particle ( $z$ is the true position). Using the result from Yun and Bechhoefer [42], the observed positions $\tilde{z}_{n}$ of the particle at time intervals $\Delta t_{\exp }$ can be approximated by

$$
\begin{equation*}
\tilde{z}_{n+1}=\tilde{z}_{n}+\left.\frac{d D}{d z}\right|_{z=\tilde{z}_{n}} \Delta t_{\exp }-\left.\frac{1}{\gamma\left(\tilde{z}_{n}\right)} \frac{\partial U(z)}{\partial z}\right|_{z=\tilde{z}_{n}} \Delta t_{\exp }+\tilde{\xi}_{n} \tag{3.37}
\end{equation*}
$$

where $\tilde{\xi}_{n}$ is the sum of terms due to thermal fluctuations $\xi_{n}$, observation noise $\sigma_{n}$ and camera integration noise $\chi_{n}$. The effective noise $\tilde{\xi}_{n}$ is a linear combination of Gaussian random variables, and it is characterized by [42]

$$
\begin{gather*}
\left\langle\tilde{\xi}_{n}^{2}\right\rangle=2 D\left(\tilde{z}_{n}\right) \Delta t_{\exp }-\frac{2}{3} D\left(\tilde{z}_{n}\right) \Delta t_{s}+2 \sigma_{n}^{2},  \tag{3.38a}\\
\left\langle\tilde{\xi}_{n} \tilde{\xi}_{n+1}\right\rangle=\frac{1}{3} D\left(\tilde{z}_{n}\right) \Delta t_{s}-\sigma^{2},  \tag{3.38b}\\
\left\langle\tilde{\xi}_{n} \tilde{\xi}_{n+p}\right\rangle=0, \quad p \geq 2 . \tag{3.38c}
\end{gather*}
$$

To simulate Eq. (3.37), we write $\tilde{\xi}_{n}$ in terms of uncorrelated Gaussian random variables $\psi_{n} \sim$ $\mathcal{N}(0,1)[43]$

$$
\begin{equation*}
\tilde{\xi}_{n}=c_{+} \psi_{n+1}+c_{-} \psi_{n}, \quad c_{ \pm}=\frac{1}{2}\left(\sqrt{2 D \Delta t_{\exp }} \pm \sqrt{2 D \Delta t_{\exp }-\frac{4}{3} D \Delta t_{s}+4 \sigma^{2}}\right) \tag{3.39}
\end{equation*}
$$

The values of $\sigma$ obtained from the experiment (to be discussed in Chapter 4) were $\sigma_{x}=0.006 \mu \mathrm{~m}$ and $\sigma_{z}=0.012 \mu \mathrm{~m}$ for horizontal and vertical diffusion, respectively. The camera exposure time was $\Delta t_{s}=0.01 \mathrm{~s}$. Plugging these values into Eq. (3.39), we simulated the bead's trajectories using Eq. (3.37), with all parameters from the experiment. We compared the results to those for simulations without noise (with experimental parameters) in measurements. The results are shown in Fig. 3.17. We conclude that measurement noise has little impact on the displacement distributions at $\Delta t=0.05 \mathrm{~s}$, and noise effects vanish at long time scales.


Figure 3.17: Comparison of simulations of the bead's dynamics with and without measurement noise for the displacement distributions. Blue lines/points represent simulations with measurement noise, and green lines/points are for simulations without measurement noise.

## Chapter 4

## Experimental Investigations

In this chapter, we report the results of direct measurements of hindered diffusion of latex beads in water near a flat wall. Measurements of colloidal diffusion have long been of interest for detailed study by optical methods, but Brownian motion prevents vertical observation of one single particle for extended periods because the target particle goes out of focus. Different techniques for measuring precisely vertical positions for near-wall diffusion have been reported in the literature. These include total internal reflection fluorescence microscopy [23], threedimensional digital video microscopy [27], digital holographic microscopy [25], optical tweezers [44], optical Fourier processing [45], double-helix point-spread function technique [46], and offfocus imaging [47]. In this work, we designed and implemented a feedback tracking system to determine the vertical position of the latex bead near the wall. A feedback-controlled piezo vertical stage follows the bead as it diffuses up and down. This method enables us to measure the position of the particle over a wide range of heights, $z \approx 5 \mu \mathrm{~m}$. We study the statistical properties of the displacements of the particle, as outlined in Chapter 3. A key point is to choose a sphere size and density such that the Boltzmann distribution due to the gravitational potential has a decay length comparable to the particle radius. As a result, the particle explores, over a reasonable time scale, a wide range of diffusion constants. The experimental parameters are chosen so that diffusion is in the diffusing-diffusivity regime, as discussed in Chapter 3.

We organize this chapter as follows: Section 4.1 introduces the basic parts of the setup used and the sample preparation. The measurement techniques for horizontal and vertical positions are presented in Sec. 4.2. In Sec. 4.3, we present results for the diffusing-diffusivity dynamics of the bead.

### 4.1 Experimental setup

We used and then improved the setup built by Schertel [48] and developed by Omelchenko [49]. The setup was mounted onto an air-damped optical table ${ }^{1}$, supported by an anti-vibration base ${ }^{2}$, to reduce low-frequency mechanical noise. A schematic diagram of our home-built microscope and feedback loop is shown in Fig. 4.1. All experiments were performed at room temperature. In this section, we outline the basic parts of the setup: the microscope, the sample, and the camera.


Figure 4.1: Schematic diagram of the microscope and feedback loop used to track the beads.

### 4.1.1 Microscope

We assembled a vertically aligned, bright-field microscope that imaged in reflection. A halogen bulb fiber-optic illumination ${ }^{3}$ was used as a light source, made more uniform by putting a ground-glass plate in front of it. The path followed by light is shown in Fig. 4.1. Light from the illuminator was sent through two auxiliary lenses, the diaphragm, two lenses that form a condenser, and focused onto the back focal plane of the objective. We used a 60 X waterimmersion objective ${ }^{4}$.
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### 4.1.2 Sample

Samples were prepared as follows: Latex spheres were diluted and mixed with purified water, at volume fractions low enough $\left(\approx 10^{-6}\right)$ that each bead can be considered to move independently from all others. We started with different bead sizes between 0.5 and $1.5 \mu \mathrm{~m}$ in radius. Sample chambers were made by placing four pieces of parafilm ${ }^{5}$ between a microscope slide ( 1 mm thick) and a No. 1 coverslip ( $\approx 0.17 \mathrm{~mm}$ thick). Samples were $\approx 60-80 \mu \mathrm{~m}$ in thickness, and the lateral separation between beads was $\approx 30 \mu \mathrm{~m}$. The coverslip was first cleaned using a nitrogen gas ionizing gun ${ }^{6}$ before use. The cell was partially sealed using parafilm melted on a hot plate, then filled (without bubbles) with the beads in solution. Finally, the cell was completely sealed with melted wax in order to avoid fluid flow due to evaporation or convection and allowed to cool.


Figure 4.2: The design of the sample used in this experiment.
The sample was then placed on an XY translation stage ${ }^{7}$, which moved the sample in search of beads to be captured by the camera. A feedback-controlled piezo stage ${ }^{8}$ was used for tracking the $z$-positions of the bead. A schematic diagram of the sample design is shown in Fig. 4.2. In this design, light coming from the objective passed through the cover-slip, then through the fluid, and was either reflected by the bead or passed into the microscope. Some of the light was reflected at the fluid-microscope slide interface and returned to the objective as background light.

### 4.1.3 Camera

The reflected light from the sample was scattered and passed through the infinity-corrected objective and a beam splitter and was focused by a tube lens onto a CCD camera ${ }^{9}$. The image

[^3]acquired was processed via the computer, using LabVIEW software, to determine the position of the bead (see Sec. 4.2). The camera was triggered by the rising edge of a square wave from a function generator ${ }^{10}$. The camera's frame rate was set to 30 Hz , and the shutter speed was set to $\tau_{s}=10 \mathrm{~ms}$. Intensities were digitized at 12 -bit resolution $\left(2^{12}=4096\right)$ and mapped onto a 16 -bit intensity scale $\left(2^{16}=65536\right)$. The field of view of the camera was about $60 \mu \mathrm{~m} \times 40 \mu \mathrm{~m}$. This imposed a limit to the amount of time the particle remained in the field of view and, therefore, the amount of data that was collected from a single particle. The average amount of time the particle spends within a one-dimensional distance $l$ takes the form $\tau \sim l^{2} / 2 D$. For a bead of radius $3 \mu \mathrm{~m}$ freely diffusing in pure water, the diffusion constant $D \approx 0.1 \mu \mathrm{~m}^{2} / \mathrm{s}$. Assuming that the bead started diffusing from the center of the field of view, the minimum distance the bead could travel is $l=20 \mu \mathrm{~m}$. We can then estimate the total average time the bead spent within the field of view as follows: $\tau \approx(20 \mu \mathrm{~m})^{2} /\left(2 \cdot 0.1 \mu \mathrm{~m}^{2} / \mathrm{s}\right)=2000 \mathrm{~s}$, which corresponds to $\approx 66000$ time steps.

### 4.2 Position measurements

We acquired and processed images at fixed time intervals ( 33 ms ) to determine the bead's trajectory. We did this until the bead diffused out of the field of view, or got stuck to the wall. In practice, we were able to collect data for up to 10000 s : When the monitored bead diffused out of the field of view, we used the XY stage to manually reset the bead's image to the center of the field of view and continued collecting data on the same bead. In the following, we describe how we determined the bead's horizontal and vertical positions.

### 4.2.1 Horizontal position measurements

To track the position of the bead in the $x y$-plane, we used the centroid-tracking algorithm from the IMAQ Vision module for LabVIEW, which locates a circular edge in a defined search area. The algorithm detects intersection points between a set of search lines defined by a spoke and the edge of an object. The intersection points are mainly determined based on the contrast in the image. This method works by first making an initial guess for the location of the bead. Next, any background intensity below some intensity threshold is set to zero, in order not to bias the center-of-mass calculation. Finally, a local region around the initial guess is selected, and the center of mass is used to estimate the center of the bead. Figure 4.3 shows the $y$-projection of the method for an image on the $x y$-plane. The pixel coordinates of the bead's center of mass were then converted to real units. To calibrate distances, we imaged a 2 D grating with $5 \times 5 \mu \mathrm{~m}$ grid squares, as shown in Fig. 4.4.
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Figure 4.3: $y$-projection of the method used for locating the bead in the $x y$-plane.

We found that for $x, 1$ pixel $=0.125 \mu \mathrm{~m}$; and for $y, 1$ pixel $=0.127 \mu \mathrm{~m}$. Since we expect equal scale factors in both directions, we take our calibration factor to be

$$
\begin{equation*}
1 \text { pixel }=0.126 \pm 0.001 \mu \mathrm{~m} . \tag{4.1}
\end{equation*}
$$



Figure 4.4: (a) An image of the calibration grating with $5 \times 5 \mu \mathrm{~m}$ squares. (b) The related intensity profile across the calibration grating (along red line).

A typical 2D trajectory for a latex bead with radius $a=2.5 \mu \mathrm{~m}$ is shown in Fig. 4.5(a). Uncertainties in our measurements were introduced by the presence of measurement noise. To determine the size of displacements ( $\Delta x_{n}$ and $\Delta y_{n}$ ) introduced by measurement noise, we measured the positions ( $\tilde{x}, \tilde{y}$ ) of an immobilized bead, stuck on the surface. The results are shown in Fig. 4.5(b). We found the position displacements of the stuck bead via $\Delta \tilde{x}_{i}=\tilde{x}_{i+1}-\tilde{x}_{i}$
and $\Delta \tilde{y}_{i}=\tilde{y}_{i+1}-\tilde{y}_{i}$. Assuming that the stuck bead measurement noise is not correlated in time, we attributed these displacements to measurement noise; i.e., $\Delta \tilde{x}_{i}=\Delta x_{n}$ and $\Delta \tilde{y}_{i}=\Delta y_{n}$. Plots of the measurement-noise displacements are shown in Fig. 4.5(c). We formed histograms of the displacements, finding Gaussian curves [see Fig. 4.5(d)]. The obtained width $\sigma_{\Delta x y}^{2}$ of the fitted Gaussian histograms gives the apparent displacement $\sigma_{x y}$ due to measurement noise for horizontal motion. We found $\sigma_{\Delta x y} \approx 0.0089 \pm 0.00001$, implying $\sigma_{x y}=0.0089 / \sqrt{2}=0.0062 \mu \mathrm{~m}$.


Figure 4.5: Bead trajectory and measurement noise determination. (a) Trajectory of a latex bead (radius $=2.5 \mu \mathrm{~m}$ ). (b) $x$ - and $y$-positions of a bead stuck to the microscope slide. (c) Apparent displacements of the stuck bead due to measurement noise. (d) Histograms of the noise displacements.

### 4.2.2 Vertical position measurements

The vertical position of the bead was found by measuring its intensity. A $3 \mu \mathrm{~m}$ bead would diffuse a vertical range of $\approx 4 \mu \mathrm{~m}$ after 20 minutes. This distance of $4 \mu \mathrm{~m}$ exceeds the depth
of focus of the microscope. To keep the bead in focus, we tracked it by a feedback loop (to be discussed below), which used a vertical piezo-stage to move the sample following the bead's motion. We recorded intensity measurements in a $3 \times 3$ pixel region centered on the pixel containing the bead's intensity maximum. This is shown in Fig. 4.6. We then took an average of these nine intensity values to give the intensity of the bead.


Figure 4.6: Intensity of a bead was found by averaging over a $3 \times 3$ pixel region around the bead's center $x y$-position.

## Intensity profile and calibration

We first determined how the intensity of the bead changed with height. This was achieved by


Figure 4.7: The intensity profile of a bead stuck to the microscope slide. Beads were trapped in the shaded (blue line) region, where displacements depended linearly on intensity values.
vertically moving an immobilized bead, using a voltage applied to a piezo-stage, and measuring the intensity of the bead from the images taken. Figure 4.7 shows the intensity of the bead with distance from the objective. The stage needed to be calibrated, as well, to find the relation between the applied voltages and actual distance. Using a Linear Variable Differential Transformer ${ }^{11}$ (LVDT) gave a calibration of $1 \mathrm{~V}=6.54 \mu \mathrm{~m}$ for the piezo-stage [48]. The intensity calibration was repeatedly performed for each set of measurements, as the setup would change if one tampers with it. We assumed that the optical properties of a diffusing bead are close to those of the stuck bead.

## Feedback loop

We introduce the feedback loop used in the experiments. In the next subsection, we will see that the feedback was applied to a stuck bead, not a Brownian bead. For now, however, we study how the feedback works for any bead. The goal of the feedback loop was to keep the bead trapped at a fixed height $z_{0}$ from the objective, in the linear region shown in Fig. 4.7. This was


Figure 4.8: Schematic diagram of the feedback loop. (a) At time $t_{1}$ the bead is displaced a distance $\Delta z_{1}$ from the set plane $z_{0}$. (b) We apply a voltage to the piezo-stage to move the sample up a distance $\Delta z_{1}$ to bring the bead to $z_{0}$. (c). At a later time $t_{2}\left(t_{2}-t_{1}=33 \mathrm{~ms}\right)$, the bead diffuses a new displacement $\Delta z_{2}$. (d). We then move the sample to bring the bead down to $z_{0}$ by the feedback voltage applied in the opposite direction, and the iteration continues.
achieved by applying a feedback via the piezo-stage to move the sample so that the intensity of the bead was kept near some value $I_{0}$ (corresponding to $z_{0}$ ). A schematic diagram of the feedback loop is illustrated in Fig. 4.8. We chose the region of steepest slope as the trap region, on either side of the intensity profile. This ensured that the bead had the highest sensitivity to intensity changes with height. Furthermore, the chosen region was slightly out of focus, to prevent any ambiguity about the sign of the required feedback. The bead's intensity changes

[^5]were then translated to actual distances moved by the bead using the linear fit of the intensity profile (see blue line in Fig. 4.7).

The feedback loop follows these steps:

- an image is taken;
- the LabVIEW program determines the bead's intensity $I$ and calculates the difference $\Delta I=I-I_{0}$ from the desired set point intensity $I_{0}$;
- the slope $b$ from a linear fit of the intensity profile is used to calculate the required voltage $v \propto \Delta I$ to move the particle back to the set plane. Via a LabVIEW Data Acquisition (DAQ) device ${ }^{12}$, the voltage is applied to the stage to move the sample to keep the bead near $z_{0}$.


## Correcting mechanical drift

One problem encountered in our feedback-based measurements came from mechanical drift due to temperature changes. These temperature changes caused thermal expansion or contraction of components of the microscope. Mechanical drift between the sample cell and the microscope objective was a serious problem, as it could produce large uncertainties in the height of the bead relative to the sample cell's bottom plate. As a consequence of the drift, the trap region in Fig. 4.7 shifted. The feedback was not robust to such drifts and would mistake the shift for a change in the bead's position. This drift was seen when we measured the intensity of a stuck bead. One would expect the recorded intensity values to have some experimental noise fluctuations around a constant value since the bead was stationary. However, we typically obtained results such as those shown in Fig. 4.9(a), which reveal a drift. Measurement noise resulted in uncertainty in the $z$-position of the stuck bead. To evaluate the apparent displacements $\Delta z_{n}$ due to measurement noise, we first converted the intensity fluctuations of the stuck bead to $z$-position fluctuations. We then applied the same method we used for evaluating horizontal noise displacements: We took differences between successive $z$-positions of the stuck bead as the displacements due to measurement noise [see Fig. 4.9(b)], having assumed that the positions are not correlated in time. Figure 4.9(c) shows the histogram of the noise displacements, which is Gaussian. The width of the Gaussian fit was $\sigma_{\Delta z_{n}} \approx 0.018 \pm 0.0002 \mu \mathrm{~m}$. Hence, the standard deviation, for a single $z$-position measurement, was $\sigma_{z} \approx(0.018 / \sqrt{2}) \mu \mathrm{m}=0.012 \mu \mathrm{~m}$.

To correct for this mechanical drift, we tracked two beads: a stuck bead and a freely diffusing Brownian bead, as shown in Fig. 4.10(a). We used the stuck bead as a reference from which the position of the Brownian bead could be determined. This enabled us to locate the bottom of the sample. To eliminate the mechanical drift, we applied the feedback loop to the stuck

[^6]

Figure 4.9: The intensity of a $5 \mu \mathrm{~m}$ latex bead stuck at the microscope slide. (a) The intensity values drift with time. (b) The measurement noise position displacements from intensity displacements. (d) Histogram of the noise displacements ( $\sigma_{\Delta z} \approx 0.018 \pm 0.0002 \mu \mathrm{~m}$ $\Longrightarrow \sigma_{z}=0.0018 / \sqrt{2} \mu \mathrm{~m}=0.012 \mu \mathrm{~m}$ )
bead, controlling its vertical distance from the objective, while the Brownian bead's $z$-position was determined from the intensity difference between the two beads. We kept the two beads at the right side of the intensity profile, as illustrated in Fig. 4.10(b). This ensured that none of the beads had positions on the other side of the profile, which would lead to ambiguity in the bead's position, as the profile is almost symmetric at the peak. The intensity values of the stuck bead then should always be larger than those of the Brownian bead.

Practically, the Brownian bead would diffuse over the region fitted by the green curve in Fig. 4.10(b), which is not perfectly linear. To correctly determine the separation between the beads from the intensity values, we could fit a nonlinear function (from the green curve) for the measured intensity values. However, in our experiments, we mainly used larger beads, of radius $a=2.5 \mu \mathrm{~m}$, where the maximum vertical separation between the two beads was $z_{\max } \approx 1.5 \mu \mathrm{~m}$. Hence, both beads would fall within the linear region of the intensity profile (shown as dotted black line in Fig. 4.10). We used a linear fit to convert intensities to actual separation distances between the beads. The systematic error from ignoring nonlinearities is proportional to the beads' separation distance $z$. At the maximum height ( $z_{\max } \approx 1.5 \mu \mathrm{~m}$ ), the maximum error


Figure 4.10: (a) Image of a stuck bead and a Brownian bead. (b) The beads on the intensity profile. The stuck bead was kept at height $z_{0}$ by a feedback loop, while the Brownian bead diffused above the stuck bead.


Figure 4.11: Intensity readings for a feedback-controlled stuck bead (blue) and a Brownian bead (red).
$\sigma_{\max } \approx 0.1 \mu \mathrm{~m}$. At the most-probable height $z_{\mathrm{mp}} \approx 0.4 \mu \mathrm{~m}, \sigma_{\mathrm{mp}} \approx 0.001 \mu \mathrm{~m}$. The error vanishes at $z=0$. The uncertainty at $z_{\mathrm{mp}}$ was negligible. Clearly, using the slope $b$ in our calibration had less effect on our measurements. The uncertainty at large $z$ could be ignored since measurement accuracy is more important at small heights, and the bead spent less time at large heights.

Figure 4.11 shows the intensity values recorded for the stuck bead and the Brownian bead
of size $5 \mu \mathrm{~m}$. We used the feedback loop to control the $z$-position of the stuck bead, which was controlled about a setpoint of $I_{0}=25,000$.

## Correcting background illumination variations

Because the Brownian bead was always more out of focus than the stuck bead (see Fig. 4.10), it scattered less light. However, we notice from Fig. 4.11 that, after a long time, the Brownian bead sometimes was brighter than the stuck bead. We attribute this to uneven background illumination, as shown in Fig. 4.12. The intensity variation was mostly due to the microscope light source, which was brighter at the center of the image than at the edges.


Figure 4.12: Non-uniform background illumination. (a) The Brownian bead motion on the $x y$ plane with uneven background illumination (The colors indicate changes in the local intensity as the bead diffuses). (b) The local background intensity over the bead's motion. (This data is from the same measurements as presented in Fig. 4.11).

To correct for uneven illumination, we took a background image from an average of 500 images with no bead in the field of view. This procedure was done before and repeated after the Brownian bead measurements were taken, to ensure that the background image stayed uniform throughout the experiment. Then the Brownian bead intensity was divided pixel by pixel by the corresponding intensity of the background image.

The light-source intensity would fluctuate, affecting the vertical position measurements of the bead. We corrected for this by recording the intensity of the illumination using a photodiode $^{13}$ (see Fig. 4.1). We then normalized by the measured illumination intensity. We reduced fluctuations in the illumination by building a box (black, lightweight panels used) over the microscope to block unwanted ambient light. The improvements due to blocking unwanted light can be seen in Fig. 4.13.
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Figure 4.13: (a) Bead intensity as measured by the unshielded apparatus. (b) Reduced intensity noise for a shielded microscope setup. Note the 2000x decrease in scale.


Figure 4.14: A portion (total time $=50 \mathrm{~s}$ ) of the three-dimensional trajectory of the bead from experiment. The coloring of the trajectory represents time elapsed (all distances in $\mu \mathrm{m}$ ).

### 4.2.3 Results

Let $I_{s}, I_{B}, I_{\text {back }}$ and $I_{\text {ill }}$ denote the stuck bead intensity, the Brownian bead intensity, the image background intensity, and the illumination intensity (from the photodiode), respectively. The position of the Brownian bead with respect to the stuck bead was then determined by

$$
\begin{equation*}
z_{B}=\frac{\left(I_{s}-I_{B}\right)}{b} \frac{1}{\tilde{I}_{\text {back }} \tilde{I}_{\mathrm{ill}}}, \tag{4.2}
\end{equation*}
$$

where $\tilde{I}_{\text {back }}=I_{\text {back }} /\left\langle I_{\text {back }}\right\rangle$ and $\tilde{I}_{\text {ill }}=I_{\text {ill }} /\left\langle I_{\text {ill }}\right\rangle$. The averages $\left\langle I_{\text {back }}\right\rangle$ and $\left\langle I_{\text {ill }}\right\rangle$ were taken over the neighborhood of intensity points ( $\approx 500$ points) at which the corresponding intensities ( $I_{\text {back }}$ and $I_{\text {ill }}$ ) were evaluated. The slope $b$ is taken from the linear feedback region of the


Figure 4.15: Experimental results. (a) A portion of the time series of bead heights. (b) The height distribution of the bead. Error bars represent the standard error. (d) Variation of the bead's horizontal and vertical diffusivity with height from, compared with theoretical curves. [Bead radius $=2.471 \pm 0.004 \mu \mathrm{~m}, \Delta t=0.033 \mathrm{~s}, N=119,645$ data points, total time $=3948 \mathrm{~s}$.]
intensity profile. This was applied for situations where the separation between the two beads does not get very large. This worked well for $2.5 \mu \mathrm{~m}$ beads, which have a small gravitational decay length.

A portion of the bead's three-dimensional trajectory is shown in Fig. 4.14. Figure 4.15(a) shows part of the bead's trajectory along $z$. The distribution of heights is shown in Fig. 4.15(b). The solid line was obtained by fitting the distribution to the Boltzmann function (Eq. 2.26) taking into account the double-layer and the gravitational potentials. The variation of the bead's diffusivity with height from the wall is shown in 4.15(c). The diffusion coefficients are measured by conditional displacements $\Delta z$ in a narrow interval $(\approx 0.1 \mu m)$ centered on height $z$ above the substrate. To compare our results with theory, we considered the uncertainty in the bead radius that was introduced by size variation in the latex beads. The other independent variable, temperature, could slowly vary over time due to changes in room temperature or fluctuations in

|  | $l_{g}[\mu \mathrm{~m}]$ | $l_{D}[\mu \mathrm{~m}]$ | $\frac{B}{k_{B} T}$ |
| :--- | :--- | :---: | :---: |
| Experimental | $0.1211 \pm 0.0006$ | $0.0767 \pm 0.0007$ | $15.2 \pm 0.2$ |
| Theoretical | $0.11 \pm 0.02$ | - | - |

Table 4.1: Values obtained for experimental parameters compared with theoretical values based on experimental material parameters.
illumination intensity. In addition, the temperature variation would affect the viscosity of water, which is a known function of temperature. Given this function, a temperature uncertainty of $1^{\circ} \mathrm{C}$ would create a $2 \%$ uncertainty in the viscosity [50]. Table 4.1 shows the parameters obtained from the experiment, compared to theoretical values. To calculate the range of theoretical values, we used the bead radius $a=2.5 \pm 0.1 \mu \mathrm{~m}$ (as given by the manufacturer), temperature $T=299 \pm 1 \mathrm{~K}$, bead density $1.055 \pm 0.003 \mathrm{~g} / \mathrm{cc}$, and the dynamic viscosity of water $\eta=$ $(0.88 \pm 0.02) \times 10^{-3} \mathrm{~N} \mathrm{~s} / \mathrm{m}^{2}$ (corresponding to measured $\left.T=298.5 \mathrm{~K}\right)$. The double-layer strength $B / k T$, the Debye length $l_{D}$ and gravitational decay length $l_{g}$ were obtained from fitting the height distribution with the Boltzmann function [see Fig 4.15(b)]. The range of expected values was primarily limited by the uncertainty in the size of the bead. Since the uncertainty in the measured value of $l_{g}$ is less than the a priori uncertainty calculated from the range of sizes of the bead, we decided to use the measured Boltzmann distribution to estimate the size of each bead studied in the experiment.

### 4.3 Displacements and the diffusing-diffusivity dynamics

The bead's displacements $\Delta x_{n}$ were obtained by subtracting successive positions. The minimum displacements obtained correspond to the minimum time resolution of our experiment, which is $\Delta t_{\text {exp }}=0.033 \mathrm{~s}$. For longer time intervals $\Delta t>\Delta t_{\exp }$, we picked those data points with the temporal spacing $\Delta t / \Delta t_{\text {exp }}$. Hence, $\Delta x_{n}=x_{i+n}-x_{i}=\Delta x\left(n \Delta t_{\exp }\right)$. To study the dynamics at long times, we needed a large number of data points to reduce noise from statistical error.

Typical horizontal displacements for the time intervals $\Delta t=0.033 \mathrm{~s}, 0.066 \mathrm{~s}$, and 0.33 s are shown in Fig. 4.16, which are nearly Gaussian at all time scales. Figure 4.17 shows vertical displacements and their distributions, and all distributions were found to be non-Gaussian. Our goal was to see if these non-Gaussian dynamics could be seen in the diffusing-diffusivity regime identified in simulations.

### 4.3.1 Diffusing-diffusivity dynamics results

From 14 separate runs with different spheres (all having $a \approx 2.5 \mu \mathrm{~m}$ ), we collected time series of position measurements to investigate non-Gaussian diffusing-diffusivity dynamics.


Figure 4.16: Horizontal displacements for (a) $\Delta t=0.033 \mathrm{~s}$, (b) $\Delta t=0.066 \mathrm{~s}$, and (c) $\Delta t=0.33$ s. Corresponding displacement distributions are shown on the right column. Solid curves show results of Gaussian fits. Error bars come from the standard error for Poisson counting $(\sqrt{N})$. [These are from Run 10 in Table 4.2: Bead radius $=2.531 \pm 0.004 \mu \mathrm{~m}, N=139,716$ data points, Total time $=4610 \mathrm{~s}]$
(a)


(c)





Figure 4.17: non-Gaussian vertical displacements corresponding to Fig. 4.16

We first looked at the mean-squared displacement (MSD) of the bead at different time scales

| Run | $N$ | $l_{g}[\mu \mathrm{~m}]$ | $l_{D}[\mu \mathrm{~m}]$ | $\frac{B}{k_{B} T}$ | $a[\mu \mathrm{~m}]$ | $D_{0}\left[\mu m^{2} / s\right]$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 68966 | $0.1194(8)$ | $0.0763(9)$ | $14.7(2)$ | $2.482(5)$ | $0.087(3)$ |
| 2 | 71628 | $0.1185(8)$ | $0.0793(9)$ | $14.5(2)$ | $2.488(6)$ | $0.087(3)$ |
| 3 | 100394 | $0.1160(6)$ | $0.0745(7)$ | $16.0(2)$ | $2.506(4)$ | $0.086(2)$ |
| 4 | 119155 | $0.1209(6)$ | $0.0818(8)$ | $13.3(1)$ | $2.472(4)$ | $0.087(2)$ |
| 5 | 123603 | $0.1147(6)$ | $0.0829(7)$ | $14.2(1)$ | $2.515(4)$ | $0.087(2)$ |
| 6 | 62869 | $0.1157(8)$ | $0.071(9)$ | $15.9(2)$ | $2.513(6)$ | $0.087(3)$ |
| 7 | 38763 | $0.127(1)$ | $0.075(1)$ | $14.4(2)$ | $2.467(7)$ | $0.087(3)$ |
| 8 | 34892 | $0.104(1)$ | $0.078(1)$ | $13.9(2)$ | $2.591(9)$ | $0.086(3)$ |
| 9 | 80065 | $0.1169(7)$ | $0.0782(8)$ | $14.4(1)$ | $2.499(5)$ | $0.087(2)$ |
| 10 | 139716 | $0.1126(5)$ | $0.0830(7)$ | $14.0(1)$ | $2.531(4)$ | $0.087(2)$ |
| 11 | 119645 | $0.1211(6)$ | $0.0767(7)$ | $15.2(2)$ | $2.471(4)$ | $0.087(2)$ |
| 12 | 82324 | $0.1183(7)$ | $0.0745(8)$ | $14.7(2)$ | $2.490(5)$ | $0.087(2)$ |
| 13 | 54923 | $0.1053(8)$ | $0.083(1)$ | $15.2(2)$ | $2.588(6)$ | $0.087(3)$ |
| 14 | 51932 | $0.1054(8)$ | $0.083(1)$ | $15.4(2)$ | $2.587(7)$ | $0.087(3)$ |
|  |  |  |  |  |  |  |
| Mean | 82947 | $0.1151(5)$ | $0.079(4)$ | $14.82(7)$ | $2.51(4)$ | $0.087(2)$ |

Table 4.2: Values obtained for experimental parameters from 14 different runs. $N$ is the number of data points. The radius $a$ is approximated using the measured temperature $T=298.5 \mathrm{~K}$, the latex bead density $\rho_{\mathrm{b}}=1.055 \mathrm{~g} / \mathrm{cc}$. and the $l_{g}$ values found.
(normalized by $l_{g}^{2} / D_{0}$, where average values of $l_{g}$ and $D_{0}$ were used). The results are shown in Fig. 4.18 for a single trajectory of duration $\approx 80$ minutes, with parameters $B / k_{B} T=14.0$, $l_{g}=0.112 \mu \mathrm{~m}$ and $l_{d}=0.083 \mu \mathrm{~m}$. For horizontal motion, the MSD is linear with time for all explored time scales. For vertical diffusion, the mean-squared displacement curve is linear at short time scales, corresponding to the diffusing-diffusivity regime [see Fig. 4.18(b)], and it is nonlinear after $D_{0} \Delta t / l_{g}^{2} \approx 5$ due to the bounding potential. At very large time scales, the MSD saturates. The solid lines in Fig. 4.18 correspond to the theoretical results obtained via

$$
\begin{equation*}
\mathrm{MSD}=2 D_{\mathrm{eff}} \Delta t=2 \Delta t \int_{z_{\min }}^{z_{\max }} P_{B}(z) D_{\|, \perp}(z) d z \tag{4.3}
\end{equation*}
$$

using the parameters obtained from the trajectory. The extreme heights $z_{\min }$ and $z_{\text {max }}$ are taken from the measured positions, and their theoretical evaluations are discussed in Sec. 3.4.3.

We then explored the excess kurtosis at different time scales. Since kurtosis is calculated from the fourth moment of displacements, we faced the results obtained were too noisy. Hence, we needed lots of data points. We collected 14 sets of data for different trajectories averaging about 45 minutes ( 82000 data points) each. Each set was fitted to the Boltzmann distribution to obtain 14 sets of the parameters $l_{g}, l_{d}$ and $B$, ensuring that the parameter sets match and are consistent with theory. The results are summarized in Table 4.2. Notice that the standard deviation of the 14 results for all quantities is larger than the statistical uncertainty


Figure 4.18: (a) Mean-squared displacements at different time scales for horizontal and vertical motion (dashed lines are theoretical results based on Eq. 4.3 ). (b) Short time MSD for vertical motion is nearly linear. Results are from Run 10.
of individual measurements. The added variation suggests that it arises mainly from bead-tobead differences. Unfortunately, it was not possible in these experiments to visually distinguish between "new" and "old" beads, and it is likely that some of the runs were done on identical beads. The amount of variation seen in radius $(\approx 2 \%)$ is typical of manufacturer specifications for the coefficient of variation of the diameter.

The overall kurtosis was then obtained from the weighted average (weighted by the lengths of the trajectories) of the kurtosis from all the data sets. Each kurtosis curve, corresponding to each data set, was obtained as follows: Starting from $N$ time series position measurements $z_{1}, z_{2}, \ldots, z_{i}, \ldots, z_{N}$; separated by the experimental time resolution $\Delta t_{\exp }=0.033 \mathrm{~s}$, we computed the displacements at time interval $\Delta t \equiv \Delta t_{n}=n \Delta t_{\exp }$ using $\Delta z_{n}=z_{i+n}-z_{i}$, for $i=0,1,2, \ldots,(N-n)$. These displacements were computed for each of equally spaced time in-
tervals, i.e., for $n=1,2, \ldots, n_{\max }$. Here, $n_{\max }$ determines the maximum time interval explored. From the resulting kurtosis vs. time calculations, we further reduced the noise by averaging neighbouring data points within successive intervals that grow logarithmically with the time scale.

The final kurtosis curves are shown in Fig. 4.19. We plotted the individual curves for the 14 different data sets; the black data points represent the weighted average from the individual curves. For vertical diffusion, we observed the two distinct time regimes: the diffusing-diffusivity and the Boltzmann regime. The transition between two regimes was at $D_{0} \Delta t / l_{g}^{2} \approx 10-100$. Hence, for small time scales, the non-Gaussian dynamics obtained can be attributed to the fluctuations in $D$ only. For $D_{0} \Delta t / l_{g}^{2}>100$, the non-Gaussian dynamics arises because of the bounding potential. The green lines show the theoretical kurtosis values for the diffusingdiffusivity and Boltzmann regimes predicted by Eqs. 2.52 and 2.53, respectively, given the parameters found from the experiment and their uncertainties. The results from both the diffusing diffusivity and the Boltzmann regime do match the theory. Our analysis of kurtosis leads to correlated errors in the Boltzmann regime, as demonstrated by the coherent fluctuations in asymptotic levels in individual kurtosis curves, resulting in a shift of the curve up and down in the Boltzmann regime, within the error indicated. The error is more pronounced in the Boltzmann regime. This is seen in the theory plots, where the shaded region indicates the error from the weighted standard deviation of the mean. Figure 4.19(b) shows the kurtosis for horizontal diffusion, which is almost zero at all time scales. The observed horizontal kurtosis dip at large time scales perhaps arises from insufficient statistics.

Finally, to give a direct demonstration of the diffusing-diffusivity mechanism, we sliced up the vertical positions (from run 10 in Table 4.2) of the bead into small-height intervals, of about $0.01-0.05 \mu \mathrm{~m}$, and studied the displacement distribution in each interval. We analysed the corresponding displacements for every position measurements that begin in the particular interval. The results are shown in Fig. 4.20. We confirm the diffusing-diffusivity mechanism: The displacements are Gaussian at each interval (see the right-hand side of Fig. 4.20), while the overall distribution is non-Gaussian, as shown on the displacement distribution curve on the left side of Fig. 4.20.


Figure 4.19: Excess kurtosis as a function of time interval for (a) vertical and (b) horizontal motion. Data points represent the average from the solid individual curves. Green dotted lines show the theoretical values. Error bars were obtained from the standard deviation of the mean (weighted by the amount of data for each trajectory).


Figure 4.20: Displacements at intervals of $\approx 0.02 \mu \mathrm{~m}$ close to the wall. The right side shows the nearly Gaussian height conditional distributions, taken from the narrow range of heights indicated by the short vertical blue bars. The left side shows the non-Gaussian distribution from all heights explored by the bead.

## Chapter 5

## Conclusion

In this thesis, we investigated experimentally the Brownian motion of colloidal spheres near a wall. We showed that the mean-squared displacements can grow linearly with time and the displacements can be non-Gaussian distributed because of fluctuations in the diffusion coefficient $D$. This behavior has been previously observed in complex environments, where the form of $D$ is unknown. In our near-wall-diffusion system, however, the spatial variation of $D$ is known.

We first modeled the system by the overdamped Langevin equation, under the influence of the gravitational and double-layer forces in the vertical direction, and we ran simulations to understand the dynamics expected in experiments. We found that horizontal displacements are nearly Gaussian at all time scales, and vertical displacements were always non-Gaussian. The non-Gaussian dynamics in the vertical motion was attributed to two effects: the bounding potential and $D$ fluctuations. Based on the mean-squared displacements, we classified the diffusion process into two main time regimes: the diffusing-diffusivity regime, at very small time scales where the dynamics is dominated by Brownian diffusion, and the Boltzmann regime, at long time scales where the bounding potential dominates.

In our work, we were more interested in the diffusing-diffusivity regime, where the nonGaussian dynamics observed is a result of the diffusivity fluctuations only, and the dynamics should be at time scales small enough that it does not feel the potential. From simulations, we observed that controlling the shape of the potential, by varying parameters such as the particle size and the Debye length, changes the nature of the displacement distribution curves. We showed that the right combination of parameters can maximize the non-Gaussianity (as measured by excess kurtosis) of the distributions. This optimum is realized when the range of fluctuations in $D$ is maximized. Based on the simulation results, we chose the right size of the bead that optimizes fluctuations in $D$ and gives the diffusing-diffusivity dynamics at the smallest time resolution of our experiment $(\Delta t=0.033 \mathrm{~s})$.

We then implemented experimentally a feedback tracking system, where a piezo vertical stage follows the bead's vertical motion. Our experimental results agreed with simulations. By
fitting the height distribution to the Boltzmann function, we obtained parameters that agree with theory. We confirmed the diffusing-diffusivity mechanism proposed by Chubynsky et al [22]: We obtained non-Gaussian displacements coexisting with mean-squared displacements that grow linearly with time. The conditional distributions at small heights from the wall were seen to exhibit nearly Gaussian dynamics.

The experimental investigations presented in this thesis have several possible future perspectives. Instead of studying rigid spheres, we could study the motion of fluctuating biomolecules, such as DNA, near a wall. The displacements for such molecules would then be explored. The experiment could be further improved for precise measurement of vertical positions using, for instance, digital holographic microscopy, that has extended depth of field [25]. An understanding of near-wall Brownian motion is important for its technological and biological relevance. The behavior of biomolecules diffusing near boundaries will determine their macroscopic properties and impact their biological functions, such as collective motion of sperm cells near interfaces [51] and swimming bacteria in thin films [52]. Near-wall flows of colloidal suspensions are also ubiquitous in industrial processes from food processing to petrol recovery [53].
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[^0]:    "While examining the form of these particles immersed in water, I observed many of them very evidently in motion...These motions were such as to satisfy me, after frequently repeated observation, that they arose neither from currents of the fluid, nor from its gradual evaporation, but belonged to the particle itself." (Brown 1828)
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