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Abstract

Chapter 1 gives the introduction to this thesis, describing the three essays that are con-
tained herein. Chapter 2 is joint work with Erik Kimbrough and Arthur Robson. The
article investigates the evolutionary foundation for our capacity to attribute preferences
to others. It develops a theoretical model of this ability that the authors call “Theory of
Preferences” (ToP), and then shows that ToP yields a sharp, unambiguous advantage over
less sophisticated approaches to strategic interaction. The chapter reports on experiments
investigating ToP in a simpler version of the model. It finds highly significant learning of
opponentsŠ preferences, providing strong evidence for the presence of ToP as in the model
among subjects.

Chapter 3 studies the third party provision of information in a dynamic reputation model.
Information is sold to consumers by a profit maximizing intermediary with monopoly access
to information about a long run firm. The paper characterizes the optimal disclosure rule
from the point of view of the intermediary, and shows that if consumers act as price
takers in the market for information, then in every equilibrium the intermediary extracts
from consumers the highest price possible for information. The resulting equilibrium is
inefficient.

Chapter 4 extends a matching and bargaining model of decentralized trade first developed
by Gale and Sabourian (2005). The extension considers a market in which sellers bring to
market several units rather than just one. The article then studies the effect on efficiency
of an aversion to complexity among the agents. It shows that complexity aversion can
preclude efficient exchange. A several-unit seller must consider, not only the price at
which he currently trades, but also the effect of his exchange on future market conditions.
A seller with several units thus attempts to manipulate the price in the future by engaging
in inefficient trades currently.

Keywords: Bargaining, Decentralized Markets, Information Disclosure, Theory of Mind
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Chapter 1

Introduction

Chapter 2 of this thesis is joint work with Erik Kimbrough, and Arthur Robson. The
article considers the evolutionary foundation for our ability to attribute preferences
to others, an ability that we refer to as “Theory of Preferences” (ToP). The article
develops a theoretical model of ToP and then gives an answer to the question: Why
might ToP have evolved? Our answer is that ToP is an evolutionary adaptation to
strategic environments with persistent novelty.

ToP is a key component of “Theory of Mind”, the more general ability to
attribute mental states to oneself and to others—mental states such as belief, desire,
knowledge, and intent. It moreover plays a crucial role in game theory. Unless a
player has a dominant choice in a game, her best response depends on the choices
of her opponents, and thus indirectly their preferences.

The chapter considers a dynamic model in which players repeatedly interact.
A perfect information game tree is fixed, with fixed terminal nodes, but there are
various outcomes that are assigned to these terminal nodes in a flexible fashion. In
particular, the outcomes are randomly drawn in each iteration of the game from a
finite outcome set, where this outcome set grows over time, through the introduction
of novel outcomes.

Individuals know how their own utility functions are defined on all these out-
comes, but do not know the preferences of their opponents. A type of agent, the
ToP player, conceives of the other agents as having preferences, and endeavors to
learn these. These players are contrasted with a naive type of agent that is es-
sentially a reinforcement learner, viewing each subgame they initiate as a distinct
indivisible circumstance.

1



CHAPTER 1. INTRODUCTION

The ability to attribute preferences enables players to better deal with the
innovation that arises from new outcomes than can the naive players that adapt to
each subgame as a distinct circumstance. The edge to sophistication derives from a
capacity to extrapolate to novel circumstances information that was learned about
others’ preferences in a previous situation.

In order to corroborate the theoretical results we study ToP among labora-
tory subjects. The experimental results provide strong evidence for the presence
among subjects of ToP as formulated in the paper. Moreover, we find that ToP is
significantly correlated with theory of mind as conceived by psychologists.

Chapter 3 studies the third party provision of information in a dynamic model of
reputation. At each date a long run firm meets with a short run consumer in order
to play a simple normal form game. The firm has private information about its
own payoffs, and has, moreover, a short run incentive to exploit his opponent. The
consumer arrives in ignorance of the events having transpired prior to his arrival,
and therefore knows very little about his opponent.

The limited knowledge of the short run agent introduces a role for a third
party, an information-providing intermediary. The intermediary has a monopoly
on information about the past choices of the firm, and is a profit maximizer. At the
outset of the game he commits to a disclosure policy consisting of a specific way of
mapping the histories of the game to signals. Each consumer, upon arriving to the
market, must then pay for an informative signal in order to learn about the firm.

The basic problem of the intermediary is the following. His choice of disclo-
sure policy generates the reputational incentives of the firm, and hence indirectly
affects the firm’s behavior. The firm’s behavior in equilibrium, on the other hand,
determines the value of information to the consumer.

If the policy imposes too much discipline on the firm, then information is of
little value to consumers. That is, if consumers are sure the firm will engage in
good behavior, then they gain nothing from acquiring further information about
their opponent. If the policy generates weak reputational incentives for the firm,
the signal will again be of little value.

The chapter characterizes the disclosure policy adopted in equilibrium by the
intermediary. The equilibrium policy results in an inefficient outcome. In particu-
lar, there are policies that deliver a first best outcome, but these are never chosen
by a profit maximizing intermediary.

2



CHAPTER 1. INTRODUCTION

Chapter 4 considers a matching and bargaining model of decentralized trade
among a finite number of agents. The article extends the model of Gale and
Sabourian (2005) by permitting sellers to enter the market with several units for
sale rather than just one.

Gale and Sabourian (2005) develop a complexity aversion refinement that selects
competitive equilibria in their model. 1 In particular, their argument goes, if agents
are averse to complexity, other things equal, then in equilibrium each player will
choose the least complex strategy that earns the equilibrium payoff; as a result,
simple behavior will be adopted, which, in turn, ensures Walrasian exchange.

This argument provides a rationale for selecting competitive equilibria within an
important framework that describes exchange as resulting from strategic bargaining
between pairwise matches. 2 This aspect of their work merits emphasis as it
has been observed, since Rubinstein and Wolinsky (1990), that strategic behavior
in such settings can result in non-competitive outcomes—even in the absence of
trading frictions such as search costs and asymmetric information.

Of central importance to the above argument is the result that simple behavior
gives rise to competitive exchange. The appeal of the above refinement then relies
on the extent to which this result holds more generally in frictionless markets.
Chapter 4 then asks if simple behavior will deliver Walrasian outcomes in more
general environments.

By examining the more general case, in which sellers can sell many units rather
than just one, this article delivers insights that are drastically different from those
obtained by Gale and Sabourian (2005). In particular, it argues that simple
behavior—resulting from complexity aversion, or for any other reason—does not
suffice to establish competitive outcomes. In fact, it shows that when behavior is
consistent with a perfect equilibrium simple behavior can rule out efficiency alto-
gether.

1A competitive equilibrium here refers to an equilibrium of the matching and bargaining game
in which all exchange occurs at market clearing prices, and in which the resulting allocation
maximizes the gains from trade. This will also be referred to as a Walrasian equilibrium.

2These models are intended to give an explicit account of the inner workings of a decentralized
market. See, for example, Rubinstein and Wolinsky (1985), Gale (1986a, 1986b), Rubinstein and
Wolinsky (1990), and the recent contribution, Lauermann (2012).
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Chapter 2

The Evolution of “Theory of
Preferences”:
Theory and Experiments

Joint work with Erik Kimbrough, and Arthur Robson

2.1 Introduction

Conventional game theory relies on agents correctly ascribing preferences to the
other agents. Unless an agent has a dominant strategy, that is, her optimal choice
depends on the choices of others and therefore indirectly on their preferences. We
consider here the genesis of the strategic sophistication necessary to acquire others’
preferences.

We address the questions: Why and how might this ability to impute prefer-
ences to others have evolved? In what types of environments would this ability
yield a distinct advantage over alternative, less sophisticated, approaches to strate-
gic interaction? In general terms, the answer we propose is that this ability is
an evolutionary adaptation for dealing with strategic environments that have a
persistent element of novelty.

Our interpretation of strategic sophistication is dynamic in that it entails learn-
ing other agents’ preferences from their observed behavior. It also extends the
theory of revealed preference in that knowing others’ preferences has consequences

4



2.1. INTRODUCTION CHAPTER 2.

for one’s own actions. Throughout the paper, we refer to such strategic sophistica-
tion, for simplicity, as ToP, for “theory of preferences”.

Our ToP is an aspect of “theory of mind", as in psychology. An individual
with theory of mind has the ability to conceive of herself, and of others, as having
agency, and so to attribute to herself and others mental states such as belief, desire,
knowledge, and intent. It is generally accepted in psychology that human beings
beyond infancy possess theory of mind. The classic experiment that suggests chil-
dren have theory of mind is the “Sally-Ann” test described in Baron-Cohen, Leslie,
and Frith (1985). According to this test, young children begin to realize that oth-
ers may have beliefs they know to be false shortly after age four. This test relies
on children’s verbal facility. Onishi and Baillargeon (2005) push the age back to
15 months using a non-verbal technique. Infants are taken to express that their
expectations have been violated by lengthening the duration of their gaze. The
presence of this capacity in such young individuals increases the likelihood that it
is, to some degree at least, innate.

The argument made here in favor of such strategic sophistication is a substantial
generalization and reformulation of the argument in Robson (2001) concerning the
advantage of having an own utility function in a non-strategic setting. In that
paper, an own utility function permits an optimal response to novelty. Suppose
an agent has experienced all of the possible outcomes, but has not experienced
the particular gamble in question and so does not know the probabilities with
which these are combined. This latter element introduces the requisite novelty.
If the agent has the biologically appropriate utility function, she can learn the
correct gamble to take; conversely, if she acts correctly over a sufficiently rich set
of gambles, she must possess, at least implicitly, the appropriate utility function.

We consider here a dynamic model in which players repeatedly interact. Al-
though the perfect information game tree is fixed, with fixed terminal nodes, there
are various physical outcomes that are assigned to these terminal nodes in a flexible
fashion. More particularly, the outcomes are randomly drawn in each iteration of
the game from a finite outcome set, where this outcome set grows over time, thus
introducing suitable novelty.

Individuals know how their own utility functions are defined on all these physical
outcomes, but do not know the preferences of their opponents. There will be
an advantage to an agent of sophistication—of effectively understanding that her

5



2.1. INTRODUCTION CHAPTER 2.

opponents act optimally in the light of their preferences. Such a sophisticated agent
can then learn opponents’ preferences in order to exploit this information.

The sophisticated players are contrasted with naive players who are reinforce-
ment learners, viewing each subgame they initiate as a distinct indivisible circum-
stance. Naive players condition in an arbitrary fashion on their own payoffs in each
novel subgame. That is, their reinforcement learning is initialized in a general way.

Sophistication enables players to better deal with the innovation that arises
from new outcomes than can such “naive” players that adapt to each subgame
as a distinct circumstance.1 The edge to sophistication derives from a capacity
to extrapolate to novel circumstances information that was learned about others’
preferences in a previous situation.2

Consider now our strategic environment in greater detail. We view the partic-
ular environment here as a convenient test-bed on which we can derive the speeds
with which the various players can learn. The basic results do not seem likely to
be specific to this particular environment, so these differences in relative learning
speeds would be manifested in many alternative models.

We begin by fixing a game tree with perfect information, with I stages, say.
There are I equally large populations, one for each of the stages or the associated
“player roles.” In each iteration of the game, a large number of random matches
are made, with each match having one player in each role. The physical outcomes
assigned to the terminal nodes are drawn randomly and uniformly in each iteration
from the finite outcome set that is available then.

Players have preference orderings over the set of outcomes that are ever possible,
and so preferences over the finite subset of these that is actually available in each

1The novelty here is circumscribed, but it is clear that evolution would be unable to deal with
completely unrestricted novelty.

2The distinction between the ToP and naive players might be illustrated with reference to the
following observations of vervet monkeys (Cheney and Seyfarth 1990, p. 213). If two groups are
involved in a skirmish, sometimes a member of the losing side is observed to make a warning cry
used by vervets to signal the approach of a leopard. All the vervets will then urgently disperse,
saving the day for the losing combatants. The issue is: What is the genesis of this deceptive be-
havior? One possibility, corresponding to our ToP strategy, is that the deceptive vervet effectively
appreciates what the effect of such a cry would be on the others, acts as if, that is, he understands
that they are averse to a leopard attack and exploits this aversion deliberately. The other polar
extreme corresponds to our naive reinforcement learners. Such a type has no model whatever
of the other monkeys’ preferences and beliefs. His alarm cry behavior conditions simply on the
circumstance that he is losing a fight. By accident perhaps, he once made the leopard warning in
such a circumstance, and it had a favorable outcome. Subsequent reapplication of this strategem
continued to be met with success, reinforcing the behavior.

6



2.1. INTRODUCTION CHAPTER 2.

period. Each player is fully aware of her own utility function but does not directly
know the preference ordering of his opponents.

At each date, at the start of each period, a new outcome is added to the set of
potential outcomes, where each new outcome is drawn independently from a given
distribution. The number of times the game is played within each period grows
at a parametric rate, potentially allowing the preferences of other players to be
learned.3 The crucial aspect of this model is the introduction of novelty, rather
than the growing complexity that is also generated.4

All players see the history of the games played—the outcomes that were chosen
to attach to the terminal nodes in each iteration of the game, and the choices
that were made by all player roles (but not, directly, the preferences of others).
Players here differ with respect to the extent and the manner of utilization of this
information.

All strategies use a dominant action in any subgame they face, if such an action
is available. This is for simplicity, in the spirit of focussing on the implications
of others’s preferences, while presuming full utilization of one’s own preferences.
However, the current set up would permit such sequentially rational behavior to be
obtained as a result rather than as an assumption.

Although the naive strategies can condition in an arbitrary way on their own
observed payoffs in a novel subgame, it is crucial that they condition only on these
payoffs. The other details of these naive strategies are not relevant to the main
result. Indeed, even if the naive players apply a fully Bayesian rational strategy
the second time a subgame is played, they will still lose the evolutionary race here
to the ToP players. A slower and therefore more reasonable rate of learning for the
naive players would only strengthen our results.

Once history has revealed the ordinal preferences of all subsequent players in
any subgame to the ToP players, they choose a strategy that is a function of these
ordinal preferences and their own. Furthermore, there is a particular ToP strategy,
the SPE-ToP strategy, say, that not only observes subsequent preferences but uses
the SPE strategy associated with these preferences and their own.

The ToP players know enough about the game that they can learn the prefer-
ences of other player roles, in the first place. In particular, it is common knowledge

3When there more outcomes already present, there is more to be learned about where a new
outcome ranks.

4That is, in a model in which outcomes were also dropped, so the outcome set remained of
constant size, similar results obtain, but in a slightly more awkward fashion.

7



2.1. INTRODUCTION CHAPTER 2.

among all the ToP players that there is a positive fraction of SPE-ToP players in
every role.

It is not crucial otherwise how the ToP players behave—they could even min-
imize their payoffs according to a fully accurate posterior distribution over all the
relevant aspects of the game, when the preferences of all subsequent players are not
known.

We do not assume that the ToP players use the transitivity of opponents’ pref-
erences.5 The ToP players build up a description of others’ preferences only by ob-
serving all the pairwise choices. Generalizing this assumption could only strengthen
our results by increasing ToP players’ learning speed.

Between each iteration of the game, the fraction of each role that plays each
strategy is updated to reflect the payoffs that this strategy obtains. This updating
rule is subject to standard weak assumptions. In particular, the strategy that
performs the best must increase at the expense of other strategies.

Theorem 2.1 is the main result here—for an intermediate range of values for
a parameter governing the rate of innovation, a unique SPE is attained, with the
SPE-ToP strategy ultimately taking over the population in each role, at the expense
of all other strategies—naive or ToP.

Moreover, our results hold if the ToP incur a fixed per game cost. This is a
key finding of the present paper since the previous literature has tended to find an
advantage to (lucky and) less smart players over smarter players—see, for example,
Stahl (1993). The underlying reasons for the reverse (and more plausible) result
here are that, in the limit considered in Theorem 2.1, i) the naive players do not
know the game they face while, at the same time, ii) the SPE-ToP players do
know all the relevant preferences and, furthermore, have adapted to play the SPE
strategy.

It is unambiguously better then to be “smart”—in the sense of ToP —than it
is to be naive, no matter how lucky—even for the relatively mild form of naivete
here.

After stating the theoretical results, we present experiments on theory of prefer-
ences that buttress the current approach by allowing us to observe 1) the presence
and extent of our revealed preference version of theory of preferences in human
subjects and 2) the degree to which this dynamic revealed preference interpreta-
tion of ToP corresponds to theory of mind as it is understood by psychologists. We

5Indeed, the results here would apply even if preferences were not transitive.

8



2.1. INTRODUCTION CHAPTER 2.

construct an environment similar to that in the model, but simpler, in which ToP
yields a distinct strategic advantage, and observe the extent to which our subjects
exploit this advantage.

In the experiments, subjects play a sequence of two-player extensive form games
where each player role has two moves at each decision node. In each repetition, a
game is constructed by drawing outcomes without replacement from a finite set.
All players in a given role had the same (induced) preferences, but these players
knew only their own payoff at each outcome and not that of their opponent, as
is the crucial feature of the theoretical model. We randomly and anonymously
paired subjects in each of 90 repetitions to observe the ability of players 1 to learn
(and to exploit their knowledge of) the preferences of players 2. As reflects the
theoretical model, many games in later periods that would appear novel to a naive
reinforcement learner could be understood by an agent with ToP who had observed
previous choices in the subgames. The rate at which subjects achieve subgame
perfect equilibrium outcomes measures the extent to which individuals exhibit ToP
by learning their opponents’ preferences.

At the end of each experimental session, we collected two measures of theory of
mind that are commonly used in psychology. Specifically, we asked the students to
complete two short Likert scale surveys measuring the extent of autism spectrum
behaviors. One was the Autism-Spectrum Quotient (AQ) survey due to Baron-
Cohen et al. (2001); the other was the Broad Autism Phenotype Questionnaire
(BAP), due to Hurley et al. (2007).

There were two striking results of the experiments that corroborate the present
approach. First, we observed highly significant learning of player 2’s preferences
by players 1, but no such significant learning of specific games. That is, iron-
clad support for the formal model of the paper is expressed in real-world behavior.
Individuals do behave as if they ascribe preferences to opponents and endeavor to
learn these, given that it is advantageous. Not surprisingly, this ability is present in
real-world individuals to varying degrees. Second, there is strong evidence that this
attribute is an aspect of theory of mind, as this term is understood in psychology:
player 1’s who report fewer autism-spectrum behaviors (i.e. have lower AQ and
BAP scores) have a statistically significant tendency to learn player 2’s preferences
faster.

9



2.2. A MODEL CHAPTER 2.

2.2 A Model

2.2.1 The Environment

Consider first the underlying games. The extensive game form is a fixed tree with
perfect information and a finite number of stages, I ≥ 2, and a fixed finite number
of actions, A ≥ 2, at each decision node.6 Every complete history of the game then
has I decision nodes and there are AI terminal nodes.

There is one “player role” for each such stage, i = 1, . . . , I, in the game. (In
a reversal of the usual convention, the first player role to move is I and the last
to move is 1. This simplifies the notation used in the proof. Role i therefore
has a subgame of rank i in that there are i successor nodes in each path to a
terminal node.) Each player role is represented by an equal-sized “large” population
of agents, where these agents differ in their choice of strategy. The strategies
are described precisely below, but they will be grouped into two “categories”—
sophisticated (ToP) and naive.

Independently in each iteration of the game, all players are randomly and uni-
formly matched with exactly one player for each role in each of the resulting large
number of games.

There is a fixed overall set of physically observable outcomes, each with conse-
quences for the material payoffs of the I player roles. Player role i = 1, . . . , I has
then a function mapping all outcomes to material payoffs. A fundamental novelty
is that, although each player role knows her own payoff at each outcome, she does
not know the payoffs for the other player roles.

For notational simplicity, however, we avoid the explicit construction of out-
comes, with payoff functions defined on these. Given a fixed tree structure with
T terminal nodes, we instead simply identify each outcome with a payoff vector
and each game with a particular set of such payoff vectors assigned to the termi-
nal nodes. We assume that all material payoffs are scalars, lying in the compact
interval [m,M ], for M > m > 0, for simplicity.7

6The restriction that each node induce the same number of actions, A, can be relaxed. Indeed,
it is possible to allow the game tree to be randomly chosen. This would not fundamentally change
the nature of our results but would considerably add to the notation required.

7This abbreviated way of modeling outcomes introduces the apparent complication that the
same payoff for role i might be associated with multiple possible payoffs for the remaining players.
However, the set-up will be such that the probability of any role’s payoff arising more than once,
but with different payoffs for the other roles, is zero. Each player i can then safely assume that a
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Assumption 2.1: The set of all games is represented by Q = [m,M ]TI , for M >

m > 0. That is, each outcome is a payoff vector in Z = [m,M ]I , with one compo-
nent for each player role, and there are T such outcomes comprising each game.

Let n = 1, 2, . . . , denote successive dates. Within each corresponding period, n,
there is available a finite subset of outcomes Zn ⊂ Z, determined in the following
way. There is an initial finite set of outcomes Z0 ⊂ Z, of size N , say, where
each of these outcomes is drawn independently from Z according to a cumulative
distribution function F as follows.

Assumption 2.2: The cdf over outcomes F has a continuous probability density
that is strictly positive on Z.

At date n ≥ 1, at the beginning of period n, a new outcome is added to the
existing ones by drawing it independently from Z according to the same cdf F .
Within each period, the set of outcomes is then fixed, and once an outcome is
introduced it is available thereafter. Figure 2.1 is a schematic representation of the
game.

We specify the number of games that are played within each period as follows.

Assumption 2.3: The number of iterations of the game played in period n is
κ(n) = b(N + n)αc, for some α ≥ 0.8

If the parameter α is low, the rate of arrival of novelty is high in that there are
not many games within each period before the next novel outcome arrives; if α is
high, on the other hand, the rate of arrival of novelty is low.

Consider now a convenient formal description of the set of games available in
each period.

Definition 2.1: In period n, the empirical cdf based on sampling, with equal
probabilities, from the outcomes that are actually available, is denoted by the
random function Fn(z) where z ∈ [m,M ]I . The set of games in period n is the
T -times product of Zn. This is denoted Qn. The empirical cdf of games in period

given own payoff is associated to a unique (but initially unknown) vector of other roles’ payoffs.
We then adopt this simpler set-up.

8Here b·c denotes the floor function. It seems more plausible, perhaps, that the number of
games per period would be random. This makes the analysis mathematically more complex, but
does not seem to fundamentally change the results. The present assumption is then in the interests
of simplicity.
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n derives from T -fold independent sampling of outcomes according to Fn and is
denoted by Gn(q), where q ∈ Q = [m,M ]IT .9

In each iteration, t = 1, ..., κ(n), of the game in period n, outcomes are drawn
independently from Zn according to the cdf Fn, so the game is chosen independently
in each iteration according to Gn.

The cdf’s Fn and Gn are well-behaved in the limit. This result is elegant and
informative and so is included here. First note that the distribution of games
implied by the cdf on outcomes, F , is given by G, say, which is the cdf on the
payoff space [m,M ]IT generated by T independent choices of outcomes distributed
according to F . Clearly, G also has a continuous pdf that is strictly positive on
[m,M ]IT . These two later cdf’s are then the limits of the cdf’s Fn and Gn—

Lemma 2.1: It follows that Fn(z)→ F (z) and Gn(q)→ G(q) with probability one,
and uniformly in z ∈ [m,M ]I , or in q ∈ [m,M ]IT , respectively.

Proof: This follows directly from the Glivenko-Cantelli Theorem. (See Billings-
ley 1986, p. 275, and Elker, Pollard and Stute 1979, p. 825, for its extension to
many dimensions.) �

Role 1

Role 2

Role 3

1z 2z
Z

naive

naive

..

.

..

.

F

3z 4z

outcome introduced in period n

nZ

t
nof period

distribution of strategies at
t of period nrepetition

game at repetition

ToP

ToP

Figure 2.1: A Schematic Representation of the Key Elements of the Model.

We turn now to the specification of the strategies for each player role.
9Note that Fn andGn are random variables measurable with respect to the information available

in period n, in particular the set of available outcomes Zn.
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2.2.2 Strategies

When making a choice in period n and iteration t, every player, whether naive
or ToP, knows the history so far, Hn,t, say, and the game, qn,t, drawn for the
current iteration. The history records the outcomes available in the current period,
n, the randomly drawn games and the empirical distributions of choices made in
all previous periods and iterations. Although each player observes the outcome
assigned to each terminal node, as revealed by the payoff she is assigned at that
node, it should be emphasized that she does not observe other roles’ payoffs directly.

More precisely, for each player role i, given that decision-node h is reached
by a positive fraction of players in period n and iteration t, let πn,t(h) ∈ ∆(A)
then record the aggregate behavior of i player roles at h. It follows that Hn,t =
{Zn, (q1,1, π1,1), . . . , (qn,t−1, πn,t−1)}.10 Let Hn,t be the set of period n and iteration
t histories, and let H =

⋃
n,t Hn,t.

Strategies can be formally described as follows. Let Σi denote the set of choices
available to the player role i’s. A strategy is then a function c : H ×Q −→ Σi.

11

An individual in period n at iteration t with strategy c uses c(Hn,t, qn,t) in game
qn,t, c(Hn,t+1, qn,t+1) in qn,t+1, and so on.

As part of the specification of the map c, we assume that all strategies choose a
strictly dominant action in any subgame they initiate, whenever such an action is
available. For example, the player at the last stage of the game always chooses the
outcome that she strictly prefers. This assumption is in the spirit of focussing upon
the implications of other players’ payoffs rather than the implications of one’s own
payoffs. Indeed, if players are to learn other players’ preferences from observing
their choices, other players cannot be completely free to act contrary to their own
preferences.

More importantly, in the present model, using any such dominant choice could
be made a result rather than an assumption. The key part of this assumption is
sequential rationality, since such a dominant choice is optimal conditional upon
having reached the node in question.

10If n > 1 but t = 1, then Hn,t =
{
Zn, (q1,1, π1,1), . . . , (qn−1,κ(n−1), πn−1,κ(n−1))

}
. If n = t = 1,

then Hn,t = ∅.
11It will not be required that ToP players remember the entire history. All that is needed is that

they make and retain the exact inferences about other roles’ binary preferences that are possible
from observing the aggregate choices made in each period. It is not important whether naive
players remember the entire history or not, in familiar subgames.

13
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It is the large population in each role that is crucial in this connection. With
only a single player in each role, the player in role i < I might well prefer to not
choose such a dominant action in order to misrepresent her preferences to some
player j > i, so inducing j to choose in a way that is beneficial to i. However,
when there is a large number of players in every role, who are randomly matched
in each iteration of the game, each role i player has no effect on the distribution
of i’s choices that is observed by any role j > i and thus no effect on j’s future
behavior. In these circumstances, not only is the best choice by each i myopic, in
the sense of neglecting the future, but it is also sequentially rational.

Strategies that failed to use such dominant choices would eventually be pushed
to an arbitrarily low level. Once this was so, we would approximate the current
model. There is no reason then to be suspicious of the current assumption, but the
approximation would make the proofs more complicated, so we do not pursue this
option.

All strategies then satisfy—

Assumption 2.4: Consider any i player role, and any i player subgame q. The
action a at q is dominant for i if for every action a′ 6= a, for every outcome z
available in the continuation game after i’s choice of a in q, and every outcome
z′ available in the continuation game after i’s choice of a′ in q, zi > z′i. For each
i = 1, . . . , I, every strategy always chooses any such dominant action.

Naive Players

We adopt a definition of naivete that binds only if the subgame is new. This serves
to make the ultimate results stronger, since the naive players can be otherwise
rather smart. When the subgame is new, and there is no dominant choice, naive
players condition in an arbitrary fashion on their own payoffs, but act in ignorance
of other players’ preferences.

Definition 2.2: All naive strategies satisfy Assumption 2.4 in all subgames. There
is a finite number of naive strategies that map their own observed payoffs to an arbi-
trary pure choice, whenever any of the subgames faced has never arisen previously,
and a dominant strategy is lacking.

If any subgame faced is not new, and there is no dominant strategy, there is
no constraint imposed on any naive strategy. Although it makes an implausible

14



2.2. A MODEL CHAPTER 2.

combination, the naive players could then be fully Bayesian rational with respect
to all of the relevant characteristics of the game—updating the distribution of
opponents’ payoffs, for example.

The following example illuminates the strengths and weaknesses of naive strate-
gies, describing the opportunity that exists for more sophisticated strategies—

Example 2.1: Consider Figure 2.1. In view of Assumption 2.4, the P1’s always
make the SPE choice. The problem for the P2’s is to make the appropriate choice
for each of the games they face, but where the outcome for each choice depends on
the unknown preferences of the P1’s.

1P

2P
L R

2x 2y 2z 2w
1w1z1y1x

Figure 2.2: Example I = A = 2.

The key consideration in the long-run concerns how the various strategies per-
form when payoffs are chosen independently according to the cdf F . Suppose, for
simplicity, that the cdf F represents independent choice of the two payoffs from the
uniform distribution on [1,2].

A salient naive strategy for P2 is to choose L, for example, if and only if the
50-50 average of the own payoffs after choosing L exceeds the 50-50 average of the
own payoffs after choosing R, in any novel game. That is, choose L if and only
if x2 + y2 > z2 + w2. If either choice is dominant, this simple rule makes that
dominant choice. Moreover, given risk neutrality in the payoffs, this naive strategy
is the Bayesian rational procedure initially when there is no additional information
about P1’s preferences, since each of P1’s choices are then equally likely given
either choice for P2.

Whenever there is not a dominant choice for P2, however, any naive strategy
must make the wrong choice with strictly positive probability, under any F with
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full support. To show this for this F , it is enough to note the following. There is
a clearly a positive probability that neither L nor R is dominant. Further, when
there is no dominance, one of the following typical patterns of P2’s payoffs must
arise i) x2 > z2 > w2 > y2 or ii) x2 > z2 > y2 > w2.12 In case i), L is optimal if
and only if x1 > y1, which has probability 1/2. In case ii), L is optimal if and only
if x1 > y1 or both y1 > x1 and w1 > z1. This has overall probability 3/4. That is,
any naive rule makes the wrong choice in a nontrivial subset of novel games, given
the actual pattern of P1’s payoffs.

Furthermore, we subsequently show that, whenever α < 3, the naive P2s see
only novel games, in the limit.13 Hence any naive strategy makes a suboptimal
choice in a positive fraction of games, in the long run. This creates an opportunity
for sophisticated strategies for P2 that observe the choices made by the P1’s and
thereby build up a picture of P1’s preferences.

Sophisticated Players

There are two aspects to the ToP strategies. The first of these, given as part i) of
Definition 2.3 below, concerns the utilization of the knowledge of others’ preferences.
Picking the SPE choice at each node when the preferences of subsequent players
are known characterizes the SPE-ToP strategy that will eventually dominate the
population in every role. The second aspect, given as ii) of Definition 2.3, concerns
how such knowledge of the preferences of others could be acquired from observing
their behavior.

Definition 2.3: All ToP strategies always satisfy Assumption 2.4 in all subgames.
It is convenient to describe the remaining requirements on the ToP strategies in
the reverse order to the temporal order in which they apply. i) If a ToP player
in role i knows the ordinal preferences of all subsequent players over the set Zn,
each such ToP player maps the array of own preferences plus those of subsequent
players to a pure action at each decision node (still subject to Assumption 2.4).

12That is, it is without loss of generality to assume that the highest payoff is x2. If there is no
dominance, the next highest cannot be y2 and so can be taken as z2 without loss of generality.
The only issue is how the two outcomes left rank relative to one another.

13To see this, observe the following. Assumption 2.3 implies that the total number of iterations
in any period n history is bounded above by n · (N + n)α < (N + n)α+1 where N is the initial
number of outcomes. Since only one game is played at each iteration, this provides also an upper
bound on the number of distinct games occurring along any such history. Further, in period n,
there are |Zn|4 = (N + n)4 possible games. It follows that if α+ 1 < 4, then the fraction of games
that are familiar tends to zero, surely. This result is stated as Lemma 2.12 in Section 2.6.

16



2.2. A MODEL CHAPTER 2.

A particular ToP strategy, the SPE-ToP strategy, maps all of these preferences to
the SPE choice at each node, if this SPE choice is unique. Other ToP strategies
make a non-SPE choice in at least one subgame defined by the ordinal preferences
of others and of the player in question.14 ii) It is common knowledge among all
ToP players that there exists a positive fraction of SPE-ToP players in every role.

What is meant in Definition 2.3 i) by hypothesizing that the ToP strategies
“know" the preferences of subsequent players? That is, what patterns of play reveal
these preferences under Definition 2.3 ii)? We use Example 2.1 to illustrate these
issues and then indicate how the argument can be generalized by considering the
case where I = 3.
Example 1 Revisited: In this example with I = A = 2, all of the ToP P2’s
learn one of P1’s binary preferences, whenever the P1 are forced to make a choice
between two outcomes that has not arisen before. This follows since Assumption
2.4 implies that the P1’s always make the SPE choice. Indeed, whenever α > 1, so
that the rate of introduction of novelty is not too fast, such learning by the ToP
P2’s will be essentially complete in the limit.15 If α ∈ (1, 3), the ToP strategies
then have a clear knowledge edge over the naive strategies.

Each ToP strategy maps the preferences of P1, once these are known, as well as
own preferences, to an action. The SPE-ToP strategy fully exploits the knowledge
edge of the ToP strategies over the naive strategies, by mapping these two preference
profiles to the SPE choice. It is obvious in Example 1 that this SPE-ToP strategy
will then eventually outdo all other strategies, naive or sophisticated, since only
the SPE-ToP comes to correctly anticipate all of the choices of the P1’s.

It will not matter that in the interim—when the sophisticated strategies do
not know P1 preferences—that they make inappropriate choices, as these instances

14This requirement is merely to avoid triviality. It has the following implication. Since the
preferences involved are ordinal, the probability of such a subgame is positive under F . Indeed,
the probability of a game that repeats this subgame for every decision node of the role in question
is also positive. Such games will then give the SPE-ToP strategy a strict advantage over any other
ToP strategy.

15This is a key theoretical result of the paper, given in the Section 2.6 as Lemma 2.7. Although
the proof there is complicated by the need to allow more than two stages, it is nontrivial even for
I = 2. It is not hard to see, however, that α > 1 means that complete learning is not ruled out,
as follows. The introduction of the n-th novel outcome results in N + n− 1 new pairwise choices.
There are κ(n) > (N + n − 1)α iterations of the game before the introduction of further novelty.
Therefore, whenever α > 1 the number of iterations between outcomes outstrips the number of
new pairwise choices introduced. As n grows to infinity, this shows it is at least possible that the
P2 ToPs will see nearly all of the P1 choices before the next outcome arrives. The more difficult
task is to show that this possibility is realized, for the ToP strategies given in Definition 2.3.
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occur with vanishing probability. Similarly, neither will it matter how sophisticated
the naive strategies are on familiar games, since these also arise with vanishing
probability.

We now further illustrate this mechanism, by extending the argument in Ex-
ample 2.1 to the case I = 3. Learning about i = 1’s preferences remains straight-
forward, whenever α > 1, and proceeds as before. Indeed, role 1’s preferences
then become common knowledge among all ToP players in role 2 and 3. The new
interesting case then concerns how the ToP players in role 3 can learn role 2’s pref-
erences. Suppose then a game is drawn in which some subgame has a dominant
choice a, say, for role 2, as Assumption 2.4, and this subgame is reached.16 It
follows from Assumption 2.4 that all players in role 2 take this dominant action.
The ToP players in role 3 do not know that such a dominant choice exists for 2.
They do know, however, that the 2’s also know 1’s preferences. Hence, whether
such a dominant choice exists or not, the SPE-ToP’s in role 2 have unequivocally
demonstrated to the ToP in role 3 that they prefer the outcome induced by a to any
outcome they might have induced instead. Still under the assumption that α > 1,
the ToP players in role 3 can then build up a complete picture of the preferences
of role 2.17

The common knowledge assumption for the ToP players, as described in Def-
inition 2.3 ii), can be stripped to its bare revealed preference essentials. It is
unimportant, that is, what or whether the ToP players think, in any literal sense.
All that matters, in the case that I = 3, for example, is that it is as if the ToPs
in roles 3 add to their knowledge of role 2’s preferences as described above. Once
a ToP player in role 3 has seen histories in which all of role 2’s binary choices have
been put to the test like this, given that this is already true for role 1, the role 3
ToP players effectively know all that is relevant about the ordinal preferences of
subsequent players and can act on this basis. This is essentially purely a mechanical
property of the map, c, used by the ToP players. That is, not merely can the naive
players be “zombies”, in the philosophical sense, but so too can the ToP players.18

16That this subgame is reached could be forced by assuming that this subgame arises for all of
3’s choices.

17Lemma 2.7 in Section 2.6 proves the key result that α > 1 ensures complete learning.
18That is, the revealed preference approach adopted here is agnostic about internal mental

processes.
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2.2.3 Evolutionary Adaptation

The population structure and associated payoffs are as follows—

Definition 2.4: The total population of all strategies is normalized to 1 for every
role i. The sophisticated (ToP) strategies are labeled as r = 1, . . . , R, for R ≥ 1,
say where r = 1 is the SPE-ToP strategy. The naive strategies are labeled as
r = R + 1, . . . , R̄, where R̄ > R. The fraction of the total population in role
i = 1, . . . , I that uses strategy r = 1, . . . , R̄ in period n = 1, 2, . . . and iteration
t = 1, . . . , κ(n) is then denoted f in,t(r), where f in,t = (f in,t(1), . . . , f in,t(R̄)). The
average material payoff obtained by such a strategy r in role i in period n and
iteration t is then denoted z̄in,t(r), where z̄in,t = (z̄in,t(1), . . . , z̄in,t(R̄)).

The population evolves in a standard adaptive fashion between each iteration
of the game. This has the property, in particular, that the fraction of individuals
who use a strategy that is best increases, given only that there is some suboptimal
strategy—

Assumption 2.5: Consider role i = 1, . . . , I in period n = 1, 2, . . . and at iteration
t = 1, . . . , κ(n). If the population structure is f in,t with average payoffs z̄in,t, the
population structure in the next iteration is given by f in,t+1 = Ψ(f in,t, z̄in,t).19 This
function Ψ : ∆R̄−1× [m,M ]R̄ → ∆R̄−1, where ∆R̄−1 is the unit simplex in RR̄, has
the properties i) Ψ is continuous, ii) Ψr(f in,t, z̄in,t)/f in,t(r) > η for some η > 0, and for
r = 1, . . . , R̄, iii) if z̄in,t(r∗) = maxr=1,...,R̄ z̄

i
n,t(r) > z̄in,t(r′), for some r′ ∈ {1, . . . , R̄},

then Ψr∗(f in,t, z̄in,t) > f in,t(r∗) and iv) if z̄in,t(r) = z̄in,t(r′), for all r, r′ ∈ {1, . . . , R̄},
then Ψ(f in,t, z̄in,t) = f in,t.20

Recall that Figure 2.1 gives a schematic representation of the model.

2.2.4 The Main Result

The main result is that, in the limit, the SPE-ToP strategy fully learns the prefer-
ences of others, applies this knowledge to choose the optimal action, and dominates
the population.

Theorem 2.1: Suppose Assumptions 2.1-2.5 all hold. Suppose that there are a
finite number of ToP strategies, including SPE-ToP in particular, as in Definition
2.3, and a finite number of naive strategies, as in Definition 2.2. If α ∈ (1, A2 − 1),

20Ψr denotes the rth component of the vector Ψ, r = 1, . . . , R̄.
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then the proportion of SPE-ToP players in role i, f in,t(1), tends to 1 in probability,
as n→∞, for all t = 1, . . . , κ(n), and for all i = 2, . . . , I. The observed pattern of
play in each realized game converges to an SPE, in probability.

The proof of this is given Section 2.6.
The following specific remarks apply—
i) The result for i = 1 holds trivially by Assumption 2.4.
ii) The proof shows that all of the ToP strategies learn others’ preferences

essentially always if α > 1, but all naive strategies see essentially only new subgames
if α < A2 − 1, in the long run. If both inequalities hold, as above, there is an
opportunity for the ToP strategies to outdo the naive strategies, one that the SPE-
ToP fully exploits.

iii) We focus here on the case that α ∈ (1, A2 − 1). These bounds are tight in
the sense that, if α < 1 then it is mechanically impossible for the ToP players to
learn the preferences of opponents from their binary choices.21 On the other hand,
if α > A2−1, then naive players in role 2 see only familiar subgames in the limit.22

iv) If the role i is earlier in the game, so i is larger, it is harder for naive
strategies to learn all the subgames they initiate. In the role i, that is, the cutoff
value for a naive strategy is α = Ai − 1, below which learning is impossible in the
long run, and this increases with i. However, the task faced by the ToP strategies
does not become more complex in the same way, in that the cutoff value of α = 1
is unaffected by the role i involved.

v) If it were assumed that naive players need to have experienced the entire
game, and not just a subgame they initiate, before they can learn it, the upper
bound for α would be AI − 1, uniformly in i = 2, . . . , I.

vi) If α < 1, so that all the ToP players are overwhelmed with novelty, as are
the naive players, the outcome of the evolutionary contest hinges on the default
behavior of the naive and ToP strategies when these face their respective novel
circumstances. As long as the naive players are not given a more sophisticated
default strategy than the SPE-ToPs players, the naive players will, at best, match
the SPE-ToPs players.

21The proof is analogous to that of Lemma 2.12 in the Section 2.6 which establishes the corre-
sponding property for naive players.

22The proof is analogous to that of Lemma 2.7 in Section 2.6 which establishes the corresponding
property for the ToP players.
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vii) If α > A2 − 1, naive players in at least role 2 have seen most subgames
previously, in the long run. The relative performance of the SPE-ToP and the
naive players then depends on the detailed long run behavior of the naive players. If
the naive players play a Bayesian rational strategy the second time they encounter
a given subgame, they might tie the SPE-ToP players. It is, in any case, not
intuitively surprising that a clear advantage to SPE-ToPs relies upon there being
at least a minimum rate of introduction of novelty.

The eventual predominance of the SPE-ToPs over all the naive strategies re-
solves the issue raised by Stahl (1993) in this context. Consider any particular
naive strategy that maps own payoffs to an action, where this choice cannot, of
course, condition on the future realization of the sequence of games. If there is a
dominant strategy in any subgame, this naive strategy chooses that by assumption.
Otherwise, although there may be a set of subgames, with positive probability un-
der F conditional on the observed own payoffs, in which the naive strategy makes
the SPE choice, there must also be a set of subgames, also with positive conditional
probability under F , for which this is not true. Since any particular naive strategy
must therefore, with probability one, choose suboptimally in a positive fraction of
games, in the limit, it is outdone, with probability one, by the SPE-ToP that is
not preprogrammed but rather adapts to the outcomes and games that are drawn,
and ultimately chooses optimally essentially always.23

That is—

Corollary 2.1: Under the hypotheses of Theorem 2.1, any particular naive strat-
egy will, with probability one, choose suboptimally in a positive fraction of new
subgames in the limit.

Further, ToP strategies could be extended to deal with occasional shifts in
preferences over outcomes. Such a generalized model would be noisier than the
current model, and therefore harder to analyze, but this potential flexibility of the
ToP strategies would constitute a telling additional argument in their favor.

It follows, significantly, that the evolutionary dominance of the SPE-ToP is
robust to the introduction of sufficiently small cost, completing the resolution of

23This argument has the following subtlety. Consider a particular realized sequence of games.
With probability one, each observed own payoff is associated with a unique vector of payoffs for
the other roles. It follows that, with probability one, there exists a naive strategy that maps own
payoffs to an action that is the SPE choice in every such realized subgame. To choose this naive
strategy in advance is to condition on the future, however, given that there are uncountably many
possible naive strategies.
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the issue raised by Stahl (1993). Suppose that all ToP strategies entail a per game
cost of ω > 0, to reflect the cognitive cost associated with deriving the preferences
of others from observation. Then we have

Corollary 2.2: Theorem 2.1 remains valid when all ToP strategies entail a per
game cost ω (where the naive players have zero cost), if ω is small enough.

If α > A2− 1, however, then naive players in at least role 2 are usually familiar
with the subgame they initiate, in the long run. The presence of a fixed cost might
then tip the balance in favor of the naive players. If α < 1, so all players, naive
or sophisticated, are overwhelmed with novelty, this might also be true, when the
default play of the naive and sophisticated players is comparable.

The presence of such a per game cost, that is independent of the number of out-
comes, is not unreasonable since the ToP strategies would require the maintenance
of a brain capable of sophisticated analysis. However, the memory demands of the
naive players here are likely to be greater than the memory demands of ToP. The
naive players need to remember each game; the ToPs need only remember prefer-
ences over each pairwise choice for opponents, and if memory is costly then these
costs would be lower for the ToPs whenever there are a large number of outcomes.
In this sense, consideration of all costs might well reinforce the advantage of the
ToP players over the naive players.

The attainment of an SPE in Theorem 2.1 relies on the assumption that there
is a large population in each role, with random matching for each iteration of the
game. Even though a non-SPE choice by all role i players might benefit all role
i players since it could advantageously influence the choice of a role j > i, this
benefit is analogous to a public good. The choice by just one role i player has no
effect on j’s information bearing on i’s preferences. Thus, the optimal choice by
any particular role i player is sequentially rational. (The large population in each
role, together with random matching, also ensures choices are myopic, ignoring,
that is, future iterations of the game.) This argument that an SPE is attained once
the preferences of others are known is analogous to Hart (2002).24

We close this subsection with several additional general remarks.
1) The key issue here is how ToPs deal with novelty—the arrival of new outcomes—

rather than with complexity—the unbounded growth of the outcome set. Indeed,
24Hart considers a finite population in each role, with mutation ensuring all subgames are

reached. His result is that the SPE is attained for a large enough common population size and
small enough mutation rate.
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the model could be recast to display the role of novelty as follows. Suppose that
a randomly chosen outcome is dropped whenever a new outcome is added, at each
date n, so the size of the outcome set is fixed, despite such updating events. There
will then be a critical value such that, if the number of games played between suc-
cessive dates is less than this critical value, the naive players will be mechanically
unable to keep up with the flow of new games. There will also be an analogous but
lower critical value for the ToPs. If the fixed interval between updating events is
chosen to lie between these two critical values, the naive players will usually be faced
with novel subgames; the ToPs will face a stochastic but usually positive fraction
of subgames in which the preferences of subsequent player roles are known. This
provides a version of the current results, although one that is noisier and therefore
more awkward than the current approach.25

2) Suppose, hypothetically, that the naive types have all been eliminated. The
eventual ascendancy of each SPE-ToP type over the other ToP types is not a
matter of strategic dominance but relies on the previous ascendancy of SPE-ToP
types at all subsequent stages. That is, given a particular pattern of subsequent
ToP roles, there may be a ToP that outdoes the SPE-ToP. It is only once SPE
behavior has been established for subsequent players, by backwards induction, that
the SPE choices become optimal.26

3) The sophisticated players here do not use the transitivity of others’ prefer-
ences. If they were to do so, this could only extend the range of α over which
complete learning of opponents’ preferences would arise, and therefore the range
over which the sophisticated strategies would outcompete the naive strategies.27

4) Consideration of a long run equilibrium, as in Theorem 2.1, is simpler ana-
lytically than direct consideration of the speed of out-of-equilibrium learning of the
various strategies. More importantly, it also permits the use of minimal restrictions
on the naive and ToP strategies, as is desirable in this evolutionary context.

25The need in the current model for the number of games played between updating events to
grow with time is a reflection of the fact that each new outcome produces a larger number of novel
games when there is already a larger number of outcomes.

26This is perhaps analogous to the difficulty that the Connecticut Yankee has at King Arthur’s
Court, according to Mark Twain. That is, to his consternation, the choice made by Twain’s hero
often fails to be optimal because the choice by his opponents is non-optimal.

27Although they do not apply directly, the results of Kalai (2003) concerning PAC-learning and
P-dimension, Theorem 2.1 and Theorem 3.1, in particular, suggest that the use of transitivity
might lower the critical value of α as far as 0.
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5) Our results show how an increase in the rate of introduction of novelty might
precipitate a transition from a regime in which there is no advantage to strategic
sophistication to one in which a clear advantage is evident. This is consistent with
theory and evidence from other disciplines concerning the evolution of intelligence.
For example, it is argued that the increase in human intelligence was in part due to
the increasing novelty of the savannah environment into which we were thrust after
we exited our previous arboreal niche. (For a discussion of the intense demands of
a terrestrial hunter-gatherer lifestyle, see, for example, Robson and Kaplan, 2003.)

2.2.5 Related Literature

We outline here a few related theoretical papers in economics. The most abstract
and general perspective on strategic sophistication involves a hierarchy of prefer-
ences, beliefs about others’ preferences, beliefs about others’ beliefs about beliefs
about preferences, and so on. (Robalino and Robson, 2012, provide a summary of
this approach.) Harsanyi (1967/68) provides the classic solution that short circuits
the full generality of the hierarchical description.

A strand of literature is concerned to model individuals’ beliefs in a more re-
alistic fashion than does the general abstract approach. An early paper in this
strand is Stahl (1993) who considers a hierarchy of more and more sophisticated
strategies analogous to iterated rationalizability. A smartn player understands that
no smartn−1 player would use a strategy that is not (n − 1)-level rationalizable.
A key aim of Stahl is to examine the evolution of intelligence in this framework.
He obtains negative results—the smart0 players who are right in their choice of
strategy cannot be driven out by smarter players in a wide variety of plausible
circumstances. Our positive results, in Corollary 2.2, in particular, stand in sharp
contrast to these previous results.

Mohlin (2012) provides a recent substantial generalization of the closely related
level-k approach that allows for multiple games, learning, and partial observability
of type. Nevertheless, it remains true that lower types coexist with higher types in
the long-run. This is not to deny that the level-k approach might work well in fitting
observations. For example, Crawford and Iriberri (2007) provide an explanation for
anomalies in private-value auctions based on this approach.

There is by now a fairly large literature that examines varieties of, and al-
ternatives to, adaptive learning. Camerer, Ho and Chong (2002), for example,
extend a model of adaptive, experience-weighted learning (EWA) to allow for best-
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responding to predictions of others’ behavior, and even for farsighted behavior that
involves teaching other players. They show this generalized model outperforms the
basic EWA model empirically. Bhatt and Camerer (2005) find neural correlates of
choices, beliefs, and 2nd-order beliefs (what you think that others think that you
will do). These correlates are suggestive of the need to transcend simple adaptive
learning. Finally, Knoepfle, Camerer and Wang (2009) apply eye-tracking technol-
ogy to infer what individuals pay attention to before choosing. Since individuals
actually examine others’ payoffs carefully, this too casts doubt on any simple model
of adaptive learning.

2.3 Experiments on Theory of Preferences

2.3.1 Experimental Design

We report here the results of experiments that are simplified versions of the theo-
retical model. These test the ability of individuals to learn the preferences of others
through repeated interaction and to use that information strategically to their ad-
vantage. The game tree is a two-stage extensive form where each player has two
choices at each decision node.

There are then two player roles, 1 and 2.28 Player roles differ in their position
in the game tree and their (induced) preferences, but all players of a given role
have identical preferences. In each period, each role 1 participant is randomly and
anonymously matched with a single role 2 participant to play a two-stage extensive
form game, as depicted in Figure A.21, in Appendix A.2. We employ this matching
scheme to at least diminish the likelihood of supergame effects. In each game, role 1
players always move first, choosing one of two intermediate nodes (displayed in the
figure as blue circles), and then based on that decision, the role 2 player chooses a
terminal node that determines payoffs for each participant (displayed in the figure
as a pair of boxes).

When making their decisions, participants observe only their own payoff at each
outcome and are originally uninformed of the payoff for the other participant.29 In-
stead, they know only that payoff pairs are consistent over time. That is, whenever

28Here we revert to the usual convention that role 1 moves before role 2.
29Note that payoff privacy has the added benefit of mitigating the effects of non-standard pref-

erences on individual choice; since individuals are unaware of exactly how their choices impact
others’ payoffs, altruistic and reciprocal actions, which may depend on the relative effect on own
and other’s payoffs (as in Charness and Rabin, 2002, for example), will be controlled. Indeed, it
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the payoff for role 1 is X, the payoff to role 2 will always be the same number Y. In
Figure A.21, which is shown from the perspective of a role 1 participant, his own
payoff at each terminal node is shown in the orange box, while his counterpart’s
payoff is displayed as a “?" in the blue box. Similarly, when role 2 players make their
decisions, they only observe their own payoffs and see a “?" for their counterpart
(see figure A.22).

In each period, the payoffs at each terminal node are drawn without replacement
randomly from a finite set of V payoff pairs.30 Each element in each pair of payoffs
is unique, guaranteeing a strict preference ordering over outcomes. This set is fixed
in the experiments in contrast to its growth in the theoretical model. We do not
then attempt to study the theoretical long run in the experiments, but content
ourselves with observing the rate of learning of opponents’ preferences. Allowing
for the strategic equivalence of games in which the two payoff pairs at a given
terminal node are presented in reverse order, there are

(V
2
)(V−2

2
)

/2 strategically
distinct games that can be generated from V payoff pairs, each of which has a
unique subgame perfect equilibrium.

Thus, as in the theoretical model, despite their initial ignorance of their coun-
terpart’s preferences, role 1 players can learn about these preferences over time, by
observing how role 2 players respond to various choices presented to them. If role
1 players correctly learn role 2 players’ preferences, they can increase their own
payoff by choosing the SPE action. On the face of it, role 1 players will have then
developed a theory of a role 2 player’s mind.

This suggests investigating whether role 1 players choose in a manner that is
increasingly consistent with the SPE. Initial pilot sessions revealed two issues with
this strategy: 1) many of the randomly generated games include dominant strategies
for player 1, which are not informative for inferring capacity to learn the preferences
of others, as indeed reflected in the theoretical model, and 2) more subtly, there is a
simple “highest mean” rule of thumb that also often generates SPE play. Consider
a player 1 who is initially uncertain about player 2’s preferences. From the point
of view of player 1, given independence of player 2’s preferences, player 2 is equally
likely to choose each terminal node, given player 1’s choice. The expected payoff

has long been known that payoff privacy encourages the achievement of equilibrium outcomes in
market settings (Smith 1982).

30We sample with replacement in the theoretical model, although this assumption is merely
a minor convenience. We do not allow replacement here to make the most of our experimental
resources of time and money.
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maximizing strategy is to choose the intermediate node at which the average of
potential terminal payoffs is highest. Indeed, our pilot sessions suggested that
many participants followed this strategy, which was relatively successful.

For these reasons, we used a 3x1 within-subjects experimental design that, over
the course of an experimental session, pares down the game set to exclude the games
in which choice is too simple to be informative. Specifically, each session included
games drawn from 7 payoff pairs (so there are 105 possible games). In eighteen of
our sessions, payoff possibilities for each participant consisted of integers between 1
and 7, and in two sessions the set was {1,2,3,4,8,9,10}. This variation was intended
to reduce noise by more strongly discouraging player 2 from choosing a dominated
option, but observed player 2 choices in these sessions are comparable to those in
other sessions, so we pool the data for analysis below. Each session lasted for 90
periods in which, in the first 15 periods, the game set included 15 randomly chosen
games from the set of possible games, Q̄, say. Finally, starting in the 16th period,
we eliminate all games in which player 1 has a dominant strategy, and the next 15
periods consist of games randomly drawn from this subset of Q̄. Finally, starting
in the 31st period, we also eliminate all games in which the optimal strategy under
the “highest mean" rule of thumb corresponds to the SPE of the game, and our
final 60 periods consist of randomly drawn games from this smaller subset. Thus,
our final 60 periods make it harder for player 1 to achieve high payoffs, since the
only effective strategy is to learn the preferences of the role 2 players.

Learning by role 1 players here would be disrupted by the presence of any role
2 player who fails to choose his dominant action. For this reason, we considered
automating the role 2 player. However, on reflection, this design choice seems
untenable. In the instructions, we would need to explain that algorithmic players
2 maximize their payoffs in each stage, which would finesse much of the inference
problem faced by player 1—in essence the instructions would be providing a key
part of the theory of mind. It is also conceivable that individuals would behave
differently towards a computer program than they would towards a human agent.

A second potential issue is that foregone payoffs (due to role 1 player’s choice)
may lead to non-myopic behavior by some player 2s. Such behavior involves role
2 players solving a difficult inference problem. A spiteful (or altruistic) player 2,
who wanted to punish (or reward) player 1 on the basis of player 2’s foregone
payoffs, first must infer that player 1 has learned player 2’s preferences and then
infer player 1’s own preferences on the basis of this assumption. Player 2 could
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then, given his options, choose the higher or lower of the two payoffs for player 1
as either punishment or reward. However, players 2 chose their dominant action
roughly 90% of the time, which suggests that these sources of error were not a
prominent feature of our experiment.

We relate our results directly to theory of mind in psychology, as measured by
two short survey instruments. At the conclusion of the experiment, participants
completed the Autism-Spectrum Quotient (AQ) survey designed by Baron-Cohen
et al. (2001), since autism spectrum reflects varying degrees of inability to “read”
others’ minds. This short survey has been shown to correlate with clinical diag-
noses of autism spectrum disorders, but it is not used for clinical purposes. The
instrument was designed for use on adults of normal intelligence to identify the ex-
tent of autism spectrum behaviors in that population. Participants also completed
the Broad Autism Phenotype Questionnaire (BAP) due to Hurley et al. (2007),
which provides a similar measure of autism spectrum behavior and is highly corre-
lated with the AQ. With this additional data we will be able to evaluate how each
participant’s ability to perform as player 1 in our experiments correlates with two
other well-known ToP metrics.31 A copy of the AQ questionnaire is available in
Appendix A.3.32

We report data from 20 experimental sessions with a total of 174 participants
(87 in each role). Each experimental session consisted of 6, 8 or 10 participants,
recruited from the students of Simon Fraser University between April and October
2013. Participants entered the lab and were seated at visually isolated computer
terminals where they privately read self-paced instructions. A researcher was avail-
able to privately answer any questions about the instructions. After reading the
instructions, if there were no additional questions, the experiment began. Instruc-
tions are available in Appendix A.1.

31One might be concerned that any differences we observe in behavior that are correlated with
AQ are actually driven by differences in intelligence. Indeed, it is well-known that extreme autistics
tend to have low IQs. Crucially, however, within the normal range of AQ scores (those surveyed
who had not been diagnosed with an autism spectrum disorder), the survey measure is uncorrelated
with intelligence (Baron-Cohen et al., 2001). Our sample consists of undergraduates none of whom
(to our knowledge) are diagnosed with any autism spectrum disorder. Thus any relationship we
observe between AQ and performance is unlikely to be due to differences in intelligence.

32In the first wave of these experiments performed in April and June 2013 (76 subjects total),
we conducted the AQ questionnaire with a 5-point Likert scale that allowed for indifference rather
than the standard 4-point scale which requires participants to either agree or disagree with each
statement. The AQ questionnaire is scored by assigning 1 or 0 to each response and summing. In
our data analysis below, we assign indifferent responses a score of 0.5.
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Each experimental session took between 90 and 120 minutes. At the conclu-
sion of each session, participants were paid privately in cash equal to their payoffs
from two randomly chosen periods. We use this protocol to increase the salience
of each individual decision, thereby inducing participants to treat each game as
payoff-relevant. For each chosen period, the payoff from that period was multiplied
by 2 or 3 (depending on the session) and converted to CAD. Average salient exper-
imental earnings were $25.00, with a maximum of $42.00 and a minimum of $6.00.
In addition to their earnings from the two randomly chosen periods, participants
also received $7 for arriving to the experiment on time. Upon receiving payment,
participants were dismissed.

2.3.2 Experimental Results

Since the decision problem is trivial for player 2, our analysis focuses entirely on
decisions by player 1. We focus on the probability with which player 1 chooses an
action consistent with the SPE of the game. For a fixed game, and with repeated
play with fixed matching and private information about individual payoffs, pairs
frequently converge to non-cooperative equilibrium outcomes over time (McCabe et
al., 1998).33 This is not surprising since, in their environment an individual merely
need learn her counterpart’s preferences over two pairwise comparisons. However,
since these experiments employ static repetition of the same game, the data do not
clearly distinguish theory of mind from reinforcement learning. Our experiment is
the first (that we know of) to test theory of mind capacity in a dynamic setting
in which inferences drawn from the play of one game may be employed to predict
play in novel, future games. In this sense our setting is more strategically complex
than those previously studied, and hence we are able to both distinguish ToP from
reinforcement learning and observe heterogeneity in ToP capabilities, which we can
exploit in our data analysis.

First, we describe overall learning trends, and we show that individuals’ perfor-
mance as players 1 depends on how much information they have acquired about the
preferences of players 2. This suggests that our players 1 exhibit ToP in the sense
of the theoretical model. Finally, we compare our measure of ToP to measures from
psychology and show that the learning speed of players 1 is significantly correlated

33See also Fouraker and Siegel (1963) and Oechssler and Schipper (2003).
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with survey responses, suggesting that our theoretical concept of ToP corresponds,
at least to some extent, with theory of mind as understood by psychologists.

Learning Others’ Preferences

Figure 2.3 displays a time series of the probability that player 1 chose an action
consistent with knowledge of player 2’s preferences (i.e. consistent with SPE)
over the 90 periods of the experiment. After 15 periods, the game set no longer
included instances where player 1 had a dominant strategy. After 30 periods, the
game set no longer included instances where player 1 would choose correctly by
following the “highest mean" rule of thumb. At period 31, when subjects enter the
NoDominant/NoHeuristic treatment, there is a significant downtick in player 1’s
performance, but afterwards there is a notable upward trend in the probability of
player 1 choosing optimally.Despite the fact that individuals tend to learn player
2’s preferences over time on average, we observe substantial heterogeneity in rates
of learning, which we exploit in the next section.
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Figure 2.3: Time Series of Learning Opponent’s Preferences.
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To provide statistical support for these observations, Table 2.1 reports logistic
regressions where the dependent variable takes a value of 1 if player 1 chooses an
action consistent with the SPE of the game and 0 otherwise. We include treat-
ment dummies for periods 1-15 and periods 16-30 to control for the game set. To
identify the impact of feedback quality from player 2 choices on the likelihood of
SPE choices, column (2) also includes two variables that control for the proportion
of dominant choices made by players 2 in previous periods. Specifically, let Wi,t

be an indicator variable that takes a value of 1 when player i’s partner chose the
dominant action in the randomly chosen game qt. Then we compute the lagged
proportion of dominant choices observed by player i as

∑t−1
s=1 Wis

t−1 . Observing dom-
inant choices by all players 2 is also informative, so we compute a second measure
for each period of each session that measures the lagged proportion of dominant
choices made by all players 2. To test for naive reinforcement learning, as in the
theoretical model, column (3) also includes a variable that counts the number of
times participants have played the randomly chosen game at time t in the past.
Finally to test for ToP learning, as in the model, column (4) includes two addi-
tional variables that measure the amount of information player 1 has at a given
time about player 2’s preferences. Specifically, let qt be a feasible subgame in pe-
riod t and I(qt) be an indicator function that takes a value of 1 if any player 2
is observed making a choice in that subgame in period t (or in the mirror image
subgame).34 In a given period, there are two feasible subgames q1

t and q2
t , say.

We then measure the previous exposure to player 2’s preferences in game qt by
computing: min{

∑t−1
s=1 I(q1

s),
∑t−1
s=1 I(q2

s)}. This provides a rough measure of what
player 1’s should know about player 2’s preferences. It is a function of the total
number of times that player 2 has chosen between each of the two relevant outcome
pairs. These two totals are then aggregated using the function min for simplicity.
As with the variables we introduced in column (2), we also construct an analogous
measure that includes only those choices made by the person with whom player 1
was paired. We also include both session and individual fixed effects.

The positive and significant estimated coefficient on Period in column (1) indi-
cates that participants are increasingly likely to choose optimally over time. This
is consistent with the evidence in Figure 2.3. In column (2), when we include two
variables measuring the fraction of previous dominant choices by players 2, we find

34Recall that players 1 receive aggregated information about the choices of all players 1 and 2
in their session at the end of each period. See Figure A.23 in the appendix.
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P1 Chose SPE (1) (2) (3) (4)

Period 0.009∗∗∗ 0.009∗∗∗ 0.009∗∗∗ 0.002
(0.002) (0.002) (0.002) (0.003)

No Dominant Options 0.811∗∗∗ 0.808∗∗∗ 0.805∗∗∗ 0.842∗∗∗
(0.096) (0.096) (0.098) (0.098)

All Treatments 1.415∗∗∗ 1.430∗∗∗ 1.425∗∗∗ 1.444∗∗∗
(0.119) (0.120) (0.124) (0.124)

Cumulative Fraction My Partner Chose Dominantt−1 1.226∗∗∗ 1.226∗∗∗ 1.237∗∗∗
(0.440) (0.440) (0.441)

Cumulative Fraction All P2s Chose Dominantt−1 -0.265 -0.264 -0.187
(0.819) (0.819) (0.822)

# of Times Played Previously 0.009 0.013
(0.051) (0.051)

# of Previous Choices Observed My Partner -0.010
(0.022)

# of Previous Choices Observed All P2s 0.080∗∗∗
(0.019)

Constant -0.497∗∗ -1.293∗ -1.286∗ -1.329∗∗
(0.241) (0.660) (0.661) (0.663)

Observations 7830 7743 7743 7743
Session Fixed Effects Y Y Y Y
Individual Fixed Effects Y Y Y Y
Standard errors in parentheses.
* p < 0.10, ** p < 0.05, *** p < 0.01

Table 2.1: Logistic Regression Analysis of Learning.

a significant effect only of dominant choices made by partnered player 2s, but not
by all players 2. Player 1s who have observed a greater share of dominant actions
by their partners are more likely to choose optimally in later periods.35 Column
(3) tests for naive reinforcement learning as in the theoretical model. We find no
evidence of a significant effect of repetition of the same game on the probability of
choosing correctly. This is driven in part by the fact that our games were drawn
from a relatively large set, which reduces the potential for repetition. Finally, col-
umn (4) includes our measures of the amount of information players 1 had about

35If player 1s were Bayesian rational, they would treat the observations on all player 2’s as
equally informative. It is plausible psychologically, however, that they pay particular attention to
their partnered player 2, especially since this partner’s behavior affects the current payoff for player
1. Indeed, this finding is consistent with evidence that individuals overweight private information;
see, for example, Goeree et al., (2007).
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the preferences of player 2. A highly significant and positive coefficient on the vari-
able measuring the information that could be gleaned from all previous choices by
other players 2 implies that players 1 improve their performance by applying what
they have learned about the preferences of players 2 in the past. That is, they
exhibit ToP in the sense of our model. In contrast to our findings from column (2),
we find that the total previous number of choices made by all players 2 is a better
determinant of learning than those made by their partner, as would be Bayesian
rational. Importantly, when we include these variables, the coefficient on Period is
no longer statistically significant, suggesting that the significant estimated trend in
columns (1) - (3) was actually capturing the effects of ToP. Thus, even in this com-
plex setting, individuals are able to learn the preferences of others. We summarize
these observations below:

Finding 1: On average, there is a significant increase in understanding of others’
preferences over time, despite individual variation.

Finding 2: The increase is driven by observation of player 2’s preferences (ToP)
rather than naive reinforcement learning, as is consistent with the theoretical re-
sults.

Comparing Measures of ToP

Table 2.1 provides evidence that increases in the rate of SPE choices result from
ToP. However, our data reveal clear heterogeneity across individuals. Thus, we
exploit this heterogeneity to ask whether our measure of ToP correlates with pre-
vious survey measures of theory of mind from psychology. Specifically, we examine
correlations between subjects’ AQ and BAP scores and the rate at which players
learn the preferences of others.

We estimate learning rates separately for each player 1 with logistic regressions
where the dependent variable takes a value of 1 when the player chose a node
consistent with SPE and 0 otherwise, and the independent variables are our measure
of the information available about player 2’s preferences from previous choices (as
described above), the lagged proportion of dominant choices made by their partners,
and a constant term. The β coefficient on the first independent variable provides an
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estimate of each individual’s rate of learning.36 In both computations, we restrict
attention only to choices that are informative for inferences about ToP by excluding
games with dominant strategies for players 1 and games in which the “highest mean"
heuristic corresponds to the SPE.37

We then compute simple correlation coefficients between estimated learning
rates and measures of theory of mind from the AQ and BAP questionnaires. Recall
that on both instruments, a higher score indicates increased presence of autism
spectrum behaviors. Thus, negative correlations will indicate that our concept of
ToP is analogous to the information in the AQ and BAP surveys, while the absence
of correlation or positive correlations will indicate otherwise.

Learning Rate
BAP -0.22**

BAP_Rigid -0.02
BAP_Aloof -0.27***
BAP_Prag -0.17*

AQ -0.28***
AQ_Social -0.28***
AQ_Switch -0.14*
AQ_Detail 0.02

AQ_Commun -0.23**
AQ_Imagin -0.14*

∗∗∗ p < 0.01, ∗∗ p < 0.05, ∗ p < 0.1.

Table 2.2: Correlations between Autism Spectrum Measures and Individual Learn-
ing Rates.

BAP and AQ are overall scores from each instrument. Other variables are
individual scores on subscales of each instrument. BAP_Rigid = Rigidity,

BAP_Aloof = Aloofness, BAP_Prag = Pragmatic Language Deficit, AQ_Social
= Social Skills, AQ_Switch = Attention Switching, AQ_Detail = Attention to

Detail, AQ_Commun = Communication Skills, and AQ_Imagin = Imagination.

Table 2.2 report these simple correlations between measures from our experi-
ment and survey measures of autism spectrum intensity.38 From the table, we can

36The data reported here exclude one extreme outlier from our 20th session who chose the SPE-
consistent action in 87/90 periods and whose estimated β was more than 12 times greater (18.64)
than the next fastest-learning subject (1.46).

37Note that this regression equation is derived from the findings from column 4 of Table 2.1 in
that we include only those independent variables that were statistically significant.

38Figure A.42 displays these correlations for the AQ and BAP scores.
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see that learning rates are significantly negatively correlated with both the AQ and
BAP scores as well as most of the subscales.39 Taken together this provides solid
evidence that our games measure theory of mind as it is conceived by psycholo-
gists. Reading through the questionnaires, this correlation agrees with intuition.
For example, consider the finding that our measure of ToP is highly significantly
correlated with the two subscales that emphasize social skills: AQ_Social and
BAP_Aloof. We highlight these subscales because they are explicitly designed to
measure capacity for and enjoyment of social interaction, which is particularly re-
liant on theory of mind. One particularly telling item on the AQ_Social subscale
asks individuals how strongly they agree with the statement:

“I find it difficult to work out people’s intentions."

This is consistent with our notion of ToP in a strategic setting. We also ob-
serve that learning is correlated with the AQ_Commun and AQ_Imagin subscales.
The latter measures “imagination" by asking respondents to what degree they en-
joy/understand fiction and fictional characters. One question asks about the ability
to impute motives to fictional characters, which suggests some overlap with the
AQ_Social subscale.

Interestingly, there is one AQ subscale, AQ_Detail, that exhibits a non-negative
correlation and it emphasizes precision in individual habits and attention to detail.
In a strategic setting such as ours, these traits might be expected to partly counter-
act the negative effects of other typical theory of mind deficits, perhaps accounting
for the lack of significant correlation.

Importantly, our survey data exhibit scores in the normal range. Thus, differ-
ences in the strategic aspects of theory of mind vary significantly across individuals
in the normal range of social intelligence.40

Finding 3: Our dynamic measure of ToP based on observed learning is signifi-
cantly correlated with survey measures of theory of mind.

39Following convention, the BAP score is the mean of the three BAP subscale scores, and the
AQ score is the sum of the five AQ subscale scores.

40Figure A.43 in the appendix displays histograms of our participants’ AQ and BAP scores over
the range of feasible scores.
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2.4 Conclusions

This paper presents a model of the evolution of strategic sophistication. The model
investigates the advantages to learning opponents’ preferences in simple games of
perfect information. An unusual feature is that the outcomes used in the game are
randomly selected from a growing outcome set. We show how sophisticated indi-
viduals who recognize agency in others can build up a picture of others’ preferences
while naive players, who react only to their own observed payoffs in novel situations,
remain in the dark. We impose plausible conditions under which some sophisti-
cated individuals, who choose the SPE action, dominate all other strategies—naive
or sophisticated—in the long run. That is, we establish a clear sense in which it is
best to be smart, in contrast to previous results.

We then perform experiments measuring the ability of real-world individuals
to learn the preferences of others in a strategic setting. The experiments imple-
ment a simplified version of the theoretical model, using a two-stage game where
each decision node involves two choices. We find 1) evidence of highly significant
learning of opponents’ preferences over time, but not of complete games, and 2)
significant correlations between behavior in these experiments and responses to two
well-known survey instruments measuring theory of mind from psychology. Indeed,
the experiments here raise the interesting possibility of developing a test for autism
that is behavioral rather than purely verbal.

We show that the essential capacity to attribute preferences to others is theo-
retically evolutionarily plausible and actually present in the population to a varying
degree. Other social phenomena that assume the presence of theory of mind then
gain firmer footing, and so an indirect contribution of our work is to set the stage
for future research on such phenomena.

2.5 Proof of the Main Result: The Simplest Case

We establish here our main result for the simple version of the model in which
there are only two player roles, two choices at each node, and only two strategies
adopted by the 1’s—an SPE-ToP strategy and a naive strategy (see Definitions 2.2,
and 2.3, where these are introduced). Role 2 makes the SPE choice in every game
(Assumption 2.4), and thus the results here concern the player 1’s.
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The notation is modified slightly in the proof. In particular, a single subscript
is used to denote the total number of accumulated iterations, in lieu of subscripting
the period n, and iteration t. For example, Hs is written in place of the history
Hn,t, where s is now the number of accumulated iterations along Hn,t. 41 For
each period n = 1, 2, . . . , the notation s(n) is used to denote the iteration s =∑n−1
m=1 κ(m) + 1. Notice, in particular, that the n-th novel outcome arrives at the

beginning of iteration s(n).
Assume throughout the section that Assumptions 2.1-2.5 hold.

2.5.1 The SPE-ToP Strategy is Optimal if α > 1.

The first step in the proof of Theorem 2.1 in this simple environment, with two
players and two actions at each stage, is to show that if α > 1, then the SPE-ToPs
learn their opponents’ preferences completely in the limit, and therefore choose
optimally against their opponents with probability tending to one.

In this simple environment with two player roles and two actions, each choice by
the 2’s directly reveals a pairwise preference. Specifically, the 2’s make the dominant
choice, as in Assumption 2.4, and moreover, every choice by the 2’s eliminates
all ambiguity about their preferred option, since there are no remaining players.
One measure of how much has been revealed about 2’s preferences is therefore the
number of distinct 2 role subgames reached along the history. Consider in particular
the following.

Definition 2.5: Let Ks denote the number of distinct role 2 subgames that have
been reached along Hs. Recall that there are |Zn|2 role 2 subgames throughout
period n. For each s = s(n), . . . , s(n+ 1)− 1 write Ls = Ks/|Zn|2 as a measure of
how much can be learned about 2’s preferences from Hs.

Ls is a conservative measure of how much information is conveyed by the history
about 2’s preferences, but it suffices for the present purpose. 42 Specifically, we
have the key result that Ls converges in probability to one whenever α > 1. The
proof is immediate in the light of the next two results (Lemma 2.2, and Lemma
2.3).

41Recall that Hn,t records the randomly drawn games, and the empirical distributions of choices
in all prior iterations, and note that there are s =

∑n−1
m=1 κ(m) + t− 1 iterations of the game along

Hn,t.
42This ignores the transitivity of 2’s preference ordering. Moreover, the denominator accounts

for all of the available 2 subgames, including trivial ones in which the 2’s face the same two
outcomes.
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Lemma 2.2: Suppose that there are two player roles, and two actions available
for each role. Suppose further that Ls converges in probability to some random
variable L. If α > 1, then L = 1 a.e.

Proof: With probability (1−Ls)2 the game at iteration s is such that neither of
its role 2 subgames have occurred along the history. Such a game at s ensures Ks

increases by one, at least—that is, no matter how the 1’s choose they observe 2’s
choice in a novel subgame. Hence, for every s = 1, 2, . . . ,

E(Ks+1 |Hs)−Ks ≥ (1− Ls)2. (2.1)

That is, the smaller is the proportion of 2 role subgames that have been seen along
the history, the more likely it is that an unfamiliar one will arise.

Summing (2.1) over s = 1, 2, . . . , τ , and taking the unconditional expectation
of the result yields

E(Kτ )− E(K1) ≥
τ−1∑
s=1

E((1− Ls)2). (2.2)

Now, for each iteration, τ = 1, 2, . . . , let n(τ) denote the period prevailing dur-
ing the iteration. Notice, in particular, that Lτ = Kτ/|Zn(τ)|2 for each τ = 1, 2, . . . .
Next, observe that K1 = 0 by definition. Dividing both sides of equation (2.2) by
|Zn(τ)|2 thus gives

E(Lτ ) ≥ τ − 1
|Zn(τ)|2

·
[

1
τ − 1 ·

τ−1∑
s=1

E((1− Ls)2)
]
. (2.3)

Now suppose α > 1, and consider (2.3) as τ tends to infinity. The first thing to
note is that the (τ − 1)/|Zn(τ)|2 term in the expression diverges to infinity. To see
this observe the following. The iteration corresponding to the arrival of the n-th
novel outcome, s(n) =

∑n−1
m=1 κ(m) + 1, is non-decreasing in n, and has order of

n1+α. Since each iteration τ = 1, 2, . . . , satisfies s(n(τ)) ≤ τ ≤ s(n(τ) + 1) − 1,
it follows that n(τ) has order of τ

1
1+α , and hence that |Zn(τ)|2 = (N + n(τ))2 has

order of τ
2

1+α . Clearly if α > 1, then τ − 1 grows at a faster rate than |Zn(τ)|2.
Next, notice that the quantity on the right hand side of (2.3) is surely bounded

above by one, uniformly in τ (since surely Ls ≤ 1). The limit inferior of the
bracketed means in the expression must then be zero, since otherwise the quantity
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on the right hand side would diverge to infinity (because (τ − 1)/|Zn(τ)|2 −→∞ as
argued already).

Now suppose Ls converges in probability to the random variable L as hypoth-
esized in the statement of the claim. The bracketed means in (2.3) will then con-
verge to E((1− L)2). Since the limit inferior of these means is zero, it follows that
E((1− L)2) = 0, and hence that L = 1 a.e. �

The next result states that if α > 1, then Ls converges in probability to some
random variable L. Taken together with Lemma 2.2, this implies that Ls converges
in probability to one if α > 1. The proof of convergence is rather technical, and
involved even for the simple version of the model that we focus on here. A complete
proof is given in this section but intuitive arguments are relied upon whenever these
are thoroughly convincing. (An entirely rigorous proof is given in the proof of the
general case in the subsequent section.) In anticipation of the convergence result
consider first some key observations.

The crucial factor regarding the putative convergence of Ls is the behavior of the
process along the subsequence, {s(n)}, of iterations corresponding to the arrivals
of novel outcomes. In particular, if the process along this subsequence converges to
some limit, then the overall sequence must converge, and moreover, it must possess
the same limit. In order to see this, the first thing to notice is that Ls is non-
decreasing in between the arrivals of novel outcomes. Specifically, the numerator,
Ks, never decreases, and the denominator, |Zn|2, is constant until the next outcome
is introduced. Notice, however, that although the process has the sub-martingale
property in between arrivals of novelty, it is not properly a sub-martingale. The
introduction of the n+ 1-th new outcome causes the denominator to increase by a
factor of n (i.e., the denominator changes from |Zn|2 to |Zn+1|2), inducing a sudden
decrease in Ls. 43 It is important, however, that as the number of outcomes in-
creases, the drop in Ls due to the arrival of yet another outcome becomes smaller,
tending to zero eventually. That is, as n becomes larger, the increase in the denom-
inator caused by the n+ 1-th new outcome (|Zn+1|2−|Zn|2, in particular) occupies
a smaller fraction of the number of pairs of outcomes that were already there (i.e.,
|Zn|2). To be more precise about this we note that

43If Ls were a sub-martingale, the almost sure convergence of the sequence would follow imme-
diately from the martingale convergence theorem.
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Ls(n) ≥ Ks(n)−1/|Zn|2

= (Ks(n)−1/|Zn−1|2) · (|Zn−1|2/|Zn|2)

= Ls(n)−1 · (|Zn−1|2/|Zn|2),

and hence that lim inf{Ls(n) − Ls(n)−1} = 0, surely, since |Zn−1|2/|Zn|2 surely con-
verges to one. Suppose now that Ls(n) converges in probability to the random
variable L. The above discussed facts (displayed graphically in Figure 2.4) imply
that, for sufficiently large n, if Ls(n−1) and Ls(n) are close to their limiting value,
then Ls must be close to this limit as well, for each s = s(n− 1), . . . , s(n)− 1.

)n(sL

1−)n(sL

1)−n(s )n(s + 1)n(s

sL

Figure 2.4: A Representative Sample Path of Ls

Clearly if Ls(n) converges in probability to L, then so must the overall sequence,
{Ls}, a fact that is used in proving the next result—

Lemma 2.3: Suppose that there are two player roles, and two actions available for
each role. If α > 1, then there is a random variable L such that Ls converges in
probability to L.

Proof: Given the discussion prior to the statement of the lemma it suffices to
show that if α > 1, then the subsequence {Ls(n)} converges in probability to some
random variable L. Since we work exclusively with this subsequence in the proof,
we elect from now on to simplify notation by writing L̄n, K̄n, and H̄n in place of
Ls(n), Ks(n), and Hs(n), respectively, for each n = 1, 2, . . . . In order to establish
the convergence in probability of L̄n we rely on the following definition and result
(found in Egghe (1984) [Definition VIII.1.2, and Theorem VIII.1.22]).
submil Convergence: The process {L̄n} is a sub-martingale in the limit (submil)
if for each η > 0 there is almost surely an integer M such that n > m ≥M implies
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E(L̄n | H̄m) − L̄m ≥ −η. If L̄n is a submil, then there exists a random variable L
such that L̄n converges in probability to L. 44

Considering that submils converge in probability, we proceed to prove the lemma
by showing that if α > 1, then L̄n is a submil. Toward this end, consider two pe-
riods, m, and n, such that n > m. Given that L̄n = K̄n/|Zn|2, by definition, it is
straightforward to show that

E(L̄n − L̄n−1 | H̄m) < 0 =⇒

E(K̄n − K̄n−1 | H̄m) < |Zn|2 − |Zn−1|2.
(2.4)

That is, E(L̄n | H̄m) is less than L̄n−1 only if the expected number of new subgames
reached during period n − 1 (the expected increase in the numerator of L̄n−1) is
less than the number of new subgames introduced by the n-th novel outcome.

With (2.4) in mind, consider that |Zn|2 − |Zn−1|2 has order of n− 1, while the
number of iterations during period n− 1 is κ(n− 1), which has order of (n− 1)α.
We see that when α > 1 the number of iterations between arrivals outstrips the
number of new pairwise choices introduced by each outcome. It is thus intuitively
plausible that the L̄n process will keep up with the arrival of novelty, and that the
process is therefore indeed a submil. In order to confirm this intuition we revisit
equation (2.1), summing this time over s = s(n), . . . , s(n+ 1)− 1, to obtain

E(K̄n − K̄n−1 | H̄m) ≥
s(n)−1∑
s=s(n−1)

E((1− Ls)2) | H̄m)

≥ κ(n− 1) · E((1− Ls(n)−1)2 | H̄m).

(2.5)

To get the second line here we used the fact that there are κ(n − 1) terms in the
summation, and that Ls is non-decreasing as s ranges from s(n− 1) to s(n) − 1.
Combining (2.5) with (2.4) we see that

E(L̄n − L̄n−1 | H̄m) < 0 =⇒

E((1− Ls(n)−1)2 | H̄m) < (|Zn|2 − |Zn−1|2) /κ(n− 1).
(2.6)

Now suppose α > 1. In this case the (|Zn|2 − |Zn−1|2)/κ(n − 1) term in equa-
tion (2.6) surely converges to zero. The same equation then implies that for suf-
ficiently large n, E(L̄n − L̄n−1 | H̄m) is negative only if E(Ls(n)−1 | H̄m) is suffi-

44The convergence of a submil requires that the process in question be uniformly integrable. Ls
satisfies this requirement since, by definition, |Ls| ≤ 1 surely.
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ciently close to one. 45 But as we argued before the statement of the lemma,
lim inf{L̄n − Ls(n)−1} = 0 surely, and thus it follows that for sufficiently large n,
E(L̄n − L̄n−1 | H̄m) is negative only if E(L̄n | H̄m) is close to one. More formally,
we have the following. Whenever α > 1, for each η > 0 there is a finite integer,
M(η), such that:

If n > m ≥M(η), then

E(L̄n − L̄n−1 | H̄m) < 0 =⇒ E(L̄n | H̄m) > 1− η.
(2.7)

It is this feature of L̄n that imparts to the process the submil property. This is
what is shown next.

To see that L̄n is a submil fix η and choose M(η) as in (2.7). Consider any
m, and n such that n > m ≥ M(η). Suppose for the sake of the argument that
E(L̄n | H̄m) ≤ 1 − η. Then (2.7) implies E(L̄n − L̄n−1 | H̄m) ≥ 0, and therefore
that E(L̄n−1 | H̄m) ≤ 1− η. This in turn implies (using (2.7) again) that E(L̄n−1−
L̄n−2 | H̄m) ≥ 0, and therefore that E(L̄n−2 | H̄m) ≤ 1 − η. Proceeding recursively
in this manner we see that E(L̄n | H̄m) ≤ 1 − η implies E(L̄k − L̄k−1 | H̄m) ≥ 0,
for each k = m + 1, . . . , n, and therefore that E(L̄n | H̄m) − L̄m ≥ 0. Clearly
E(L̄n | H̄m) − L̄m < 0 only if E(L̄n | H̄m) > 1 − η. Since L̄m is surely no greater
than one this means that E(L̄n | H̄m)− L̄m ≥ −η, and hence that L̄n is a submil.�
Lemmas 2.2, and 2.3 in combination give—

Lemma 2.4: Suppose that there are two player roles, and two actions available for
each role. If α > 1, then the history reveals role 2 preferences completely in the
limit, that is, Ls converges in probability to one.

The SPE-ToP strategy of role 1 makes the SPE choice whenever the 2’s choices
in the game have been observed previously along Hs (See Definition 2.3 and the
discussion in the example after it). Lemma 2.4 then sets the stage for the ultimate
dominance of the SPE-ToP strategy.

45For further detail, notice that Jensen’s inequality implies

E((1− Ls(n)−1)2 | H̄m) ≥ E(1− Ls(n)−1 | H̄m)2.

Applying this in (2.6) gives, after a straightforward rearrangement, that E(L̄n− L̄n−1 | H̄m) < 0
only if

E(Ls(n)−1 | H̄m) > 1−
√
|Zn|2 − |Zn−1|2

κ(n− 1) .
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2.5.2 The Naive Strategy is Suboptimal if α < 3.

The next result is that the naive strategy makes a suboptimal choice with positive
probability in the long run. Taken together with Lemma 2.4, the result implies
that the SPE-ToP strategy outdoes the naive strategy eventually.

Lemma 2.5: Suppose α < 3, and that the fixed game tree has four terminal nodes.
Then the payoff to the 1’s from the naive strategy is dominated by the SPE payoff
with probability that is bounded away from zero in the limit.

Proof: Let G denote the distribution of games implied by F , where F is the cdf
according to which new outcomes are introduced in every period.

Recall that the naive strategy has a preprogrammed initial reaction in every
game that is unfamiliar, that lacks moreover a dominant choice (cf. Definition
2.2). The proof proceeds along the following lines: 1) There is a set of games with
positive measure under G, for which the initial reaction of the naive strategy differs
from the SPE choice, 2) these games come up with positive probability in the limit,
and 3) the game is new with probability tending to one.

We begin with the first claim. Notice that there is a positive measure subset of
games, say Q′, that lack a dominant action for 1, and in which role 2’s payoffs are all
distinct. For every game in this subset, if the initial response of the naive strategy
in the game is the SPE choice, then this choice can be rendered suboptimal by some
rearrangement of 2’s payoffs. Therefore, if there is a positive measure subset of Q′

such that the initial reaction by the naive type is optimal, then there must also
be a positive measure subset within Q′ where the initial reaction is sub-optimal.
(Important here is that the initial reaction of the naive strategy conditions only on
own payoffs [cf. Definition 2.2]).

The second claim is implied by the first in the light of the Glivenko-Cantelli
Lemma (stated as Lemma 2.1 in the main body of the paper). (In particular,
Glivenko-Cantelli implies that the long run empirical distribution over games con-
verges to G almost surely.)

The last claim, that all the games are new in the long run, is proved as follows.
The number of distinct subgames occurring along a history Hs is at most s, since
only one game is played at each iteration. The number of games available during
iteration s has order of s

4
1+α . If α < 3, then s/s

4
1+α tends to zero, and thus the
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fraction of familiar games tends to zero. �

2.5.3 The SPE-ToP Strategy Dominates if α ∈ (1, 3).

Taking stock of what has been established thus far, we see that if α ∈ (1, 3), then
the SPE-ToPs make the SPE choice with probability tending to one (Lemma 2.4),
while at the same time the payoff to the naive strategy is dominated by the payoff
from the SPE choice, with probability bounded away from zero in the limit (Lemma
2.5). Since the player 2’s make the SPE choice always, the SPE choice is the optimal
for the 1’s. The SPE-ToP strategy therefore outdoes the naive strategy in terms of
payoffs in the long run. It follows naturally that the SPE-ToP strategy eventually
dominates.

We therefore end with—

Lemma 2.6: Suppose the fraction of role 1’s that use the SPE-ToP strategy in
iteration s is fs ∈ [0, 1]. If α ∈ (1, 3), then fs converges in probability to one.

Although the intuition for the result is compelling, a fully rigorous proof involves
rather long calculations. We therefore defer the formal proof to the fully general
case in the next section.

2.6 Proof of the Main Result: The General Case

The proof of the theorem is given in two parts.

2.6.1 The SPE-ToP Strategy is Optimal if α > 1.

The result proved here is that the ToPs learn their opponents’ preferences com-
pletely in the limit whenever α > 1. (Recall that α determines the number of
iterations within in each period as in Assumption 2.3.) This sets the stage for the
ultimate dominance of the SPE-ToPs. 46 We first introduce some notation.

Definition 2.6: ∆i
n(z, z′) is the set of i role subgames, available in period n, that

satisfy the following. The subgame q is in ∆i
n(z, z′) if and only if, for two actions,

46In particular, the SPE-ToPs will then eventually choose an SPE in each game. Although in
general this SPE choice is sub-optimal initially, it is the appropriate strategy in the long run (as
will be established later).
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say a, a′ ∈ A, z is the unique SPE outcome of the subgame following i’s choice of
a, and z′ is the unique SPE outcome of the subgame following i’s choice of a′, and
moreover one of the actions a, a′ is strictly dominant for the i players themselves.

The subgames of Definition 2.6 play a special role in how ToPs learn preferences.
Recall that player roles are enumerated in reverse order of play.

Consider a situation in which player 1’s reach a subgame q ∈ ∆1
n(z, z′). Suppose

that z is strictly preferred by player 1’s to z′. Assumption 2.4 implies all the player
1’s reaching q will there choose the action resulting in z. Any ToP observing this
choice will then know that player 1’s prefer z to z′.

In order for a ToP player to learn then player 2’s preferences over, say, z, z′ it
suffices for player 2’s to be observed making a choice in a subgame q ∈ ∆2

n(z, z′)
when all the player 1 pairwise choices in q had already been learned as above
described. With this in mind consider the following.

Suppose z, z′ ∈ Z is such that the 1 players prefer z to z′. Say that the history
Hn,t reveals players in role 1 prefer z to z′ if along Hn,t a subgame q ∈ ∆1

n(z, z′) was
reached and all the 1 role players there chose the action delivering z. Proceeding
inductively, suppose z, z′ ∈ Z is such that player i’s prefer z to z′. Say that Hn,t

reveals players in role i > 1 prefer z to z′ if along Hn,t a subgame q ∈ ∆i
n(z, z′)

was reached, after all the pairwise preferences of the i − 1, . . . , 1 role players in q
had been revealed, and there all of the i role players chose into the i− 1 subgame
delivering z in the SPE.

As in the previous section, from now on we use a single subscript to denote the
number of accumulated iterations of the game, rather than subscripting the period
n, and iteration t of period n. For example, instead of Hn,t, we write Hs, where s
is now the total number of iterations having occurred along Hn,t. Recall that the
number of iterations in period n is κ(n) (Assumption 2.3), and thus the number of
iterations along Hn,t is

∑
m<n κ(m) + t− 1.

We again make use of the notation s(n) to denote
∑
m<n κ(m) + 1. Notice that

for each n = 1, 2, . . . , iteration s = s(n) corresponds to the arrival of the n-th novel
outcome.

To keep an account of how much information has been revealed along a given
history we define—

Definition 2.7: For each iteration s = 1, 2, . . . , the random variable Ki
s is num-

ber of outcome pairs such that Hs reveals i role preferences on {z, z′}. For each
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s = s(n), . . . , s(n+ 1) − 1 write Lis = Ki
s/|Zn|2—the fraction of i role pairwise

preferences that are revealed along Hs. 47

A key step in establishing the eventual dominance of the SPE-ToPs is to show
that if α > 1, then Lis tends to one in probability, for each i ≥ 1. The aim of the
remainder of this section is to prove the following result.

Lemma 2.7: Suppose α > 1, then Lis tends in probability to one, i = 1, . . . , I. 48

The proof relies on two preliminary results (Lemmas 2.8 and 2.9 below). First
two definitions—

Definition 2.8: Consider i > 1. For each iteration s = 1, . . . , Is ∈ {0, 1} is such
that Is = 0 if and only if the game drawn at iteration s is such that all the available
pairwise choices of players j = 1, . . . , i− 1 have been revealed along Hs.

Definition 2.9: For each ε > 0, and n = 1, 2, . . . ,

Si
n(ε) =

{
(z, z′) ∈ Zn × Zn : |∆i

n(z, z′)|/|Zn|A
i−2 < ε

}
.

When ε is small, the number of subgames in
⋃

Sin(ε) ∆i
n(z, z′) is a small fraction

of the number of possible i role subgames. 49

The roles of Is, and Si
n(ε) are clarified in the following lemma.

Lemma 2.8: Each of the following is true.

1. Consider i > 1. For each ε > 0, each period n = 1, 2, . . . , and each
s = s(n), , . . . , s(n+ 1)− 1,

E(Ki
s+1 |Hs)−Ki

s ≥

− E(Is |Hs) +
[
ε ·max

{
0, 1− Lis −

|Si
n(ε)|
|Zn|2

}]AI−i
.

47Assumption 2.2 implies that with probability one, throughout period n, the number of pairs
(z, z′) ∈ Zn × Zn such that zi 6= z′i is |Zn| · [|Zn| − 1]/2. Thus, with probability one this is the
maximal number of preference revelations possible up to period n. We opt in favor of the simpler
expression |Zn|2 in the denominator of Lis.

48If α < 1, it follows that Lis → 0 surely. This can be proved with a simple adaptation of the
proof of Lemma 2.12.

49Recall that the set of i role subgames in period n is Qin ≡ |Zn|A
i

, and thus∣∣∣∣∣ ⋃
(z,z′)∈Si

n(ε)
∆i
n(z, z′)

∣∣∣∣∣
|Qin|

< ε · |S
i
n(ε)|
|Zn|2

≤ ε.
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If i = 1, the above expression holds for i with Is identically equal to zero.

2. There exists an S(ε) such that S(ε) tends to zero as ε tends to zero, and such
that for each ε > 0, |Si

n(ε)|/|Zn|2 almost surely converges to S(ε).

Proof: Consider the first enumerated claim. Fix an i ≥ 1, and a period n.
Consider in all of the following an iteration, s ∈ {s(n), . . . , s(n+ 1)− 1}.

Let Ns denote the outcome pairs (z, z′) ∈ Zn × Zn such that i’s preferences on
{z, z′} have not been revealed along Hs. Notice that Lis = 1− |Ns|/|Zn|2.

Define Js ∈ {0, 1} such that Js = 1 if and only if, at iteration s for each i player
subgame, q, there is some (z, z′) ∈ Ns such that q is in ∆i

n(z, z′). For i = 1, since
there are no players after i, set Is ≡ 0 in all of the following expressions.

Note that if [1−Is]·Js = 1, then i’s choice at any i subgame reveals i preferences
over some pair of outcomes (z, z′) ∈ Ns, and therefore

Ki
s+1 −Ki

s ≥ [1− Is] · Js.

Since [1− Is] · Js ≥ Js − Is, it follows that

E(Ki
s+1 |Hs)−Ki

s ≥ E(Js |Hs)− E(Is |Hs). (2.8)

Next observe that E(Js |Hs) = P {Js = 1 |Hs} , and that

P {Js = 1 |Hs} ≥

 ∑
(z,z′)∈Ns

|∆i
n(z, z′)|
|Qin|

AI−i . (2.9)

This is because the distribution over games in period n can induced by the AI−i-
times independent sampling of i player subgames, uniformly from Qin, while the
fraction of i role subgames in ∆i

n(z, z′) at date n is |∆i
n(z, z′)|/|Qin|.

Using Si
n(ε) in equation (2.9) gives,

P{Js = 1 |Hs} ≥

 ∑
(z,z′)∈Ns \Sin(ε)

|∆i
n(z, z′)
|Qin|

AI−i

≥
(
ε · |Ns \Si

n(ε)|
|Zn|2

)AI−i (2.10)
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≥
[
ε ·max

{
0, |Ns|
|Zn|2

− |S
i
n(ε)|
|Zn|2

}]AI−i

=
[
ε ·max

{
0, 1− Lis −

|Si
n(ε)|
|Zn|2

}]AI−i
.

Equations (2.8) and (2.10) together deliver the desired result.
The second enumerated claim follows by direct application of Lemma 2.1 in the

light of Assumption 2.2. �

Lemma 2.9: Let xs, s = 1, 2, . . . , be a sequence taking values in [0, 1]. Given
ε̄ > 0, consider a family of sequences, {θs(ε)} , ε ∈ (0, ε̄], that satisfy the following
conditions. For each ε ∈ (0, ε̄], lims→∞ θs(ε) = θ(ε) ∈ R+, where θ(ε) tends to one
as ε tends to zero. Suppose lim inf[xs+1 − xs] ≥ 0, and that xs+1 − xs < 0 only if
xs > θs(ε). Then xs converges to some limit x̂ ∈ [0, 1].

Proof: Fix an arbitrary η > 0. Choose a ε ∈ (0, ε̄] such that θ(ε) > 1 − η/3,
and then choose T1 so that if s ≥ T1, then θs(ε) > 1 − 2 · η/3. Choose T2

such that xs+1 − xs > −η/3 for every s ≥ T2. Define T = max {T1, T2} , and
σ = inf {s ≥ T : xs+1 − xs < 0} . If σ = ∞, then clearly xs converges. Suppose
then that σ is finite. Observe the following. Whenever s ≥ T , if xs+1 − xs < 0,
then xs > θs(ε) > 1−2 ·η/3. Thus, since xs+1−xs > −η/3, for all s ≥ T , it follows
that xs+1 − xs < 0 implies xs+1 > 1 − η, whenever s ≥ T. It follows then that
xs > 1 − η for each s > σ. Clearly xs converges since η can be chosen arbitrarily
small. �

Lemma 2.9 plays a role in showing that the sequences {E(Lis)}, i = 1, . . . , I,
are convergent (Lemma 2.10 below). First another preliminary result—

Lemma 2.10: If the subsequence {E(Lis(n))} converges, then {E(Lis)} converges
and possesses the same limit. If the subsequence {Lis(n)} converges in probability
to L̄i, say, then so does {Lis}.

Proof: It suffices to prove the claim concerning convergence in probability (i.e,
convergence in probability implies the expectations converge). Suppose then that
the subsequence {Lis(n)} converges in probability to L̄i.
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Fix a period n, and consider an iteration s ∈ {s(n), . . . , s(n+ 1) − 1}. Recall
that Lis = Ki

s/|Zn|2. Since Ki
s is non-decreasing in s, and the denominator |Zn|2 in

Lis is constant for s = s(n), . . . , s(n+ 1)− 1, it follows that Lis ≥ Lis(n).
One novel outcome is introduced at iteration s(n+ 1), and therefore Lis(n+1) ≥

Lis · |Zn|2/|Zn+1|2. It thus follows that

Lis(n) ≤ Lis ≤ Lis(n+1) · |Zn+1|2/|Zn|2. (2.11)

This establishes the result since |Zn+1|2/|Zn|2 converges to one surely. �

Lemma 2.11: Suppose α > 1. Then E(L1
s) converges to some limit L̄1 ∈ [0, 1].

Suppose Ljs converges in probability to one for each j = 1, . . . , i − 1, then E(Lis)
converges to some limit L̄i ∈ [0, 1].

Proof: Fix i ≥ 1. In view of Lemma 2.10 it suffices to prove that the subsequence
{E(Lis(n))} converges. With this in mind notice first that

E(Ki
s(n+1))− E(Ki

s(n)) =
s(n+1)−1∑
s=s(n)

E (E(Ks+1 |Hs)−Ks) . (2.12)

Write, for each s = s(n), . . . , s(n) − 1, Ys(ε) = 1 − Lin,t − |Si
n(ε)|/|Zn|2, and

apply Lemma 2.8 to equation (2.12) to obtain

E(Ki
s(n+1))− E(Ki

s(n)) ≥ −
s(n+1)−1∑
s=s(n)

E (Is)

+
s(n+1)−1∑
s=s(n)

E
(
[ε ·max {0, Ys(ε)}]A

I−i)
.

(2.13)

Twice applying Jensen’s inequality (i.e., first E(XN ) ≥ E(X)N , given a random
variable X, and then E(max {X1, Y2}) ≥ max {E(X1), E(X2)} given X1, X2) yields

E(Ki
s(n+1))− E(Ki

s(n)) ≥ −
s(n+1)−1∑
s=s(n)

E (Is)

+
s(n+1)−1∑
s=s(n)

[ε ·max {0, E (Ys(ε))}]A
I−i

.

(2.14)
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Lis is non-decreasing as s ranges from s(n) to s(n+ 1) − 1, and thus Ys(ε) ≥
Ys(n+1)−1(ε), for each s = s(n), . . . , s(n+ 1)− 1. Using this in (2.14) yields

E(Ki
s(n+1))− E(Ki

s(n)) ≥−
s(n+1)−1∑
s=s(n)

E (Is)

+ [κ(n)− 1] ·
[
ε ·max

{
0, E

(
Ys(n+1)−1(ε)

)}]AI−i
.

(2.15)

Observe next that

Lis(n+1) − L
i
s(n) < 0 =⇒ Ki

s(n+1) −K
i
s(n) < |Zn+1|2 − |Zn|2.

Combining this with (2.15) gives

E(Lis(n+1))− (Lis(n)) < 0 =⇒

|Zn+1|2 − |Zn|2 > −
1∑

s=s(n)
E (Is)

+ [κ(n)− 1] ·
[
ε ·max

{
0, E

(
Ys(n+1)−1(ε)

)}]AI−i
.

(2.16)

After some rearranging in (2.16) it becomes clear that E(Lis(n+1))−E(Lis(n)) < 0
only if

E
(
Ys(n+1)−1(ε)

)
<

1
ε

 |Zn+1|2 − |Zn|2

s(n+ 1)− 1 + 1
s(n+ 1)− 1

s(n+1)−1∑
s=s(n)

E (Is)

1/AI−i

.

(2.17)

Recall that Ys(ε) = 1−Lis−|Si
n(ε)|/|Zn|2. Since Lis(n+1) ≥ L

i
s−2/|Zn| for each

s = s(n), . . . , s(n+ 1)− 1, it follows that

Ys(ε) ≥ 1− L̂n+1 + 2/|Zn| − |Si
n(ε)|/|Zn|2,

for each s = s(n), . . . , s(n+ 1)− 1.
Using (2.6.1) in (2.17) and then solving for E(Lis(n+1)) yields: E(L̂n+1) −

E(L̄n) < 0 only if E(L̂n+1) > θn(ε), where
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θn(ε) ≡1− 2
|Zn|

− E
(
|Si

n(ε)|
|Zn|2

)

− 1
ε

 |Zn+1|2 − |Zn|2

s(n+ 1)− 1 + 1
s(n+ 1)− 1

s(n+1)−1∑
s=s(n)

E (Is)

1/AI−i

.

(2.18)

Consider now the following. First, if α > 1, then

|Zn+1|2 − |Zn|2

s(n+ 1)− 1 −→ 0.

Second, for i > 1, if Ljs converges to one in probability, for each j = 1, . . . , i − 1,
then Is tends to zero in probability, and thus (recall that Is is identically zero for
i = 1)

s(n+1)−1∑
s=s(n)

E(Is)/[s(n+ 1)− 1] −→ 0.

This means that θn(ε) tends to 1 − S(ε), where S(ε) is the almost sure limiting
value of Si

n(ε)/|Zn|2 (from Lemma 2.8). Notice then that S(ε) tends to zero as ε
tends to zero (Lemma 2.8 again).

Going back to equation (2.11) we see that Lis(n+1) ≥ Lis(n) · |Zn+1|2/|Zn|2, and
thus lim inf[E(Lis(n+1)) − E(Lis(n))] ≥ 0. An application of Lemma 2.9 now gives
the result. �

We are now in a position to prove Lemma 2.7.

Proof of Lemma 2.7: Fix α > 1. The proof is by induction. Consider first i > 1.
The induction hypothesis is: If Ljs tends to one in probability, j = 1, . . . , i−1, then
Lis converges to one in probability.

In order to prove the induction claim, it suffices to prove that the subsequence
L̄n converges to one in probability (Lemma 2.10).

Toward that end, first write Yn,t(ε) = 1−Lin,t−|Si
n(ε)|/|Zn|2 (for role i). Write

(with equation (2.15) in mind) Ȳn(ε) =
[
ε ·max

{
0, E(Ynκ(n)(ε))

}]AI−i
, and

X̄n = 2 · |Zn|
κ(n)− 1 + 1

κ(n)− 1

κ(n)−1∑
t=1

E(Is).
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Consider dates s, m, such that s > m. Summing the terms of equation (2.15) from
m to s gives,

E(L̂s)− E(L̂m) =
s−1∑
n=m

[E(L̂n+1)− E(L̄n)]

≥
s−1∑
n=m

κ(n)− 1
|Zn|2

[
Ȳn(ε)− X̄n

]
.

(2.19)

Lemma 2.11 gives that the sequence {E(L̄n)} converges, and therefore implies
that limm→∞ sups≥m[E(L̂s) − E(L̂m)] = 0. When α > 1 the series

∑s
n=m[κ(n) −

1]/|Zn|2 diverges to infinity as s tends to infinity.50 It follows then from (2.19)
that lim inf[Ȳn(ε) − X̄n] ≤ 0 for each ε > 0. Observe now that if Ljn,t −→ 1 in
probability, then Is tends to zero in probability, and thus E(Is) tends to zero in
probability. The Cesaro means,

∑κ(n)−1
t=1 E(Is)/[κ(n) − 1] thus tend to zero also,

and hence X̄n tends to zero. It follows that lim inf Ȳn(ε) = 0, for all ε > 0. In view
of the definition of Ȳn(ε), this implies lim inf Yn,t(ε) = 0 for all ε > 0, and thus
lim inf[1 − E(L̄n) − |Si

n(ε)|/|Zn|2] = [1 − L̄ − S(ε)] = 0, where L̄ is the limiting
value of E(L̄n). Since S(ε) can be made arbitrarily small by choice of ε, it follows
that L̄ = 1. Since L̄n is surely bounded above by one, we have that L̄n converges
to one in probability. This completes the proof of the induction claim.

What is needed now to complete the proof is to show that L1
n,t tends to one

in probability. This follows by applying the previous arguments in establishing the
convergence of Lin,t for i > 1. In particular, in the definition of X̄n set Is = 0, and
then proceed as above. �

2.6.2 The SPE-ToP Strategy Dominates if α ∈ (1, 3)

Fix an i > 1 throughout. From now on a single subscript will denote the total
number of iterations. For example, rather than writing Hn,t for the history at
iteration t of date n, Hs will be used where s =

∑n−1
m=1 κ(m) + t. In this section it

will be proved that if the arrival rate of novelty α lies in the range (1, A2 − 1), and
if the fraction of players in role j = 2, . . . , i− 1 that are the SPE-ToP tends to one
in probability, then the fraction of players in role i that is the SPE-ToP will tend
to one in probability also. Consider first some required definitions and results.

50That is, that lims→∞
∑s

n=1
1
n

=∞, and
∑s+N

n=m+N
1
n

=
∑s

n=m
1
|Zn| <

∑s

n=m[κ(n)−1]/|Zn|2.
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Definition 2.10: The game q is new to i at Hs if no i subgame of q has occurred
along Hs. Ns ∈ {0, 1} is such that Ns = 1 if and only if the game in iteration s is
new to i.

Lemma 2.12: Suppose α < Ai − 1, for i = 2, . . . , I, then every subgame is new to
i in the limit. In particular, P {Ns = 1 |Hs} converges to one almost surely.51

Proof: First observe the following. If s is the total number of iterations along
Hs = Hn,t, then s ≤

∑
m≤n κ(m). Assumption 2.3, where N is the number of out-

comes initially, then gives s ≤ n · (N + n)α, and hence s ≤ (N + n)α+1 = |Zn|α+1.

Since there are AI−i i role subgames in the fixed game tree, the number of i
role subgames that have been encountered along Hs is surely bounded above by
AI−i · |Zn|α+1, and therefore the fraction of i subgames encountered previously
along Hs is no greater than AI−i · |Zn|α+1/|Zn|A

i
, which clearly converges to zero

whenever α + 1 < Ai. This establishes the result as the distribution over games
at iteration t of date n can be induced by drawing the appropriate number of i
subgames uniformly from the Ai-times product of Zn. �

Definition 2.11: The measure induced by F on the full set of games Q is µ, and
the measure induced by F on the full set of i role subgames, Qi, is µi.

Lemma 2.13: For each strategy r of role i that is not the SPE-ToP strategy there
exists a set of games Q(r) with positive measure under µ such that if q ∈ Q(r) and
q is new to i at Hs, then for every subgame q′ of q, the choice made by r in q′ at
Hs is not part of an SPE of q′.

Proof: It suffices to show that for any alternative r to the SPE-ToP there exists a
set of i subgames, Qi(r), with positive measure under µi, such that for all q ∈ Qi(r),
if q is new, then r’s choice in q is not part of an SPE. 52

If r > 1 is a ToP alternative to the SPE-ToP this follows by definition. Thus,
assume r is a naive strategy. Recall that each naive strategy maps own payoffs to a

51If α > Ai − 1, then the fraction of games that are new to i converges to 0 in probability. The
proof is analogous to that of Lemma 2.7.

52Any game that has each i subgame in Qi(r) will belong to Q(r), and thus Q(r) has measure
at least [µi(Qi(r))]A

I−i

> 0, since there are AI−i subgames of player i in each game and since
µ is derived from the AI -fold independent sampling from F , while µi is derived from the Ai-fold
independent sampling from F .
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fixed choice whenever making a choice in a new subgame. Although this mapping
might correspond to an SPE in some i subgames, the richness of the set of possible
games ensures it does not correspond to an SPE choice on a set of i subgames with
positive measure under µi. To see this fix an action a ∈ A. Suppose i’s choice of
a is part of an SPE in every subgame in a subset Q̃ of i role subgames. Then, for
almost every q ∈ Q̃, lacking a dominant choice for i, the action a can be rendered
suboptimal in some q′ obtained from q through a re-assignment of the remaining
player j = i− 1, . . . , 1 payoffs. The result then follows since the set of subgames in
Q̃ such that i has no dominant choice has positive measure under µi. �

Definition 2.12: For each i role strategy r = 2, . . . , R̄, Bs(r) ∈ {0, 1} is such that
Bs(r) = 1 if and only if the game drawn at iteration s is new to i and belongs to
Q(r).

Definition 2.13: Let Cs ∈ {0, 1} be such that Cs = 1 if and only if at iteration
s some alternative to the SPE-ToP in role i outdoes the SPE-ToP in any i role
subgame reached by the i players.

Definition 2.14: Qδ is the set of games such that the absolute difference between
any payoffs of the game is at least δ. For each ξ > 0, and δ > 0, Ds(ξ, δ) ∈ {0, 1}
is such that Ds(ξ, δ) = 1 if and only if at iteration s each of the following hold: 1)
the game is in Qδ, 2) the fraction of remaining players after i, j = 1, . . . , i− 1, that
chooses an SPE in every subgame is at least 1 − ξ, and 3) the SPE-ToPs in role i
themselves make an SPE choice at each node they reach.

Now the last of the preliminary results—

Lemma 2.14: 1) If α < A2 − 1, then P {Bs(r) = 1} converges to µ(Q(r)). In
addition suppose α > 1, and that the fraction of players in roles j = 1, . . . , i − 1
that is the SPE-ToP tends to one in probability. Then, 2) Cs tends to zero in
probability, and 3) for each ξ > 0, P {Ds(ξ, δ) = 1} tends to µ(Qδ).

Proof: 1) Let I {·} denote the indicator function. Recall that Bs(r) is equal to
one if and only if the game at iteration s is new to i and in Q(r) (Definition 2.12),
and that Ns = 1 if and only if the game at iteration s is new to i. Thus, where
qs denotes the game at iteration s, Bs(r) = Ns · I {qs ∈ Q(r)}, and therefore Ns +
I {qs ∈ Q(r)}−1 ≤ Bs(r) ≤ I {qs ∈ Q(r)} . Taking expectations gives E(Bs(r)) −→
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E(I {qs ∈ Q(r)}) (i.e., Lemma 2.12 implies E(Ns) −→ 1). Notice that P {S} =
E(I {S}) given an event S. Thus, P {Bs(r) = 1} −→ P {qs ∈ Q(r)} . Lemma 2.1
delivers the desired result since it implies P {qs ∈ Q(r)} converges to µ(Q(r)).

2) If α > 1, then Lemma 2.7 implies the SPE-ToPs in role i choose an SPE of
the underlying game with probability tending to one. By hypothesis, the remaining
players also choose an SPE with probability tending one. Thus, in the long run,
the SPE-ToPs at role i choose optimally.

3) Let D̂s ∈ {0, 1} equal one if and only if the SPE-ToPs in role i choose
an SPE of the game drawn at iteration s, and at least 1 − ξ of the remaining
players behave as in an SPE of the game. Then, Ds(ξ, δ) = I {qs ∈ Qδ} · D̂s,

and thus I {qs ∈ Qδ} + D̂s − 1 ≤ Ds(ξ, δ) ≤ I {qs ∈ Qδ} . Taking expectations
gives E(Ds(ξ, δ)) −→ E(I {qs ∈ Qδ}) (since by hypothesis E(D̂s) −→ 1). Thus,
P {Ds(ξ, δ) = 1} −→ P {qs ∈ Qδ} . Lemma 2.1 gives P {qs ∈ Qδ} −→ µ(Qδ), and
hence P {Ds(ξ, δ) = 1} −→ µ(Qδ) as claimed. �

We are now in position to prove the key result of this section.

Lemma 2.15: Suppose α ∈ (1, A2 − 1). If the fraction of players in role j =
2, . . . , i − 1 that is the SPE-ToP tends to one in probability, then the fraction of
players in role i that is the SPE-ToM tends to one in probability.

Proof: It will first be proved that E(f is(1)) converges by showing that the se-
quence {E(f is(1))} satisfies the hypotheses imposed on {xs} from Lemma 2.9. With
that in mind notice the following, which is implied by Assumption 2.5 (Parts i, and
iii). For each ε > 0 and δ > 0 there are positive numbers ∆ and ξ such that the
following is true for any strategies of i, r and r′. Suppose the fraction of i’s using
strategy r′ exceeds ε at iteration s. Suppose at the same time that 1) strategy
r′ choses an SPE in every subgame reached by the i’s, 2) the game is such that
the minimal absolute payoff difference between any i payoffs is greater than δ, 3)
the proportion of remaining players j = i − 1, . . . , 1 that choose an SPE in each
subgame is at least 1− ξ, and 4) the strategy r makes a non-SPE choice in every i
subgame. Then, 5) the fraction of i players that use strategy r′ increases by at least
∆. 53 Notice that the previous facts imply the following. For each ε > 0 there is

53That is, given a minimal payoff difference of δ, if ξ is sufficiently small, a large enough fraction
of the remaining players choose the unique SPE so that the SPE choice is optimal for i. Since, by
assumption, r deviates from the SPE in every reached subgame, the payoff to r is dominated stricty
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a triple of positive numbers (δ(ε),∆(ε), ξ(ε)) that give the above implications with
δ = δ(ε),∆ = ∆(ε), and ξ = ξ(ε), where δ(ε) can be chosen so that limε→0 δ(ε) = 0.
54 In the remainder let (δ(ε),∆(ε), ξ(ε)) be as just described.

Next, recall the definitions of Bs(r), and Ds(ξ, δ) (Definitions 2.12, and 2.14,
respectively). For each ε > 0, and strategy r > 1, if the fraction of role i players
that use strategy r at iteration s is no less than ε, then the fraction of i players that
use the SPE-ToP strategy increases by at least ∆(ε), whenever Ds(ξ, δ) ·Bs(r) = 1,
for any ξ ≤ ξ(ε), and δ ≥ δ(ε) (i.e., Bs(r) · Ds(ξ, δ) = 1 if and only if the 1)-4)
above with r′ = 1, the SPE-ToP strategy). Thus, where I {} denotes the indicator
function, if Bs(r) ·Ds(ξ(ε), δ(ε)) · I

{
f is(r) ≥ ε

}
= 1, then f is+1(1) − f is(1) > ∆(ε).

Next, recall that Cs = 1 if and only if some alternative to the SPE-ToP at role i
outdoes the SPE-ToP in some subgame at iteration s. Since f is+1(1)− f is(1) ≥ −1,
if follows that f is+1(1) − f is(1) ≥ −Cs (Assumption 2.5 (iii-iv) implies this since
Cs = 1 if and only if some strategy obtains a higher payoff than does the SPE-
ToP in some subgame at iteration s). Hence, for each r = 2, . . . , R̄ and s = 1, 2, . . . ,

f is+1(1)− f is(1)

≥∆(ε) ·Bs(r) ·Ds(ξ(ε), δ(ε)) · I
{
f is(r) ≥ ε

}
− Cs

≥∆(ε) ·
[
Bs(r) · I

{
f is(r) ≥ ε

}
+Ds(ξ(ε), δ(ε))− 1

]
− Cs

=∆(ε) ·
[
I
{
f is(r) ≥ ε

}
· [Bs(r) + µ(Q(r))− µ(Q(r))] +Ds(ξ(ε), δ(ε))− 1

]
− Cs

≥∆(ε) ·
[
I
{
f is(r) ≥ ε

}
· µ(Q(r))− | Bs(r)− µ(Q(r)) | +Ds(ξ(ε), δ(ε))− 1

]
− Cs.

(2.20)

In the third line of (2.20) we use the fact that B ·D ≥ B + D − 1, for any binary
variables B,D ∈ {0, 1}. Taking expectations in equation (2.20) gives

E
(
f is+1(1)

)
− E

(
f is(1)

)
≥ ∆(ε) ·

[
P
{
f is(r) ≥ ε

}
· µ(Q(r))

− |E (Bs(r)− µ(Q(r)))|+ E(Ds(ξ(ε), δ(ε)))− 1
]
− E(Cs).

(2.21)

by the payoff to r′. Assumption 2.5 then implies an increase in the fraction of the i population
that uses r′. Note, however, that even when the average payoff to r′ exceeds the payoff to r, the
rate at which role i’s abandon r in favor of r′ is limited by the fraction of i’s that use r at iteration
s, and hence the requirement that f is(r) > ε.

54As asserted initially, Assumption 2.5 gives: For each ε > 0 and δ > 0 there are positive numbers
∆ and ξ such that, if 1)-4) above hold, then 5) holds. To obtain the desired (δ(ε),∆(ε), ξ(ε)), choose
the function δ(ε) first, so that limε→0 ε = 0. Then, choose ∆(ε) and ξ(ε) as required to to make
1)-4) imply 5).
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Therefore, E
(
f is+1(1)

)
−E

(
f is(1)

)
< 0 implies, after rearranging in (2.21), that for

each r′ = 2, . . . , R̄,

P
{
f is(r′) ≥ ε

}
< max

r≥2

{ 1
µ(Q(r)) ·

[
1− E(Ds(ξ(ε), δ(ε))) + E(Cs)

∆(ε)

+ |E [µ(Q(r))−Bs(r)]|
]}
.

(2.22)

Let φs(ε) denote the value of the maximum in (2.22). Since E
(
f is+1(1)

)
−

E
(
f is(1)

)
< 0 implies

E(f is(r)) < ε · (1− φs(ε)) + φs(ε), r = 2, . . . , R̄, (2.23)

we have

E
(
f is+1(1)

)
− E

(
f is(1)

)
< 0, only if

E(f is(1)) ≥ 1− [R̄− 1] · [ε · (1− φs(ε)) + φs(ε)].
(2.24)

With (2.24) in mind set θs(ε) from the statement of Lemma 2.9 to 1− [R̄−1] · [ε ·
(1−φs(ε))+φs(ε)]. Lemma 2.14 implies φs(ε) −→ [1−µ(Qδ(ε))]/minr≥2{µ(Q(r))}.
Then, set θ(ε) from Lemma 2.9 to

1− [R̄− 1] ·
[
ε ·
(

1−
1− µ(Qδ(ε))

minr{µ(Q(r))

)
+

1− µ(Qδ(ε))
minr≥2{µ(Q(r))

]
,

so that θs(ε) −→ θ(ε). In view of our choice of δ(ε), θ(ε) thus defined tends to zero
as ε approaches zero (since limδ→0 µ(Qδ) = 1, by Assumption 2.2). Next, since
f is+1(1) − f is(1) ≥ −Cs, lim inf[E(f is+1(1)) − E(f is(1))] = 0, and thus Lemma 2.9
gives that E(f is(1)) is a convergent sequence.

To see that f is(1) must converge in probability to one, note that Lemma 2.14 im-
plies that the right-hand-side of (2.21) converges to ∆(ε) · [P

{
f is(r) ≥ ε

}
·µ(Q(r))+

µ(Qδ(ε))− 1]. Since E(f is+1(1))−E(f is(1)) −→ 0, in view of equation (2.21), it fol-
lows that lim sup[P

{
f is(r) ≥ ε

}
+ µ(Qδ(ε))− 1] ≤ 0, for all ε > 0, and r = 2, . . . , R̄.
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This gives lim supP
{
f is(r) ≥ ε

}
≤ 0, for all ε > 0, and r = 2, . . . , R̄, which estab-

lishes the result. �

Theorem 2.1 now follows by induction.
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Chapter 3

Reputation and Third Party
Information Provision

3.1 Introduction

This paper is concerned with the third party provision of information in a dynamic
model of reputation. As in the standard reputation literature, the focus is on
a situation with a long run firm and a sequence of short run consumers. The
basic problem faced by consumers is that they have only imperfect information
regarding the payoffs of the firm, while the firm has a short run incentive to engage
in opportunistic behavior. In addition, consumers are limited in their knowledge
of the previous choices of the long run agent, further exacerbating the information
asymmetry. 1

The novel aspect of the paper is the introduction of an intermediary, whose role
it is to gather and disclose information about the long run agent. The third party
commits to a disclosure policy for conveying information about the past behavior of
the firm, and then sells informative signals to buyers as they arrive on the market.

There are several real world scenarios that fit the description here, with par-
ticipants purchasing information from an outside party, and in which reputation
occupies an important role. A salient example is found in the market for personal
credit, where credit agencies act as the information providing intermediaries. In

1The present model is intended to describe a general type of interaction between a long run
agent, and a sequence of short run agents. The terms “consumers” and “firm” provide a concise
way of referring to the short run agents, and the long run agent, respectively, but the framework
encompasses scenarios besides exchange between a firm and consumers.
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the example creditors are analogous to the short run agents in the model, and a
borrower is comparable to the long run firm. 2

As in the model of this paper, lenders know very little about a potential borrower
when initially approached for a loan. Credit agencies address this informational
asymmetry by providing information to lenders about individuals’ borrowing and
bill-paying behavior. 3 The disclosure policy adopted by the intermediary will
typically consist in this case of a particular way of mapping borrower credit histories
to credit ratings.

The accessibility of borrower credit data affects behavior on both sides of the
market. Lenders pay for reports in order to screen borrowers, thereby avoiding
loans to high risk candidates. On the borrower side, a bad rating restricts future
access to credit, increasing the cost of default. The intermediaries thus alleviate
the problems of adverse selection and moral hazard inherent in the market. They
are, however, more concerned about their own profits than about the welfare of the
individuals in their service market.

This paper puts forth a specific model along the lines of the above described
situation. The focus of the analysis is then on the information disclosure policy cho-
sen in equilibrium by the intermediary, and on the resulting reputation dynamics.
The information provider here is a self-interested monopolist, with profits derived
from selling information. The value of information to consumers, however, is en-
dogenous, determined in large part by the responses of market participants to the
intermediary’s chosen disclosure policy. Consider again the personal credit market
for an illumination of the issues that will arise.

In order to profit from selling information, a credit agency must reliably sort
borrowers that will repay a loan from those that will default. The greatest value
to lenders is yielded by policies that sort perfectly the good borrowers from the
bad ones. The problem of the intermediary, however, cannot be reduced to simply
adopting an accurate sorting policy. Loan repayment is here endogenous, deter-
mined indirectly by the disclosure rule itself.

2Although real life creditors operate over a long time horizon, a candidate borrower has private
information about his own credit history, and thus one may think of the creditor in a particular
borrower-creditor interaction as the short run agent.

3Other rating agencies evaluate the creditworthiness of debt issuing firms. However, in those
markets the borrower pays to be rated, while in the personal credit market lenders pay for reports
on potential borrowers. The paper focuses on the latter case, where the uninformed party pays
the intermediary for information.
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By way of illustration, suppose the private information of a candidate borrower
consists of own opportunity cost of loan repayment. The threshold value of this
cost that separates borrowers who will honor a loan from those that will default
is determined by the disclosure policy as it generates the reputational incentives
of borrowers. Stronger incentives result in a higher threshold, for instance. The
strength of these incentives are determined by how credit ratings are meted out,
e.g., whether or not default is punished with a persistent bad rating, and whether
or not a history of consistent debt repayment is rewarded with a good rating, with
high probability. 4 With an eye toward his profits, the intermediary must therefore
carefully consider this.

If the reputational incentives induced by credit reports are very strong, im-
posing a high degree of discipline on borrowers, then information has little value
to creditors in a Bayesian equilibrium—even when the signal sorts borrowers very
accurately (by opportunity cost of repayment, for example). That is, if both low
and high cost candidates engage in good behavior to avoid unfavourable credit rat-
ings, then creditors will prefer to eschew any costly information in favor of simply
extending loans to all candidates.

On the other hand, a rating policy that generates weak reputational incentives
is also of little value to creditors. This again holds in cases where ratings sort
candidates with a high degree of precision. If reputational incentives are weak,
then both high and low income borrowers will fail to overcome their short run
incentive to act opportunistically. A lender will then reason that there are few
opportunities to make profitable loans, and thus that there is little to be gained
from updating his prior belief about a borrower’s propensity for default.

Disclosure policies that yield the highest revenues to the credit agency are then
ones that sort borrowers with a high degree of accuracy, while at the same time
generating moderate reputation incentives for borrowers. The first feature delivers
value to lenders by reducing uncertainty about the loan candidate (interim uncer-
tainty here refers to the uncertainty remaining about the borrower after observing
his credit rating). The latter feature determines the threshold type of borrower
separating those that will default from those that will repay. Its role is to introduce
a sufficient amount of uncertainty about candidates at the ex-ante stage (before

4In the paper, the interpreted meaning of a signal, i.e., a “bad credit rating”, or a “good credit
rating”, arises endogenously in equilibrium.
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observing a credit rating) to induce lenders to pay for credit reports in the first
place.

This paper characterizes the optimal disclosure policy from the point of view
of the information provider. It shows, under reasonable restrictions on the pricing
strategy of the intermediary, that the intermediary can guarantee himself the payoff
from this disclosure rule. That is, in every equilibrium the intermediary obtains
from consumers the highest price a consumer would ever pay for information. In
addition, the paper shows that resulting equilibrium outcome is inefficient, in the
sense that there are disclosure policies that generate higher social welfare, but these
are never adopted by the intermediary.

Consider the setup in greater detail. In each period the long run firm and
one of the short run consumers play a two-by-two normal form stage game. One
way to interpret the situation is as follows. The consumer chooses whether or not
to make an unrecoverable investment. The firm decides whether or not to exert
costly effort. The payoffs of the stage game are such that the firm and buyer can
together achieve a mutually beneficial surplus, but this requires investment by the
consumer and effort by the firm. If the buyer invests but the firm withholds effort,
the latter gains at the former’s expense. In fact, the one shot stage game has a
unique equilibrium in which the consumer does not invest and firm withholds effort.
The equilibrium outcome is Pareto dominated by the one in which the consumer
invests and the firm exerts effort.

With some positive prior probability the firm is a commitment type that exerts
effort in every period regardless of the history. With the residual probability the
firm is a strategic type that chooses a best response to its opponents, given its cost
of effort.

Consumers are imperfectly informed—the cost of effort to the firm, and whether
or not it is the commitment type, is private information. Moreover, a consumer
cannot observe the events that transpired prior to his arrival, or even his place in the
sequence of buyers. Each short run agent is thus ex-ante identical upon arriving
to the market, with ex-ante beliefs about the firm’s choice determined solely by
inferring from the long run agent’s strategy, and his prior belief about the cost of
effort to the firm. The limited knowledge of the consumer creates a role for the
information providing intermediary.

At the outset of the game, the intermediary commits to an information disclo-
sure policy consisting of a set of signals, and a mapping from histories to probability
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distributions on the signals. (Histories here are sequences describing the choices
of the firm and of the short run agents.) Once thus chosen, the disclosure policy
becomes common knowledge among all the agents, and determines a dynamic game
of incomplete information between the firm, the consumers, and the intermediary.
Notice that the third party can observe only the choices made by the agents. In-
complete information therefore is due to the partial knowledge, of consumers, and
of the intermediary, regarding the cost of effort to the firm.

In each period of the game, before the consumer and firm play their stage game,
the intermediary makes a price offer to the consumer for information about the
previous interactions of the firm. By paying the price, the buyer can avail himself
of the informative signal, using it to update his prior belief about the underlying
history of the game, and to update as well his belief about the cost of effort to the
firm. When electing instead to reject the offer for information, the buyer’s choice
conditions only on his prior belief about the firm’s cost, and about the prevailing
history.

The lifetime payoff to the intermediary is the discounted sum of the prices paid
by consumers for information. 5 The optimal disclosure policy from his perspective
is therefore one that extracts from consumers the highest possible price, given that
they are Bayesian rational.

The results given in the paper are the following. First, if firm is the commitment
type with a small, but positive, probability, then the intermediary can guarantee
himself close to the highest possible price for selling information. 6 Second, the
disclosure policy chosen by the intermediary results in inefficiency. That is, there
are alternative disclosure rules that deliver higher social welfare.

It is worth clarifying how the results are related to the possibility of the com-
mitment type of firm. A sufficiently small, but positive, probability of such a type
delivers uniqueness of the intermediary’s equilibrium payoff. In the case where the
firm is strategic with probability one, intermediary payoffs are no longer uniquely
determined. In particular, there will always be equilibria in which the buyers do

5It is assumed that there is no cost incurred by the intermediary by putting in place and
executing a disclosure rule.

6The payoff of the intermediary will depend on the prior probability the firm is the commitment
type. In particular, the smaller is this probability, the closer will be the price obtained by the
intermediary to the highest possible price.
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not avail themselves of the signal, and thus the intermediary obtains a payoff of
zero. 7

3.1.1 Literature

There is by now a substantial literature on information disclosure in cases where the
sender desires to influence the decision of a receiver, e.g., costly signalling (Spence
(1973)), cheap talk (Crawford and Sobel (1982)), and auctions (Milgrom and We-
ber (1982), and Ottaviani and Prat (2001)). There is also a growing literature
characterizing optimal disclosure policies when the sender can credibly commit to
the policy, and wishes to influence the behavior of the receiver (Rayo and Segal
(2010), and Kamenica and Gentzkow (2011)).

The current paper differs from the ones in the above literatures. The sender here
is not interested in using information for the purpose of influencing the receiver’s
choice, but rather derives benefit from the actual sale of information. In this paper,
the sender is concerned with the effects of a disclosure policy on the behavior of the
long run player, but only because this behavior determines the value of the signal
to receivers.

A second important point of departure from the cheap talk and costly signalling
literature is that here the sender commits to a disclosure policy at the outset of
the game. This is a reasonable assumption in our setting. The sender here is a
long run player and can thus credibly reject, from a short run agent, requests for
specially tailored disclosure rules.

A related paper (Lizzeri (1999)) shows that an intermediary with monopoly
power over information can capture all the surplus by manipulating information
disclosures in an appropriate way. In that paper the intermediary contracts with
the privately informed agent, rather than with the uninformed party as in the
current setup. Moreover, the model there is of a static game, where information
disclosure concerns the quality of an item for sale, which is exogenous. In the
current setting information disclosure is focused on the past behavior of a long run
player, which is endogenous, and itself affected by the disclosure policy through its
effects on the firm’s long run incentives.

In the reputation literature, the most closely related work is Liu (2011). Liu
studies reputation formation in a model where the short run agents are ex-ante

7The interpreted meaning of a signal, whether it is a “good” signal, a “bad” signal, or otherwise,
arises endogenously in the equilibrium, as in the cheap talk literature.
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identical, as they are here, arriving without any knowledge of prior events. The
short run agents are boundedly rational, incurring a cost to process the history of
play. The cost of information increases as the buyer looks further back in time. In
this paper the short run agents pay a third party for information. The central focus
here is on the disclosure policy chosen by the intermediary in order to optimally
exploit his monopoly over information.

3.2 Model

Consider first a long run firm, P1, and a sequence of short run (one period) buyers
P2(n), n = 1, 2, . . . . In time period, n = 1, 2, . . . , the firm meets with P2(n).
The matched pair play a two-by-two simultaneous move game. The buyer chooses
either a trusting action, or a non-trusting action. The firm decides whether to take
a cooperative action, or a defecting action. The period payoffs obtained by the
agents from the interaction are as in given the following matrix.

P 2(n)
Trust Not

Firm

Coop. u

1− θ
0

−θ

Defect −1
1

0
0

Here, u > 0 is the benefit to the consumer from trusting a cooperative firm. A
loss of 1 is incurred by the buyer when he trusts but his opponent defects. The
value of the buyer’s outside option, secured by taking the non-trusting action, is
normalized to zero.

With probability ε ≥ 0 the firm is a commitment type that chooses to cooperate
in every period. With the residual probability the firm is a strategic type that
chooses a best response to the strategies of its opponents. Whether the firm is the
strategic type or the commitment type is private information. The value of θ > 0,
the cost of cooperation to the firm, is also private information. The type of the
firm is determined by Nature at date n = 0.

In particular, Nature first determines whether the firm is the commitment type,
or the strategic type. Then, if the firm is strategic, its cost of cooperation is drawn
from the uniform distribution on [θ1, θ2], where 0 < θ1 < θ2 < 1. The set of
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firm types is thus T = [θ1, θ2] ∪ {B} , where B is the commitment type.8 Once
determined by Nature, the type of the firm is fixed throughout its tenure.

Notice that in the stage game, taken as a one-time interaction, the choice to
defect by the firm strictly dominates cooperation for every strategic type, and thus
the outcome Defect/Not-trust is the unique equilibrium outcome of the one-shot
game, whenever the firm is strategic. When the situation is repeated many times
other outcomes are possible, but what can be achieved will depend on the long
run incentives of the firm, in particular, on how its choices affect payoffs in future
interactions with buyers.

If consumers could observe the history of interactions, cooperation by some
types of strategic firms could be sustained with the threat of punishment for defec-
tion. Recall, however, that each buyer arrives in complete ignorance of the events
having transpired, and moreover, is unaware of his place in the sequence of short
run agents. These information constraints create a role for the second long run
agent, an information providing intermediary, to be denoted P3. The intermediary
collects and stores data on the interactions between the long run agent, and the
P2’s. In order to acquire information about the past behavior of the firm, a buyer
must purchase from P3 a signal conveying information about the history of play.
How information is generated, and sold, is clarified next.

3.2.1 Information

Let xn denote the profile of actions chosen by the buyer and the firm in period n,
i.e., xn ∈ {Coop.,Defect} × {Trust,Not-trust} . Denote by Rk the set of partial
histories of length k. That is, for example, at date n = 1, 2, . . . , the k-length partial
history is (xn−k, . . . , xn−1). A disclosure policy consists of an integer k, a finite set
of signals S, and a mapping σ :Rk −→ ∆(S). Denote by Σ the set of all disclosure
policies.

Notice that the focus above is on policies that generate a finite number of states
of the game. That is, given a bound k, and a finite set of signals, S, the product
Rk×S is finite. Rk×S can be thought of as the set of states of the game, provided
strategies are stationary (i.e., the firm’s strategy conditions on elements of Rk ×S,
and buyer strategies condition only on signals).

8The uniform distribution is chosen because of its simplicity, but our results do not depend in
any special way on this choice.

66



3.2. MODEL CHAPTER 3.

By restricting attention to finite disclosure policies it is ensured that for every
stationary strategy profile there is at least one implied stationary distribution on
the states of the game. 9 This is desired in the current context. In particular, it will
be assumed, since buyers are ex-ante symmetric, that buyer beliefs in equilibrium
correspond to a steady state distribution over the states implied by the stationary
strategies. 10

The game proceeds as follows. In period n = −1 the intermediary publicly
commits to a disclosure policy, (k, S, σ). His choice determines a dynamic game
of incomplete information, G(k, S, σ), between P1, the P2’s, and P3. We refer to
G(k, S, σ) as the subgame induced by the policy (k, S, σ).11 Imperfect information
in G(k, S, σ) arises due to the partial knowledge of the buyers, and the intermediary,
about the cost of cooperation to the firm.

The extensive form of the overall game itself consists of the initial node at which
P3 commits to a disclosure policy, and then the continuation subgames, G(k, S, σ),
for each (k, S, σ) ∈ Σ.

Within G(k, S, σ) each period is divided into three sub-periods, m = 1, 2, 3. The
subgame unfolds as described next. Nature first determines the firm’s type (e.g.,
commitment type or strategic type, and cost type) and the result is revealed to the
firm. Then, in each period n = 1, 2, . . . ,:

At m = 1: The period n signal, sn ∈ S, is realized by drawing from the distribu-
tion σ(r) on S, where r is the k-length partial history in period n. The firm
observes the signal. The n-th buyer arrives and the intermediary makes him
a price offer τn for the opportunity to observe sn.

At m = 2: The buyer decides whether or not to accept the offer from P3. If
the offer is accepted, a transfer of τn is made by P2(n) to P3, and the buyer
observes sn. The choice by the buyer to acquire information is not observed
by the firm.

At m = 3: The firm, and P2(n) play the normal form stage game. The buyer
chooses trust or not-trust, and the firm decides whether or not to cooperate.

9In any case, the intermediary can obtain the optimal payoff with a disclosure policy that
conditions on finite histories.

10Other possibilities can arise. In particular, each agent might assign positive prior probability
to some finite set of entry dates. The assumption that buyers believe their entry occurs in the
steady state results in a more parsimonious model and cleaner results.

11Although this is not a subgame in the strict sense, it is useful for the present purpose.
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The assumption that the firm can condition its choice on the signal is important.
The assumption yields a simpler model, and permits a sharp characterization of the
equilibrium payoff to the intermediary. It allows, in particular, the firm and buyer
to coordinate their choices on the signal. The key effect of this is to bolster the
value of the signal to the consumer.

The above assumption is natural in some cases, however, such as in a model of
the credit market, where borrowers have access to their own ratings. In any case,
relaxing this would not change our results provided the intermediary had the option
of revealing the prevailing signal to the firm. The payoff to the intermediary in the
resulting model could not be lower than it is in the current one. This is because the
intermediary would have the option of revealing the signal to the firm for free, and
then negotiating with the buyer under the same terms as in the present context.

The payoff to the n-th short run agent is as given in the above payoff matrix,
less τn if and only if he accepts P3’s offer. The period payoff to the type θ firm is
also as given in the payoff matrix. The intermediary’s n period payoff is τn, if the
n-th buyer accepts his offer, and zero otherwise. The firm and the intermediary
evaluate future payoffs according to the discount factor δ ∈ (0, 1).

3.2.2 Strategies and Equilibrium

An equilibrium of the game consists of an assignment of a perfect Bayesian equi-
librium to each subgame, G(k, S, σ), and then, by backward induction, the optimal
choice of disclosure policy by the intermediary at the initial date.

In general, the price offer by the intermediary can itself convey information
to a consumer about the unobserved sequence of interactions between the firm
and previous buyers. That is, the information provider is privy to the actions
of the players, and it is therefore possible for his choice of strategy to condition
on this knowledge. Attention, however, is restricted to pricing strategies of the
intermediary that do not condition on the history of the game.

The above restriction simplifies the analysis, and greatly reduces the number of
equilibria that arise in the model. 12 It is, moreover, an appropriate assumption to
make in the current environment. To illustrate this, a useful parallel will be drawn
again with the personal credit market.

12Unrestricted pricing strategies allow beliefs of consumers about the underlying history to be
mapped to price offers in arbitrary ways, yielding a vast multiplicity of equilibria.
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A credit agency might service a large market consisting of many creditors and
many potential borrowers. The market is decentralized, and one can imagine that
borrowers and lenders are matched in every period according to some random pro-
cess. A uniform fee for an individual credit report is established by the intermediary
before the market participants are thrown together. It is unlikely then for a creditor
to infer from the price any knowledge about his particular candidate borrower. 13

Of course, if there is aggregate uncertainty about the characteristics of borrow-
ers, the possibility remains for the intermediary to condition his fee on the aggregate
state of all the individual credit histories. Prices in such an event could be infor-
mative, which is what is hoped to be avoided in the current analysis. However,
this latter scenario too is implausible. In particular, creditors will likely already
be aware of the relevant aggregate statistics pertaining to borrowers, e.g., the ag-
gregate default rate, average income, average indebtedness, etc. It is thus natural
to assume that the information provider in the credit market sets prices in re-
sponse only to the demand for information (although this demand might itself be
determined in part by the aggregate state), and this is the assumption made here.

Our focus is further restricted to stationary equilibria. The stationarity assump-
tion yields greater tractability, and is also reasonable in the current environment
with ex-ante symmetric buyers.

Consider a disclosure policy σ and its induced subgame, G(k, S, σ). Buyers
adopt a common strategy in G(k, S, σ) consisting of two functions. The first, β1(τ),
gives the probability P2 accepts the offer of τ from the intermediary. The second,
β2 :S ∪ {∅} −→ [0, 1], gives the probability P2 takes the trusting action upon
observing s ∈ S—in an abuse of notation, β2(∅) is the probability with which the
buyer makes the trusting choice after rejecting the offer to observe the signal. 14 A
stationary strategy for the type θ firm in G(k, S, σ) is a function αθ :Rk × S −→
[0, 1], where αθ(r, s) gives the probability the firm makes the cooperative choice at
r, after the observing the signal s ∈ S. Since the P2’s use a common strategy, and

13Although the model here postulates one long run agent (the firm, which is analogous to a
long run borrower in the credit market example) the setup can easily be extended to one with
many firms (many long run borrowers). Under reasonable assumptions such an extended model
gives results similar to the present ones. In particular, the required assumptions are the following.
Firm strategies should be independent of one another’s private histories, and symmetric for each
firm given cost of effort. The disclosure policy gives signals that are independent across firms
conditional on each firm’s private history, and that depend only on the histories, and not, for
example, on the identity of the firm.

14Notice that the β2 component of the buyers’ strategy does not condition on the price offer by
P3.

69



3.2. MODEL CHAPTER 3.

also given our stationarity assumptions, it is without loss of generality to restrict
attention to P3 strategies consisting of a fixed price offer τ ∈ R+ in every period
n = 1, 2, . . . .

In order to complete the description of an equilibrium buyer beliefs are next
specified.

Recall that buyers are ex-ante symmetric, arriving in ignorance of the number
of periods elapsed, and of any events transpired previously. We assume that equi-
librium beliefs coincide with the steady state beliefs induced by the strategies in
the game. That is, each buyer updates his beliefs, given new information, according
to Bayes’ rule as if assigning probability one to having arrived in the steady state
(relevant discussions are contained in Liu (2011), and Rosenthal (1979)).

Such steady state beliefs are well defined in the model. For each firm type
t ∈ [θ1, θ2] ∪ {B}, the stationary profile of strategies (αt, β = (β1, β2), τ) induces a
Markov chain on the states of the game, Rk×S, with transition matrix, M(t), say.
An invariant distribution µ̂(· |t) ∈ ∆(Rk×S), satisfyingM(t)·µ̂(· |t) = µ̂(· |t) is sure
to exist for each type t. More is needed besides µ̂, however, in order to completely
determine an equilibrium. In particular, buyer behavior must be specified following
a signal that does not occur along the equilibrium path (i.e., a signal such that
µ̂(r, s |t) = 0 for all firm types, t, and all histories, r ∈ Rk).

Buyer beliefs in an equilibrium will then consist of a family of conditional pdf’s
µ(r, t |s), s ∈ S, and (r, t) ∈ Rk × T, that are consistent with the strategies, in the
sense that they can be derived from the steady state distributions, µ̂, according to
Bayes’ rule. (Recall that T denotes the set of possible firm types, [θ1, θ2] ∪ {B}.)
Consider now the following.

A price-taking perfect Bayesian equilibrium (PT-PBE) of G(k, S, σ) consists of
a profile of stationary strategies ({αθ} , β, τ) for G(k, S, σ), as above described (here
β = (β1, β2)), and a family of conditional pdf’s, µ(r, t |s), (r, t) ∈ Rk × T (one for
each s ∈ S) such that:

— The profile of strategies are best responses to each other in G(k, S, σ), when
buyers maintain the beliefs µ.

— For each s ∈ S, the pdf µ(r, t |s) can be derived using Bayes’ rule from
the distributions µ̂(· |t), t ∈ T , where for each t ∈ T , µ̂(· |t) is an invariant
distribution on Rk × S consistent with the stationary profile (αt, β, τ).
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These are referred to as price taking equilibria for the following reason. Beliefs,
µ, do not vary with price offers by the firm. Consequently, a buyer evaluates each
price offer by the intermediary taking into account only his ex-ante expected value
for the informative signal.

The letter ξ will throughout be used to denote strategy and belief profiles. Our
equilibrium notion is then—

Definition 3.1: An equilibrium for the game consists of an assignment of a PT-
PBE to each G(k, S, σ), say ξ(k, S, σ), and then the initial choice of disclosure
policy, by the intermediary, that is a best response to the continuation PT-PBE
strategies.

Without loss of generality behavior in the initial k − 1 periods can be left
unspecified. That is, the steady state occurs long after the initial periods of the
game. Therefore, the behavior in these early periods can affect the equilibrium in
the long run only via any restrictions it might impose on the steady state beliefs
that can emerge. Notice, however, that given an equilibrium as above described,
it is possible to specify the disclosure policy for the initial histories of length j =
0, 1, . . . , k − 1, and then equilibrium behavior for the firm at these early histories,
so that the disclosure policy in these early periods does not have an effect on the
long run. Hence given the strategy profile, and the disclosure policy, the long run
distribution will converge to the steady state equilibrium beliefs specified in the
putative equilibrium.15

3.3 Main Result

This section presents the main results of the paper. In anticipation, we first make
some key observations.

Consider P {·}, an arbitrary joint distribution over a set of signals S, and the
actions of the firm. Suppose for the moment that P {·} corresponds to a buyer’s ex-
ante belief about the joint distribution over realized signals and firm choices (ex-ante
refers to the buyer’s situation prior to acquiring a signal from the intermediary).
These need not arise in an equilibrium, but are merely hypothesized beliefs for the
purpose of deriving an upper bound on the value of information to buyers.

15What is important here is that in these early periods it should not be possible, along the
equilibrium path, to reach an absorbing state, i.e., a situation in which some particular signal
occurs every period along the equilibrium path for the remainder of the game.
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We abuse notation slightly in the remainder: P {a} refers to the probability the
firm will take action a ∈ {(C)oop., (D)efect}. Conditional probabilities derived
from P {·} are described analogously.

Taking the above beliefs as given, the expected payoff to the buyer from choos-
ing trust, conditional on observing s ∈ S, is u · P {C |s} − P {D |s} . With this in
mind, write

S∗ = {s ∈ S : u · P {C |s} − P {D |s} > 0} .

Notice that the rational course of action for the buyer is to choose trust after
observing a signal in S∗. Therefore, the ex-ante expected value to the buyer of a
signal from P {·} is

(u · P {C |S∗} − P {D |S∗}) · P {S∗} (3.1)

(S∗ might be empty, and in that case the value is zero to the buyer). This expres-
sion is bounded above by u ·P {C} . Hence, the buyer is willing to pay τ to observe
a signal from P {·} only if

u · P {C} − τ ≥ 0, (3.2)

since otherwise paying τ for the signal is ex-ante strictly worse than simply making
the non-trusting choice.

Notice also that the buyer is willing to pay τ only if

u · P {C} − τ ≥ u · P {C} − P {D} . (3.3)

To see this, notice that the right hand side is the ex-ante expected payoff to the
buyer from taking the trusting action. If the inequality does not hold, then making
the uninformed choice to trust is strictly better than paying τ for the signal.

Combining equations (3.2) and (3.3) gives that if a Bayesian rational buyer is
willing to pay τ for a signal from P {·}, then

τ ≤ min {u · P {C} , P {D}} . (3.4)

The expression on the right hand side of (3.4) achieves its maximum when P {·}
is such that P {C} = 1/(1 +u). It thus follows that the fee paid for information by
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a rational buyer cannot exceed

τ∗ = u

1 + u
. (3.5)

One last assumption is needed. It imposes a sufficient degree of patience so that
every strategic type of firm can be induced to cooperate in some equilibrium.

Assumption 3.1: The discount rate, δ, and the highest cost of effort type, θ2, are
such that δ ≥ θ2.

The first result characterizes the equilibrium payoffs for sufficiently small ε. A
complete proof is given in Section 3.5.

Theorem 3.1: For each η ∈ (0, η̂], where η̂ is some positive number, there exists a
ε > 0 such that the following is true. Suppose the firm is the commitment type with
prior probability ε. Then, claims (i) through (iv) below hold along the PT-PBE
path of the subgame induced by the equilibrium choice of disclosure policy.

(i) The period payoff to the intermediary is bounded below by τ∗ − η.

(ii) The ex-ante belief of the buyer that the firm will choose cooperation, say φ,
satisfies

φ ∈
[1− η

1 + u
,

1 + η

1 + u

]
.

(iii) Whenever the buyer observes the signal, the probability he correctly antici-
pates the choice the firm is at least 1− η.

(iv) The buyer always pays for the signal, his ex-ante payoff is no greater than η.

Implication (i) of the theorem is that if the prior probability of a commitment
type is small (but positive) then the intermediary can guarantee himself a period
payoff that is close to the highest possible price that a Bayesian buyer would ever
pay for information (see the derivation of τ∗ culminating in (3.5)).

It is worth mentioning that when the probability of a commitment type is
exactly zero, τ∗ can be attained by the intermediary in an equilibrium, but it can
no longer be guaranteed. In particular, in the event ε = 0 there is a PT-PBE
of G(k, S, σ), for every (k, S, σ), in which every strategic firm chooses to defect in
every period, and the buyer rejects every offer for information, and simply makes
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the uninformed choice not to trust the firm. When there is a small possibility that
the firm is the commitment type the intermediary can ensure this will not occur
with the appropriate choice of disclosure policy.

Implication (iii) is that when ε is small, the disclosure policy gives very infor-
mative signals in the following sense. When conditioning his choice on the signal, a
buyer makes the appropriate choice against the firm with probability that is close
to one. The appropriate choice here is trust against a firm if and only if the firm
chooses cooperation. Implication (iii) is related to (i), in that a highly informative
signal is required in order for the buyer to be induced to pay τ∗−η for information.

Item (ii) gives an upper bound on the probability of cooperation in the equi-
librium. It is important to mention that this particular feature of the equilibrium
results in economic inefficiency. In particular, disclosure policies exist that can
improve on the ex-ante expected surplus generated by the equilibrium of Theorem
3.1.16 In fact, the following claim is proved in Section 3.5.

Claim 3.1: There exists a disclosure policy, (k, S, σ), such that G(k, S, σ) has a
PT-PBE in which the buyer chooses trust in every period, and in every period this
is met with cooperation by the firm.

The policy from Claim 3.1 eliminates all uncertainty and achieves the highest
possible surplus. (Compare this to (ii) from Theorem 3.1).

Recall here that each disclosure policy, (k, S, σ), initiates a subgame, G(k, S, σ),
between the firm, the buyers, and the intermediary. Behavior in each of these must
be consistent with some PT-PBE strategies within the subgame. The overall game
is initiated by the intermediary’s choice of disclosure policy. The point made by
Claim 3.1 is that there is some G(k, S, σ) in which the PT-PBE of the subgame
delivers the first-best outcome. The problem, however, is that this efficient policy
will never be adopted by a self-interested intermediary.

Although the setup here imposes some highly specific assumptions, the inef-
ficiency of the adopted disclosure policy will hold more generally, as long as the
intermediary has a monopoly on the sale of information. Notice in particular, that
the buyer would never pay a positive price for information in the efficient situation
described in Claim 3.1.

Perturbations of the model might result in noisier characterizations than the
one given in Theorem 3.1. However, the basic problem of the intermediary is the

16The ex-ante expected surplus is the expected social surplus given the strategies, and the prior
probability distribution over the types of firms.
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same in any case. That is, in order to extract a high price for information the
intermediary has available two basic channels. He can provide accurate signals
(Theorem 3.1, item (iii)), and he can introduce excess uncertainty at the ex-ante
stage (Theorem 3.1, item (ii)). The degree to which he can do one or the other will
be constrained by the particulars of the environment.

3.3.1 The Intermediary Optimal Disclosure Policy

Let us consider more closely the disclosure policy delivering the results enumerated
in Theorem 3.1. A good place to begin is with the willingness of a buyer to pay for
information.

Notice first that the ex-ante expected value of information to the buyer (equa-
tion (3.1)) is determined by his ex-ante belief that he will avoid a mistake by
observing the signal. Here, a “mistake” refers to one of two possibilities: 1) the
buyer chooses to trust against a firm that defects, or 2) the buyer withholds trust
against a firm that cooperates.

Then, observe that for a given ex-ante expected value of information, the buyer’s
willingness to pay for the signal is greater the lower is his ex-ante expected payoff
from choosing trust (equation (3.3)). The reason for this is that paying for the
signal must be at least as good as simply making the uninformed choice to trust.

Willingness to pay, however, is greatest when the buyer’s ex-ante expected payoff
from trusting is exactly zero—lowering the ex-ante payoff past this point depresses
the value of information to the buyer. (See the discussion before and after equation
(3.4).)

The optimal disclosure policy from the perspective of the intermediary is hence
one that accomplishes two ends. It minimizes the probability of mistakes, thus
maximizing the value of information to the buyer. At the same time it makes the
buyer ex-ante indifferent between trusting and not trusting. In order to attain this
indifference condition, the intermediary suppresses the ex-ante likelihood that the
firm will choose cooperation. The end result is inefficiency.

What type of disclosure policies are adopted in the equilibrium by the interme-
diary, hence delivering the outcomes described in the main theorem? Consideration
of a simple policy with two signals will suffice, a good rating and a bad rating. 17

17There is certainly more than one disclosure policy that gives the intermediary the highest
payoff.
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Let us consider the limiting case in which the firm is a strategic type with proba-
bility one (ε = 0).

Given some fixed k, say that the firm has a good history if along the k-length
partial history there are no instances of trust met with defection, and at least one
instance of trust met with cooperation. The firm has a bad history otherwise. 18

Now consider a disclosure policy with the following features, given a partial history
of length k.

I. A firm with a bad history is given a bad rating with probability one.

That is, the policy punishes defection by the firm against a trusting buyer, but
punishes also firms that fail to realize a surplus with buyers.

Suppose, for the sake of the argument, that buyers choose trust if and only
if the firm has a good rating. The set of k-length histories with no instances of
Coop/Trust. is then an absorbing set, in the sense that if the firm reaches a history
in the set he stays forever within it, receiving a persistent bad rating.

Notice, moreover, that upon defecting on a trusting buyer, the firm gets shut out
of the market permanently. Hence, in the steady state only a firm that has never
cheated a buyer will obtain a good rating. The stationarity assumption implies
that such firms, moreover, meet trust with cooperation at all histories occurring
along the path in the steady state. Hence, in the steady state after observing the
good rating the buyer knows the firm will make the cooperative choice.

Recall that the rate of discount δ is greater than θ2, the highest possible cost of
effort to the firm (Assumption 3.1). Now consider the following.

If the policy assigns a good rating to a firm that has a good history with proba-
bility one, then every type of firm will cooperate in every period (this follows from
Assumption 3.1). The value of the signal to buyers would in this case be zero. In
order to extract a positive price from the buyer the intermediary will thus introduce
some noise in the ratings. This is the second feature of the intermediary optimal
policy.

II. Suppose the firm has a good history, with an instance of Coop./Trust having
occurred less than k periods in the past. Then, for some ρ ∈ (0, 1) the firm gets a

18This is analogous to situation in the credit market in which borrowers with no credit, as well
as those with bad credit, are considered to have unfavorable credit histories.
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good rating with probability 1− ρ, and a bad rating with probability ρ.

Since a firm with a good history can get a bad rating, a well-behaved firm
might inadvertently lapse into a persistent bad rating regime. This would destroy
the value of the signal to buyers since in the stationary limit every type of firm
would have eventually reached this absorbing state. In order to prevent this, the
policy has the following attribute.

III. A firm with a good history, with the last instance of Coop./Trust having oc-
curred k periods ago is given a good rating with probability one.

Now consider the following. Given that buyers choose trust if and only if the
firm has a good rating, the choice of k, and ρ (in item II above) determines a
threshold type of firm satisfying the following. For every firm with cost of effort
less than the threshold, it is a best response to cooperate when a good rating is
drawn. For every remaining type of firm it is a best response to defect in every
period. In the steady state the probability that the buyer trusts a defecting firm
will thus be zero.

Notice that there is no benefit to the firm from choosing cooperation when given
a bad rating, even if it has a good history. Therefore, by conditioning on the signal,
the probability that a buyer chooses not-trust when the firm in fact cooperates is
also zero. This aspect of the equilibrium relies crucially on the assumption that
the firm can perfectly condition its choice on the signal. If the firm’s observation
of the signal were noisy, for example, such a high degree of coordination could not
be possible.

Given that the signal reduces the probability of mistakes to zero, the proposed
strategy of the buyer, in the manner it conditions on the signal, is therefore a best
response to the given firm strategies. In order to obtain the maximal payoff for
himself, the intermediary simply chooses ρ in item II so that the resulting threshold
type of firm implies an ex-ante probability of cooperation equal to 1/(1+u). In the
PT-PBE the buyer pays u/(1 + u) for the signal in every period with probability
one.

Notice that in the intermediary optimal policy the buyer and firm never mis-
coordinate. In particular, buyers never suffer a loss from trusting a defecting firm.
Nevertheless the outcome is inefficient. In the equilibrium there is excess defection
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by the long run agent, brought about by giving bad ratings to good firms, and thus
a failure to realize some surplus.

The proof of the main theorem uses a disclosure policy with the above three
features. It must be slightly modified, however, in order to accommodate the
possibility that the firm is the commitment type. Moreover, it will have to be
proved that when ε is positive the payoff to the intermediary is uniquely determined
.

3.4 Conclusion and Extensions

This paper studies the third party provision of information in a dynamic reputation
model. Information is provided to consumers by a profit maximizing intermediary
with monopoly access to information about a long run firm. The choice of infor-
mation disclosure policy by the intermediary determines the incentives of the long
run firm. Two conclusions are drawn.

First, it is shown that the intermediary can alleviate the inefficiencies arising
from the asymmetric information and moral hazard in the environment. There
are limits, however, on what can be achieved. In particular, the disclosure policy
chosen by the intermediary introduces welfare diminishing noise, resulting in bad
signals drawn with positive probability for well-behaved firms. Noise is used by the
intermediary in order to bolster the value to consumers of the signal by generating
ex-ante uncertainty.

The paper studies the steady state of a model in which the short run agents be-
lieve they arrive to the market in the long run steady state. Focusing on the steady
state greatly simplifies the analysis and allows sharp results to be obtained. The
basic flavor of the insights should carry over to richer environments, however, pro-
vided the intermediary has monopoly power, and commits to a disclosure rule. The
specifics of the welfare reducing noise might vary with perturbations of the model.
For example, in some other environment it might be optimal for the intermediary
to have bad firms draw occasional good signals.

We assume in our model that the long run firm can condition its choice on
the signal. This allows the intermediary to coordinate the decisions of the firm
and consumers. Relaxing this assumption would lead to noisier results but there
is no reason to believe it would change them drastically. The assumption seems
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reasonable, in any case. In the personal credit market, for example, a borrower can
observe his credit rating before applying for a loan.

The existence of commitment types delivers the uniqueness of equilibria in the
model. Without a commitment type, for every disclosure policy, there is an equi-
librium of the game in which the value of information to the buyer is zero. In such
an equilibrium a strategic firm never cooperates, the offer to observe the signal is
rejected by the buyer, and the buyer takes the non-trusting action in every period.

The price taking assumption seems natural in the current environment. Every
buyer’s ex-ante value for the signal is the same. If buyers are unwilling to accept
from the intermediary a price offer below this value, the offer must convey infor-
mation about the firm, hence altering the buyer’s assessment of the signal’s value.
However, the intermediary has no incentive to alter the buyer’s ex-ante belief with
a deviating offer. All that matters to the intermediary is how much the buyer is
willing to pay for information.

The model can be extended in several interesting directions.
In the optimal disclosure rule here, once the firm cheats a buyer it draws per-

sistently bad signals, and hence a zero continuation payoff. Some interesting issues
arise when the firm has a positively valued outside option that can be exercised by
shutting down its current enterprise. The intermediary relies on the firm’s contin-
ued operation in order to generate his own profits. If the firm has an outside option
then the intermediary might prefer to forgive occasional lapses in good behavior.
Clearly, this will lower the value of the signal. However, an additional complication
arises. A Bayesian buyer can make inferences about the tenure of the firm condi-
tioning on the knowledge that the firm is operating. This additional information
can further depress the value of the intermediary’s information. In particular, the
buyer might reason that the firm is a low cost type, since it has stayed in business
at least up until the current period.

Another interesting extension would be to permit firm types to change exoge-
nously. Borrower characteristics change over time, for example. An individual
might frequently miss credit payments as a poor college student. Once the indi-
vidual is gainfully employed his default risk diminishes, all things equal. This is
perhaps why credit agencies give defaulting borrowers a fresh start after 7 years.
In this extension, the interplay between the persistence of the firm’s type and the
potential value of information to the buyer also merits attention.
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Another direction inviting further study involves perturbations to the ex-ante
information of buyers. One possibility is to allow buyers to have private information
about their own payoffs. The problem of the intermediary is then one of mechanism
design—to provide the appropriate menu of disclosure policies, and prices, in order
to screen the buyers of information. The issue is complicated, of course, by the
required consideration of the effect policies will have on the reputational incentives
of the long run agent. Along this vein is also the case in which the buyer observes
a private signal about the firm.

3.5 Proofs of the Main Results

3.5.1 Proof of Claim 3.1

The proof is by construction. First consider the appropriate disclosure policy. Fix
any k > 1, and then set S = {s∗, s∗}, for some arbitrary signals, s∗, and s∗.
Define σ :Rk −→ S in the following way. σ(r) = ((s∗, s∗) , (1, 0)) if r contains only
instances of Coop/Trust. σ(r) = ((s∗, s∗) , (0, 1)) otherwise.

Next consider the required equilibrium strategies for G(k, S, σ). The interme-
diary charges zero for information in every period. The buyer observes the signal
with probability one if the price offer is zero, and rejects the offer if it is positive.
He chooses trust after observing the signal if and only if he observes s∗. In the
event he rejects the offer for the signal, he chooses trust outright. Now for the firm
strategies. Let r∗ denote the k-length history with all instances of Coop/Trust.
For each θ ∈ [θ1, θ2], let αθ(r, s) = Coop. if and only if s = s∗, and r is r∗.

The strategy of each strategic type of firm is a best response to the strategy
of the buyers. Consider, for example, the strategic firm with cost of effort θ. The
payoff to this firm from choosing to cooperate always at (r∗, s∗) is (1−θ)/(1−δ). If
the firm defects instead it will be shut out permanently from the market, obtaining
the bad signal, s∗ for the remainder of the game. The deviation payoff to the
firm from choosing defection at (r∗, s∗) is hence 1. Assumption 3.1 then ensures
that the choice to cooperate is optimal at (r∗, s∗) for the firm, given the remaining
players’ strategies. Clearly, it is a best response for the firm to defect when the
signal is s∗, since whether or not he defects, the buyer chooses Not-trust, and thus
the signal in the subsequent period is the bad one, and the next buyer will again
choose Not-trust.

80



3.5. PROOFS OF THE MAIN RESULTS CHAPTER 3.

Next, define steady state beliefs, µ. Let µ(r∗ |s∗) = 1, and µ(r∗ |s∗) = 1,
where r∗ consists of all Not-trust/Defect entries. Let also µ(r∗, s∗ |t) = 1 for all
t ∈ [θ1, θ2] ∪ {B}. The above strategy of the buyers is a best response to the firm
strategy, given these beliefs. Notice also that rejection of a positive offer from the
intermediary is a best response for the buyer since information has to value in the
equilibrium. Given appropriately defined equilibrium behavior in the early periods,
and the above defined strategies, the beliefs given will coincide with the implied
steady state distribution over states. The strategy, and belief profile is clearly an
equilibrium of the subgame G(k, S, σ). It delivers the required conditions stated in
Claim 3.1. The proof of Claim 3.1 is complete.

3.5.2 Part I of Proof of Theorem 3.1

The first step of the proof of Theorem 3.1 is to establish the following result.

Lemma 3.1: Claim (i) of Theorem 3.1 implies the claims (ii) through (iv) of the
theorem.

Proof: Assume claim (i) of the Theorem 3.1 holds. Given η > 0, let η̃ be such
that

η = max
{
η̃ ,

η̃

u
, η̃ · (1 + u) , η̃ · (2 + u) · (1 + u)

u

}
.

Then, choose ε > 0 such that in the equilibrium of the game the intermediary is
guaranteed to receive τ ≥ τ∗− η̃ in every period (notice that this implies τ ≥ τ∗−η.
Next, let P {·} be the distribution corresponding to the buyers’ equilibrium beliefs
about signals and firm choices. Recall that P {a} is used throughout to denote
the probability the firm will take action a ∈ {(C)oop., (D)efect}. Conditional
probabilities derived from P {·} are described analogously.

The definition of τ∗ (equation (3.5)), and the discussion after it, imply together
that

u

1 + u
− η̃ ≤ min {u · P {C} , P {D}} .

Therefore,

P {C} ≤ 1
1 + u

+ η̃, and P {D} ≥ u

1 + u
− η̃, (3.6)
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and, moreover,

P {C} ≥ 1
1 + u

− η̃

u
, and P {D} ≤ u

1 + u
+ η̃

u
. (3.7)

The first inequalities in each of (3.6) and (3.7), with the definition of η, give

P {C} ∈
[ 1

1 + u
− η , 1

1 + u
+ η

]
,

which is claim (ii) from the main theorem.
Next, recall, the value of information to the buyer (expressed first in (3.1), with

S∗ defined there too): (u · P {C |S∗} − P {D |S∗}) · P {S∗} . Since the buyer is ra-
tional, it follows that

u

1 + u
− η̃ ≤ (u · P {C |S∗} − P {D |S∗}) · P {S∗} .

An application of Bayes’ theorem then gives

u

1 + u
− η̃ ≤ u · P {S∗ |C} · P {C} − P {S∗ |D} · P {D} .

Using here the bounds expressed in (3.6) yields, after some algebra,

u

1 + u
− η̃ ≤ u

1 + u
(P {S∗ |C} − P {S∗ |D}) + η̃ · (1 + u).

Hence,

P {S∗ |C} − P {S∗ |D} ≥ 1− η̃ ·
[(2 + u) · (1 + u)

u

]
.

The left hand side is the probability the buyer makes the correct choice when
conditioning his choice on the signal. The definition of η gives that this quantity is
bounded below by 1− η. This is implication (iii) of the theorem.

Finally, the bounds in (3.6) imply that

u · P {C} − P {D} ≤ η̃ · (1 + u).

The definition of η gives u · P {C} − P {D} ≤ η, which is claim (iv) from the theo-
rem. �
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3.5.3 Auxiliary Results for Part II of Proof of Theorem 3.1

We proceed next to prove some auxiliary lemmas concerning PT-PBE (defined in
Section 3.2.2). In the light of Lemma 3.1 the goal ultimately is to prove claim (i)
of the main theorem.

The first result here is an immediate consequence of the price taking built into
the definition of a PT-PBE. It claims that in any price taking equilibrium, if the
intermediary makes a positive price offer, then the buyer observes the signal with
probability that is either one or zero. The second claim, which is rather obvious,
but nonetheless useful, simply states that the buyer pays a positive price for a signal
only if it is informative.

Lemma 3.2: For all (k, S, σ), in any PT-PBE of G(k, S, σ), if the equilibrium offer
by the intermediary is positive, then the buyer observes the signal with probability
that is either one, or zero.

Proof: Consider a subgame G(k, S, σ) with a PT-PBE in which P2 accepts the
positive equilibrium offer, τ , with probability β ∈ (0, 1). The expected period pay-
off to the intermediary is then τ · β. By the definition of a PT-PBE, interim and
posterior beliefs do not vary with deviation offers by P3. Since the buyer is just
indifferent between accepting and rejecting τ , it follows that he will accept with
probability one any deviating offer τ ′ < τ . Hence, the intermediary can improve
his period payoff by making an offer τ ′ < τ such that τ ′ > τ · β. �

Lemma 3.3: Suppose ξ is a PT-PBE of G(k, S, σ). Let U(s) denote the equilibrium
expected payoff to the buyer from choosing trust, conditional on having observed
s ∈ S. Let P {·} denote the joint distribution over signals and firm choices corre-
sponding to the buyer’s equilibrium beliefs about signals and firm choices. If the
equilibrium offer by the intermediary is positive and accepted with positive proba-
bility by the buyers, then there are signals s, s′ ∈ S occurring along the equilibrium
path of ξ such that U(s) > 0, and U(s′) < 0.

Proof: Fix a G(k, S, σ), and consider a PT-PBE of G(k, S, σ), ξ. Let U(s) be as
described in the statement of the lemma given the equilibrium. Suppose the price
offer by the intermediary in ξ is positive and accepted with positive probability by
the buyer.
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Suppose first, by way of contradiction, that U(s) ≥ 0 for all s occurring in the
steady state along the path of ξ. Then, an improving deviation by the buyer is
to reject the positive offer by the intermediary, and to simply choose the trusting
action. Hence ξ cannot be an equilibrium. On the other hand, if U(s) ≤ 0 for every
s on the path of ξ, it is then an improving deviation for the buyer to reject the
equilibrium price offer, and to simply choose the non-trusting action, and hence ξ
cannot be an equilibrium. �

The converse of the above result also holds when S contains two signals.

Lemma 3.4: Suppose ξ is a PT-PBE of G(k, S, σ), where S contains two signals.
Let U(s) denote the equilibrium expected payoff to the buyer from choosing trust,
conditional on having observed s ∈ S. Let P {·} denote the joint distribution
over signals and firm choices corresponding to the buyer’s equilibrium beliefs about
signals and firm choices. Suppose for one of the signals s, that U(s) · P {s} > 0,
while for the other signal, U(s′) · P {s′}. Then the buyer pays a positive price for
the signal in the equilibrium.

Proof: Let U(·) and P {·} be as described in the statement of the lemma. In
the PT-PBE of G(k, S, σ), the expected payoff to the buyer from choosing trust,
conditional on s, is then

U(s) ≡ u · P {C |s} − P {D |s}. (3.8)

(Recall that P {a} is the probability of choice a ∈ {Coop.,Defect}.)
The price taking assumption concerning ξ implies the following. If for some

s ∈ S, and strictly positive τ̂ ,

U(s) · P {s} − τ̂ > 0, and

U(s) · P {s} − τ̂ > U(s) · P {s}+ U(s′) · P
{
s′
}
,

(3.9)

then P2 would accept the offer of τ̂ from the intermediary with probability one.
This completes the proof. �

The next result is that for each subgame, G(k, S, σ), where S contains two
signals, there is essentially at most two PT-PBE in which the buyer pays a positive
amount for the signal.
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Lemma 3.5: Suppose S = {s∗, s∗} . For all (k, S, σ) the subgame, G(k, S, σ), has
(essentially) at most two PT-PBE in which the intermediary makes a positive price
offer that is accepted with positive probability by the buyers.

Proof: First some notation: Fix a subgame, G(k, S, σ), and consider a price
taking equilibrium, ξ. Let s(ξ) ⊆ S ∪ {∅} be such that, in the equilibrium ξ, the
buyer chooses trust with probability one after observing a signal in s(ξ). Notice
next that, for each (r, s) ∈ Rk × S, if any strategic firm type θ > θ1 chooses to
cooperate at (r, s), then there is a cutoff type, θ(r, s)(ξ) ∈ (0, θ2), such that along
the path of ξ every strategic type θ < θ(r, s)(ξ) makes the cooperative choice with
probability one at (r, s), and any θ > θ(r, s)(ξ) chooses to defect with probability
one.

Now consider a pair of PT-PBE of G(k, S, σ), ξ = ({αθ} , β, τ, µ), and ξ′ =
({α′θ}, β′, τ ′, µ′), such that the price offers τ, and τ ′ are positive and accepted with
positive probability by the P2’s. Observe that Lemma 3.2 implies the short run
agent observes the signal with probability one in both ξ, and ξ′. Notice also that
Lemma 3.3 ensures s(ξ), and s(ξ′), are singleton and non-empty. Hence, the result
is proved by showing that if s(ξ) = s(ξ′), then ξ and ξ′ are essentially the same.
With this in mind, in the remainder, suppose s(ξ) = s(ξ′).

For each strategic type θ, at every (r, s) ∈ Rk × S, the continuation payoff to
θ under ξ and ξ′ must be the same. To see this, suppose instead that the payoff
to θ at (r, s) in the equilibrium ξ exceeds his payoff from ξ′. Since s(ξ) = s(ξ′),
and since the buyers observe the signal with probability one in both equilibria, it
follows that along the path of ξ′ the θ type can induce the same joint distribu-
tion over signal and histories as in ξ by deviating to his strategy in ξ. Clearly
continuation payoffs under ξ and ξ′ must be equal for every cost type, at every
(r, s). This implies θ(r, s)(ξ) = θ(r, s)(ξ′) for all (r, s) ∈ Rk × S, and thus firm
behavior in ξ and ξ′ is the same except perhaps for the set of strategic firm types
{θ(r, s)(ξ), (r, s) ∈ Rk × S} , which has measure zero. The price taking assumption
then gives that τ = τ ′. Lemmas 3.2 and 3.3 give that buyer behavior is the same
in both equilibria, and thus ξ, and ξ′ are essentially the same. �
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3.5.4 Intermediary Optimal Disclosure Policies

In view of Lemma 3.1, in order to prove Theorem 3.1, it suffices to show the
following. For every η, there is a sufficiently small ε such that if the firm is a
commitment type with probability ε, then the intermediary can guarantee himself
a period payoff of τ∗ − η. Toward this end, we next introduce a simple class of
disclosure policies that guarantee, in equilibrium, the achievement of the payoff
bound. The set of signals in these policies consists of a “good” signal, and a
“bad” signal. The good signal is drawn only if the firm has consistently engaged
in good behavior—that is, if the firm has chosen to reciprocate, with cooperation,
every instance of trust by the consumer. The bad signal is drawn whenever the
partial history reveals the firm has been opportunistic, i.e., defected when the buyer
trusted. However, there is noise. With some probability, the bad signal is drawn
for a firm with a clean record. A formal definition will first require some notation.

Let R∗k denote the k-length histories along which: 1) there are no instances of
Trust/Defect, and 2) there is at least one instance of Trust/Coop. Denote by R1

k

the set of k-length histories in R∗k along which there is exactly one occurrence of
Trust/Coop. and it occurs in the last position of the history (i.e., k periods in the
past). Let rnck denote the k-length history consisting of all Not-trust/Coop. entries.
Consider the following.

Definition 3.2: The disclosure policy (k, S, σ) ∈ Σ is a noisy bad rating policy
(NBR policy) if S consists of two signals, say s∗, and s∗, and σ is such that, for
some ρ ∈ (0, 1], and ψ ∈ [0, 1],

σ(r) = ((s∗, s∗) , (ρ, 1− ρ)) , for each r ∈ R∗k \R1
k,

σ(r) = ((s∗, s∗) , ( 1, 0)) , for each r ∈ R1
k,

σ(rnck ) = ((s∗, s∗) , (ψ, 1− ψ)) , and

σ(r) = ((s∗, s∗) , ( 0, 1)) , for each r ∈ Rk \ {R∗k ∪ {rnck }} .

(3.10)

In the remainder the focus is on these NBR policies. Notice that each of these
can be identified completely with a triple (k, ρ, ψ). We therefore sometimes use the
notation [k, ρ, ψ] to denote the NBR on Rk with ρ and ψ assuming the role given
in Definition 3.2. The notation is extended to the subgame induced by [k, ρ, ψ],
denoted now G[k, ρ, ψ]. In the interest of conciseness, the letters T , and N will
be used to denote the choices to trust, and not trust, respectively, by the buyer.
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Similarly, C, and D will represent the choices of the firm to cooperate, and defect,
respectively.

The first result here is that for sufficiently small ε there is at most one PT-PBE
in which the buyers pay a positive amount for information when the subgame has
a NBR disclosure rule.

Lemma 3.6: Consider an NBR disclosure policy, (k, S, σ). If

u · ε− (1− ε) < 0, (3.11)

then there is essentially at most one PT-PBE of G(k, S, σ) in which the interme-
diary proposes a positive price that is accepted by the buyer. Moreover, in any
PT-PBE of G(k, S, σ) where the buyer pays a positive amount for the signal, the
buyer chooses T with probability one after observing s∗, and N with probability
one after observing s∗.

Proof: Consider ξ, a PT-PBE of G(k, S, σ), in which the offer by P3 is positive
and accepted by the buyer with positive probability. Again, let s(ξ) denote the
set of signals such that along ξ the buyer chooses trust with probability one after
observing any s ∈ s(ξ). In the light of Lemma 3.5 and the argument in its proof, the
claim can be established by showing that s(ξ) = s∗ for any PT-PBE of G(k, S, σ) in
which the buyer pays a positive amount for the signal. With that in mind suppose
instead that s(ξ) 6= s∗. Lemma 3.3 gives that s(ξ) = s∗. In the remainder it is
shown this results in a contradiction.

If s(ξ) = s∗ it is optimal for a strategic firm to choose defection whenever the
signal is s∗. This is because a NBR rule maps any history with an instance of
Trust/Defect to the signal s∗, and hence the strategic firm can ensure that the
buyer chooses trust again in the next period by choosing defection currently. This
implies cooperation occurs at s∗ only if the firm is the behavioral type, which has
prior probability ε. It follows that the expected value to the buyer from choosing
to trust when observing s∗ is at most u · ε− (1− ε), which is negative (assumed in
equation (3.11)), contradicting that ξ is an equilibrium. �

Definition 3.3: For each profile of buyer and intermediary stationary strategies
(β = (β1, β2), τ), define
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φ∗(β, τ) =β2(s∗) · β1(τ) + β2(∅) · (1− β1(τ))

φ∗(β, τ) =β2(s∗) · β1(τ) + β2(∅) · (1− β1(τ)).
(3.12)

For example, φ∗(β, τ) is the probability the buyer chooses T when the signal is s∗,
and the buyer and intermediary adopt the strategies, β, and τ , respectively.

Lemma 3.7: Consider a NBR disclosure policy, (k, S, σ). Suppose

u · ε− (1− ε) < 0,

and that ({αθ} , β, τ, µ) is a PT-PBE of G(k, S, σ). Then,

φ∗(β, τ)− φ∗(β, τ)
1− δ > θ1. (3.13)

Proof: Let U(s) denote the equilibrium expected payoff to the buyer from choos-
ing trust, conditional on having observed s ∈ S. Let P {·} denote the joint distri-
bution over signals and firm choices correponding to the buyer’s equilibrium beliefs
about signals and firm choices.

If τ is positive in the equilibrium and accepted by the buyer with positive prob-
ability, then the result is immediate in view of Lemma 3.3. Therefore, suppose, by
way of contradiction that

φ∗(β, τ)− φ∗(β, τ)
1− δ ≤ θ1, (3.14)

and that the buyer rejects any positive offer from P3 in the equilibrium.
Notice now that

φ∗(β, τ)− θ + δ · φ
∗(β, τ)
1− δ ≤ φ∗(β, τ) + δ · φ∗(β, τ)

1− δ ⇐⇒

θ ≥ φ∗(β, τ)− φ∗(β, τ)
1− δ .

The first line implies that for the strategic firm with cost of effort θ, choosing C
at s∗ is always strictly worse than choosing D. Equation (3.14) then implies that
every strategic firm chooses D always at s∗. If every strategic firm chooses D at s∗,
then in the steady state s∗ is realized with positive probability only if the firm is the
commitment type. Therefore, U(s∗) = u. Observe next that, if every strategic firm
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defects at s∗, it must also defect always at s∗. Therefore, where {t = B} denotes
the event “the firm is the commitment type”,

P {C |s∗} = P {t = B |s∗}

= P {s∗ |t = B} · ε

P {s∗}
≤ ε.

To see why the last line follows notice that P {s∗ |t = B} ≤ P {s∗} because in the
equilibrium P {s∗ |t 6= B} = 1 (since every strategic firm defects always). In any
case, U(s∗) ≤ u ·ε− (1−ε), which is negative by the hypotheses of the lemma. But
U(s∗) = u, and U(s∗) < 0, which contradicts that the buyer rejects every positive
offer (since P {s∗} > 0 and P {s∗} > 0 (Lemma 3.4)). �

Now consider the following definition—

Definition 3.4: For each disclosure policy d = (k, S, σ), and each stationary profile
of buyer and intermediary strategies, (β = (β1, β2), τ) let V (θ, d, (β, τ))(r) denote
θ’s expected continuation payoff at r ∈ Rk (before the signal is drawn) in the
subgame, G(k, S, σ), given that it adopts a stationary best response to (β, τ) in
G(k, S, σ).

Given k, enumerate the positions in the k-length histories j = 1, . . . , k, where
j = 1, for example, corresponds to the most recent event occurring along the partial
history.

Lemma 3.8: Suppose d = (k, S, σ) is a NBR disclosure policy. Then, the following
holds for every strategic firm type, θ ∈ [θ1, θ2], and every profile of stationary buyer
and intermediary strategies, (β, τ).

V1. V (θ, d, (β, τ))(r) = V (θ, d, (β, τ))(r′) for every r, r′ ∈ Rk with (D,T ) in posi-
tion j = 1.

V2. Recall that R∗k are the k-length histories with at least one occurrence of (C, T ),
and no occurrences of (D,T ). V (θ, d, (β, τ))(r) = V (θ, d, (β, τ))(r′) for each
r, r′ ∈ R∗k with (C, T ) in position j = 1.

Proof: Refer to the definition of an NBR policy (Definition 3.2). For V1 notice
that in a NBR policy when (D,T ) occurs, the signal s∗ persists at least until the
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occurrence of the event (D,T ) is cleared from the k-length history. V1 then follows
from the stationarity assumption on the strategies. The proof of V2 follows similar
lines. Every history in R∗k with (C, T ) in position j = 1 induces the same distri-
bution over signals s∗, and s∗. The stationarity assumption on strategies implies
moreover that after every history in R∗k with (C, T ) in position j = 1, the strategies
will induce the same distribution over sequences of signals to follow. �

Lemma 3.9: Consider a fixed k. For every η > 0 there is a ψ̂ (depending on k)
such that for each NBR disclosure policy, d = [k, ρ, ψ], with ψ ∈ (0, ψ̂) the following
holds, for all stationary buyer and intermediary strategy profiles, (β, τ).

V3. For all r, r′ ∈ Rk with no instances of (C, T ),

|V (θ, d, (β, τ))(r)− V (θ, d, (β, τ))(r′)| < η.

V4. Recall the definition of φ∗(β, τ) given in Definition 3.3. For all r with (D,T )
in position j = 1,

∣∣∣∣V (θ, d, (β, τ))(r)− φ∗(β, τ)
1− δ

∣∣∣∣ < η.

Proof: Notice that all the histories from V4 and V5 in the claim lie outside of R∗k.
Then, note that [k, ρ, ψ] maps every history r ∈ Rk \R∗k to s∗ with probability one
except for the history that has (C,N) in every position. The history with (C,N)
in every position is mapped to s∗ with probability 1− ψ. Clearly, the result holds
for sufficiently small ψ. �

3.5.5 Part II of the Proof of Theorem 3.1

In the light of Lemma 3.1, in order to prove Theorem 3.1 it suffices to establish
item (i) there. The proof of the following result accomplishes this. Lemmas 3.6-3.9
above are used in the proof.

Lemma 3.10: There exists a NBR disclosure policy [k∗, ρ∗, ψ∗] for which the fol-
lowing holds. Suppose the prior probability that the firm is the commitment type
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satisfies

u · ε− (1− ε) < 0.

Then G[k∗, ρ∗, ψ∗] has a unique PT-PBE. Moreover, in the PT-PBE the buyer pays
the intermediary at least τ∗−ε in every period for information (τ∗ defined in (3.5)).

Proof: The result is established in several parts. First, the desired disclosure
policy is constructed. Then its claimed properties are proved.

Part A: The k∗ from [k∗, ρ∗, ψ∗] in the lemma.
Let k∗ be the smallest integer k ≥ 2 such that

1
k

<
1

1 + u
. (3.15)

Part B: The ρ∗ from [k∗, ρ∗, ψ∗] in the lemma.
For each strategic firm θ let V ∗(θ, ρ)(r) be the expected payoff to θ at r ∈ R∗k∗

when each of the following hold—

I. The firm chooses C at (r′, s∗), and D at (r′, s∗) for every r′ ∈ R∗k∗ .

II. The buyer observes the signal in every period with probability one and chooses
C if and only if the signal observed is s∗.

III. The signal is s∗ with probability one at histories in R∗k∗ that have exactly one
instance of (C, T ), where this occurs, moreover, at position j = k. The signal
is s∗ with probability ρ, and s∗ with probability 1− ρ at every other history
in R∗k∗ .

Notice that I-III result in the firm staying forever in the set R∗k∗ once the set is
reached, and thus the payoff function V ∗(·, ·)(·) is well defined.

Now, let M(ρ) denote the transition matrix over the states R∗k∗ × S when the
firm is type θ, given that I-III hold for some given ρ. M(ρ) gives the transition prob-
abilities of a positive recurrent Markov chain with states R∗k∗ ×S. There is hence a
unique invariant distribution π(ρ) on the states, i.e., such that M(ρ) · π(ρ) = π(ρ).
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Write

π∗(ρ) =
∑
r∈R∗

k∗

π(ρ)(r, s∗). (3.16)

This is the probability of s∗ implied by the invariant distribution π(ρ). Notice that
π∗(ρ) is continuous and strictly increasing in ρ, and moreover that π∗(0) = 1/k∗,
and π∗(1) = 1.

Next define

θ∗(ρ) =
{

max
θ

[θ1, θ2] : V ∗(θ, ρ)(r) ≥ 1 for all r ∈ R∗k∗
}
. (3.17)

If no θ satisfies the required condition of (3.17), set θ∗(ρ) = θ1. Notice that As-
sumption 3.1 implies θ∗(1) = θ2.

Let ρ∗ ∈ (0, 1) be such that(
θ∗(ρ∗)− θ1

θ2 − θ1
+ ε

)
· π∗(ρ∗) = 1

1 + u
. (3.18)

The definition of k∗ ((3.15)) ensures such a ρ∗ exists since: 1) π∗(0) = 1/k, and 2)
π∗(1) = 1, and θ∗(1) = θ2.

Part C: The ψ∗ from [k∗, ρ∗, ψ∗] in the lemma.
Fix ψ∗ > 0 so that for the NBR disclosure policy, [k∗, ρ∗, ψ∗], the conclusions of
Lemma 3.9 (V3 and V4) hold with η there equal to ρ∗ · (θ1 · (1 − δ))2/2. That is,
with d = [k∗, ρ∗, ψ∗], for every strategic firm θ, and every profile of stationary buyer
and intermediary strategies (β, τ),

∣∣V (θ, d, (β, τ))(r)− V (θ, d, (β, τ))(r′)
∣∣ < ρ∗ · (θ1 · (1− δ))2

2 ,

for all r, r′ ∈ Rk with no instances of (C, T ), and

∣∣∣∣V (θ, d, (β, τ))(r)− φ∗(β, τ)
1− δ

∣∣∣∣ < ρ∗ · (θ1 · (1− δ))2

2 ,

for all r ∈ Rk with an instance of (D,T ).

(3.19)

Part D: If G[k∗, ρ∗, ψ∗] has a PT-PBE, then it is unique.
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Suppose ξ = ({αθ} , β, τ, µ) is a PT-PBE of G[k∗, ρ∗, ψ∗]. In view of Lemma 3.6 it
suffices to show that the buyer pays a positive price for information in ξ.

Let U(s) denote the equilibrium expected payoff to the buyer from choosing
trust, conditional on having observed s ∈ S. Let P {·} denote the joint distribution
over signals and firm choices corresponding to the buyer’s equilibrium beliefs about
signals and firm choices. With Lemma 3.4 on hand, in order to show that the buyer
pays a positive price in ξ, it suffices to show that

U(s∗) = u, and U(s∗) < 0. (3.20)

We proceed then to establish (3.20).
In the remainder, for each r ∈ Rk, and each (a, a′) ∈ {T,N} × {C,D}, we use

the notation [r, a, a′] to denote the k-length history obtained when the firm, and
buyer choose a, and a′, respectively, at r.

Recall the definition of φ∗(β, τ), and φ∗(β, τ) given in Definition 3.3. We drop
the explicit reference to the argument (β, τ) since we fix ξ now, the putative equilib-
rium of G[k∗, ρ∗, ψ∗]. Similarly, we drop the argument (d, (β, τ)) in V (θ, d, (β, τ))(·),
and simply write instead V (θ)(·).

Consider a history r ∈ R∗k∗ . Suppose that in the equilibrium ξ of G[k∗, ρ∗, ψ∗],
the strategic firm θ chooses D with positive probability at (r, s∗), then (recall here
Definition 3.4 of V (θ)(·))

φ∗ − θ+δ · φ∗ · V (θ)([r, C, T ]) + δ · (1− φ∗) · V (θ)([r, C,N ])

≤ φ∗+δ · φ∗ · V (θ)([r,D, T ]) + δ · (1− φ∗) · V (θ)([r,D,N ]), and thus,

θ ≥ δ · φ∗ · [V (θ)([r, C, T ])− V (θ)([r,D, T ])] .

(3.21)

The last line follows from a rearrangement of the first inequality, and then noting
that V (θ)([r, C,N ]) − V (θ)([r,D,N ]) ≥ 0, since ψ∗ > 0 by assumption (refer here
to the definition of a NBR disclosure policy).

Now consider a history r′ ∈ Rk with no instances of (C, T ). In an NBR dis-
closure policy such a history is mapped with probability one to s∗. Suppose now
that the firm θ choose C at (r′, s∗) with positive probability in the equilibrium ξ.
Proceeding as in (3.21) gives

θ ≤ δ · φ∗·
[
V (θ)([r′, C, T ])− V (θ)([r′, D, T ])

]
+ δ · (1− φ∗)·

[
V (θ)([r′, C,N ])− V (θ)([r′, D,N ])

]
.

(3.22)
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Now Lemma 3.8 (V1) implies V (θ)([r,D, T ]) = V (θ)([r′, D, T ]). V2 from the
same result implies V (θ)([r, C, T ]) ≥ V (θ)([r′, C, T ]) (notice that this holds with
equality if r′ has no instances of (D,T )). Using these facts and combining the last
line of (3.21) with (3.22) gives, after some algebra

φ∗ · [V (θ)([r, C, T ])− V (θ)([r,D, T ])] ≤

φ∗ · [V (θ)([r, C, T ])− V (θ)([r,D, T ])] +

(1− φ∗) ·
[
V (θ)([r′, C,N ])− V (θ)([r′, D,N ])

]
, and thus

(φ∗ − φ∗) · [V (θ)([r, C, T ])− V (θ)([r,D, T ])] ≤

(1− φ∗) · [V (θ)([r, C, T ])− V (θ)([r,D, T ])] ≤

V (θ)([r, C, T ])− V (θ)([r,D, T ]).

(3.23)

Observe next that

V (θ)([r, C, T ]) ≥ ρ∗ · φ∗ + (1− ρ∗) · φ∗ + δ · φ∗
1− δ

= ρ∗ · (φ∗ − φ∗) + φ∗
1− δ .

(3.24)

This is because, by assumption, r is in R∗k∗ , and therefore [r, C, T ] is also in R∗k∗ .
Combining the bottom half of (3.23) with (3.24) yields

(φ∗ − φ∗)·
[
ρ∗ · (φ∗ − φ∗) + φ∗

1− δ − V (θ)([r,D, T ])
]
≤

V (θ)([r, C, T ])− V (θ)([r,D, T ]), and thus

(φ∗ − φ∗)· [ρ∗ · (φ∗ − φ∗)] ≤

V (θ)([r, C, T ])− V (θ)([r,D, T ]) +
(
V (θ)([r,D, T ])− φ∗

1− δ

)
.

(3.25)

Using the result of Lemma 3.7 (equation (3.13)) gives

ρ∗ · (θ1 · (1− δ))2 ≤

V (θ)([r, C, T ])− V (θ)([r,D, T ]) +
(
V (θ)([r,D, T ])− φ∗

1− δ

)
.

(3.26)

Notice now that (3.26) contradicts (3.19) given the choice of ψ∗. Hence, what
has been shown thus far (beginning around equation (3.21)) is that, in any PT-PBE
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of G[k∗, ρ∗, ψ∗], if that strategic firm chooses defection at (r, s∗) for any r ∈ R∗k∗ ,
then the firm never chooses cooperation at (r′, s∗) for any r′ 6∈ R∗k∗ . This implies
that any firm choosing D at any (r, s∗), with r ∈ R∗k∗ , will never again draw the
signal s∗. It thus follows that U(s∗) = u, since in the invariant distribution only
firms that choose C with probability one on R∗k∗ × {s∗} will ever draw the signal
s∗.

Next observe that since U(s∗), φ∗ must equal one in the equilibrium. This
means that no strategic firm will choose C at any (r, s∗), where r ∈ R∗k∗ . The
reason is that there is nothing to be gained form cooperation at such a history.
The firm is guaranteed to stay within R∗k∗ , when φ∗ = 1 and it cooperates on
R∗k∗ ×{s∗}, even when it defects at R∗k∗ ×{s∗}. (Recall that in a NBR any r ∈ R∗k∗
with exactly one (C, T ) that occurs in position j = k∗ gets mapped to s∗ with
probability one, but that all the other histories in R∗k∗ induce the same distribution
over the signals.) It thus follows that U(s∗) = u · ε− (1− ε) because only the com-
mitment type firm ever chooses C at s∗, and thus U(s∗) < 0 by the hypotheses of
the lemma. This completes the proof that G[k∗, ρ∗, ψ∗] has at most one equilibrium.

Part E: G[k∗, ρ∗, ψ∗] has a PT-PBE.
Recall I-III from Part B of this proof, and the definitions of π∗(ρ), and θ∗(ρ) given
there. Assume II for the moment:

II. The buyer observes the signal with probability one and then chooses T if and
only if he observes s∗.

Now consider the following stationary strategy α∗θ for the firm of type θ ≤ θ∗(ρ∗)
in G[k∗, ρ∗, ψ∗].

α∗θ(r, s∗) = ((C,D); (0, 1)), for all r ∈ R∗k∗ ,

α∗θ(r, s∗) = ((C,D); (1, 0)), for all r ∈ R∗k∗ , and

α∗θ(r, s) is a best response to II on {Rk \R∗k∗} × S.

(3.27)

For each θ > θ∗(ρ∗), let α∗θ be a best response for θ to II in G[k∗, ρ∗, ψ∗]. Notice
that such best responses in stationary strategies are sure to exist against II.

As discussed in Part B of this proof, the strategy α∗θ for θ ≤ θ∗(ρ∗), together
with II, imply a unique invariant distribution µ∗(r, s |θ) on Rk × S. The same is
true for each θ > θ∗(ρ∗). These imply a unique joint distribution P {·} over signals
and histories.
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As argued above, if it is a best response in G[k∗, ρ∗, ψ∗] for a strategic type
of firm to choose defection against II at (r, s∗), where r ∈ R∗k∗ , then it is a best
response to choose D always at s∗. Against II this means that after defecting at
at (r, s∗), where r ∈ R∗k∗ , a firm draws the signal s∗ for the remainder of the game,
and thus gets zero in the continuation game after the defection. The period payoff
to a firm from choosing D at such a (r, s∗) is 1. It follows then, that the α∗θ specified
for θ ≤ θ∗(ρ∗) is a best response in G[k∗, ρ∗, ψ∗] to II (see the definition of θ∗(ρ),
Definition 3.18).

Notice now that each θ > θ∗(ρ∗) chooses defection at (r, s∗) for at least one
r ∈ R∗k∗ . It thus follows that µ(r, s∗ |θ) = 0 for every θ > θ∗(ρ∗) (see the discussion
in Part D). We thus have

P {C |s∗} = 1, and

P {C |s∗} = ε.
(3.28)

Equation (3.28) implies

U(s∗) = u, and

U(s∗) = u · ε− (1− ε),
(3.29)

where U(s) is the buyer’s expected payoff from T conditional on having observed
s ∈ S, when the strategic firms adopt the strategies {α∗θ} . Hence the part of II
asserting that the buyer chooses T if and only if he observes s∗ is in fact a best
response to {α∗θ}.

What remains now is to determine the equilibrium price offer by the interme-
diary. With that in mind (and in view of (3.29), and (3.9) from Lemma 3.4), write

τ̂ = min {u · P {s∗} , (1− ε− u · ε) · P {s∗}} . (3.30)

Let the intermediary offer τ̂ in every period. Let the buyer accept with proba-
bility one any offer τ ≤ τ̂ , and reject with probability one very offer τ > τ̂ .

Part F: τ̂ in the PT-PBE constructed in Part E is equal to τ∗ − ε.
Refer to equation (3.30) where τ̂ is defined. Notice that in the equilibrium con-
structed in Part E

P {s∗} =
(
θ∗(ρ∗)− θ1

θ2 − θ1

)
· π∗(ρ∗).
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(See equation (3.18), and the definition of θ∗(ρ∗) in equation (3.17).) ρ∗ was cho-
sen so that the right hand side of this expression is equal to 1/(1 + u). Plugging
P {s∗} = 1/(1 + u) into (3.30) gives the desired result. �
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Chapter 4

Efficiency and Complexity in
Decentralized Markets

4.1 Introduction

Consider a dynamic market in which agents are thrown together in every period
in order to haggle over the terms of trade. Buyers are matched to sellers in a
decentralized fashion. Traders might seek each other out, for instance, or they
might just bump into each other at random. Whatever process brings the agents
together, the end result is exchange that is separated along temporal and spatial
dimensions.

There are several important markets that operate in this manner. Some exam-
ples closely fitting this description are the markets for housing, financial derivatives,
and labor. An important question then is: Under what conditions will the compet-
itive price and allocation materialize in such a decentralized market?

In an interesting contribution, Gale and Sabourian (2005) (henceforth GS) in-
troduce a refinement that selects competitive equilibria in a finite-agent matching
and bargaining model of decentralized trade. 1

In particular, their argument goes, if agents are averse to complexity, other
things equal, then in equilibrium each player will choose the least complex strategy

1A competitive equilibrium here refers to an equilibrium of the matching and bargaining game
in which all exchange occurs at market clearing prices, and in which the resulting allocation
maximizes the gains from trade. This will also be referred to as a Walrasian equilibrium.
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that earns the equilibrium payoff; as a result, simple behavior will be adopted,
which, in turn, ensures Walrasian exchange.

This argument provides a rationale for selecting competitive equilibria within an
important framework that describes exchange as resulting from strategic bargaining
between pairwise matches. 2 This aspect of their work merits emphasis as it
has been observed, since Rubinstein and Wolinsky (1990), that strategic behavior
in such settings can result in non-competitive outcomes—even in the absence of
trading frictions such as search costs and asymmetric information.

Of central importance to the above argument is the result that simple behavior
gives rise to competitive exchange. The appeal of the GS refinement then relies
on the extent to which this result holds more generally in frictionless markets.
Thus, it is worthwhile to ask if simple behavior will deliver Walrasian outcomes in
environments that are close to the one examined by GS.

With that in mind, the current paper studies an extension of their model in
which sellers might enter the market with any number of units, rather than just one.
This extension is worth considering since there is no a priori reason for restricting
agents to buying or selling one unit only. 3

Moreover, by examining the more general case, this paper delivers insights that
are drastically different from those obtained by GS. In particular, it is argued
here that simple behavior—resulting from complexity aversion, or for any other
reason—does not suffice to establish competitive outcomes. In fact, it is shown
that when behavior is consistent with a perfect equilibrium simple behavior can
rule out efficiency altogether (see Claim 4.2 below).

Allowing an agent to trade several times introduces a strategic aspect that
otherwise would not arise. In particular, a several-unit seller must consider, not
only the price at which he currently trades, but also the effect of his exchange on
future market conditions. Consider a market populated by a finite set of traders
with distinct valuations, and in which exchange occurs sequentially over time.

Suppose each buyer leaves the market permanently after making a purchase, and
that each seller exits upon having exhausted his supply. In such an environment,

2These models are intended to give an explicit account of the inner workings of a decentralized
market. See, for example, Rubinstein and Wolinsky (1985), Gale (1986a, 1986b), Rubinstein and
Wolinsky (1990), and the recent contribution, Lauermann (2012).

3Here the focus is on multi-unit sellers and buyers that demand one unit. The goal is not
analyze the most general case but to call attention to interesting strategic aspects that arise when
an agent can trade several times in a market.
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the execution of certain trades will have an effect on prevailing market clearing
prices—those derived from extant supply and demand schedules.

Suppose then, that buyers adopt simple price-taking behavior, whereby each
buyer with a sufficiently high valuation attempts to trade at some market clearing
price determined by the valuations of the currently active players. Then, a seller
with sufficient supply might initially make inefficient exchanges to manipulate sup-
ply and demand schedules in order to sell his remaining units at more favorable
competitive prices. 4

Simple behavior here assumes a paradoxical role. If it promotes a tendency
toward competitive behavior among buyers, then it paves the way for inefficient
price manipulation by a seller with sufficient supply.

The above argument implicitly makes the assumption that buyers do not switch
sides in order to resell a purchased unit of the good. Admitting resale introduces the
following complication. A seller that sells off a unit in order to manipulate demand,
will potentially generate a new competitor, thus nullifying his desired effect on the
price.

Whether or not the possibility of resale plays a decisive role depends on the
particular market. There are several markets in which resale is simply not feasible.
Markets for service goods are perhaps the most extreme example of this. In other
cases, licensing restrictions can preclude reselling, or at least make it less profitable
(e.g., the market for computer software).

Even when resale is technically and legally feasible, however, in some cases the
discrepancy between the prices of new goods and used goods is significant and the
secondary market is effectively a market for a different good. A stark example of
this is found in the market for autos. A brand new car will depreciate a significant
amount as soon as it is driven off the lot. In any case, firms can continue to
manipulate demand even when there is a secondary market by simply destroying
goods, or otherwise restricting supply.

4In a finite agent market, an exchange between a seller and buyer whose valuations are both
less than all currently competitive prices will shift the supply schedule leftward but will not affect
the demand curve in the relevant region.
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4.2 The Environment

The model here extends the one in GS by allowing sellers to trade more than one
unit. Relative to the setup there, very little is needed in the way of new objects
or notation. The required solution concepts also carry over without modification.
Nevertheless, in order that the current paper be self-contained, the model is laid
out here in full detail.

Consider a market in which an indivisible good is exchanged for money. At the
outset there are finite sets of buyers and sellers, denoted B and S, respectively.
Buyer i ∈ B wishes to consume at most one unit of the good and is willing to pay
at most vi ≥ 0 to do so. Seller k ∈ S initially has yk units available for exchange.
His valuation for each of these is a constant, wk ≥ 0.5 Assume, without loss of
generality, that the number of buyers is equal to the total initial supply of the
good.

Exchange takes place in discrete time as agents bargain over the terms of trade.
Buyers leave the market after a purchase, and a seller exits upon exhausting his
supply. Hence, the prevailing market data—the active buyers and sellers, and the
supply of the good available for exchange—will change over time. Let ξ∗ repre-
sent the market data initially. Write E for the set of all submarkets of ξ∗, i.e.,
data obtained as players trade and exit.6 Let E include also the empty market ∅.
Generic elements of E will be denoted by the letter ξ with subscripts and other
embellishments added when needed.

Exchange is governed by a set of bargaining rules and a sequence of deterministic
matching functions, Π = {πt}∞t=1 . At date t the function πt matches one buyer to
one seller, from those remaining in the market, and assigns the roles of proposer and
responder. Throughout, matches will be written 〈m,n〉, where the first coordinate
is a proposer. Thus, for each ξ ∈ E, πt(ξ) = 〈m,n〉 implies that m and n are active
players in ξ—on opposing sides of the market—and additionally that m is the t-th
proposer, while n is the t-th responder. At time t + 1/3 the proposer in the t-th
match names a price for the exchange of one unit. At t + 2/3 his partner either
accepts (A) or rejects (R) the offer. When an offer is accepted, trade occurs at

5A constant valuation is assumed for ease of exposition. The results here do not require this
restriction.

6One way to describe a submarket is ξ = ({vi}i∈B′ , {wk, y
′
k}k∈S′ ), where B

′ ⊆ B and S′ ⊆ S,
each y′k satisfies 1 ≤ y′k ≤ yk, and also

∑
k∈S′ y

′
k = |B′|. Market data will be identified with the

market itself. For instance, ξ∗ will be referred to as the initial market, and data that arises as
agents trade and exit will be referred to as a submarket of ξ∗.
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the agreed to price; if an offer is rejected, no exchange takes place. At the end of
negotiations (exchange or rejection) matches dissolve and a new pair of players is
chosen from the remaining ones.

The exchange protocol determines a dynamic matching and bargaining game
g = (ξ∗,Π) with histories of the form

[(π1, p1, r1), . . . , (πt−1, pt−1, rt−1), et] ,

where, for τ = 1, . . . , t − 1, πτ is the τ -th match, pτ ∈ R+ is the τ -th offer,
rτ ∈ {A,R} is the response to pτ , and et ∈ {πt, (πt, pt), (πt, pt, rt)}. It will be useful
to identify histories according to their underlying markets. Given a market ξ, say
that history h is in ξ if the sequence of events occurring along h lead to the market
data ξ. Then, for each ξ ∈ E, and each π matching players that are active in ξ, let
H(ξ; π) denote the histories in ξ that end in π.

There is no uncertainty, and furthermore all players observe the entire history
describing previous events. A player m strategy is then a function fm such that
fm(h) ∈ R+ if the history h ends with m matched as a proposer, and fm(h) ∈
{A,R} when m is a responder at h, which ends in a price offer. As in GS there is
no discounting. When i is a buyer his utility from trading at p, currently or in the
future, is simply vi − p. Similarly, when k is a seller that trades s units at prices,
p1, . . . , ps, his payoff is

∑s
r=1(pr − wk). A player’s continuation payoff is zero if he

does not trade in a particular subgame. Use Vm(f) to denote m’s payoff under the
profile of strategies f , and let Vm(f)(h) be m’s continuation payoff after h according
to f .

The analysis to follow will characterize the trading outcomes (the allocation
and the exchange prices) induced by a certain class of strategy profiles. The focus
will be on the standard criteria of efficiency. An outcome is efficient in ξ if it
results in the optimal gains from trade possible in ξ. Additionally, it is Walrasian
(or competitive) in ξ if it is efficient in ξ and furthermore all exchange occurs at
market clearing prices given the supply and demand schedules derived from ξ.

The above matching and bargaining game can have perfect equilibria that sup-
port non-Walrasian outcomes. More troubling, however, when valuations are het-
erogeneous, inefficient outcomes can also be supported.7 GS address this matter

7This is true for markets in which sellers have one, or many units, and under various matching
protocols (for deterministic matching this is shown by GS, Proposition 13; for random matching
it is shown by Gale and Sabourian (2006)).
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with a complexity aversion refinement that selects Walrasian equilibria when each
agent leaves the market after a single exchange. The rest of this section is devoted
to describing this refinement. First, a definition of simple behavior and an ordering
of strategies by complexity is needed.

Definition 4.1: Consider a market ξ ∈ E. Suppose players m and n are active
in ξ and on opposing sides of the market. The strategy fm is simple proposing to
n in ξ if it always prescribes the same offer when m is a proposer to n in ξ, that
is, fm(h) = fm(h′), for all h, h′ ∈ H(ξ; 〈m,n〉). Similarly, fm is simple responding
to p from n in ξ if it always gives the same response to n’s offer of p in ξ, that is,
fm(h) = fm(h′), for all h, h′ ∈ H(ξ; 〈n,m〉)× {p} .

Now, one strategy is less complex than the other if they prescribe the same
behavior except in some instances where the first is simple and the latter is not.

Definition 4.2: Consider a player m. Say that f ′m is less complex than fm if,
for some market ξ (in which m is active) and player n (also an active player in
ξ), either of the following is true: (1) f ′m is simple proposing to n in ξ while fm
is not, but otherwise the strategies are identical, or (2) for some p ∈ R+, f ′m is
simple responding to p from n in ξ, while fm is not, but otherwise the strategies
are identical.

A complexity averse equilibrium is then one in which each player chooses the
least complex strategy that gives him the equilibrium payoff.

Definition 4.3: A Nash equilibrium with complexity costs (NEC) is a Nash equi-
librium f = {fm}m∈B∪S where, for each player m, if f ′m is less complex than fm,
then Vm(f) > Vm(f ′m, f−m). A perfect equilibrium with complexity costs (PEC) is
a NEC that is also a perfect equilibrium.

4.3 Complexity Averse Equilibria

GS give a complete characterization of PEC under the following richness condition
on matching.

R1: Consider ξ ∈ E and any two matches, π, π′, pairing players in ξ. Then,
for each T there exists a t ≥ T such that πt(ξ) = π and πt+1(ξ) = π′.

103



4.3. COMPLEXITY AVERSE EQUILIBRIA CHAPTER 4.

Given R1, and when each seller has one unit, every PEC induces a Walrasian
outcome in every subgame of the above described matching and bargaining game
(this is the main result of GS). In the remainder, say that the strategy fm is simple
if it is minimally complex—i.e., it is everywhere simple proposing and responding,
for every p and every player on the other side of the market that m might be paired
with. A simple strategy is one that conditions only on the underlying market, the
current trading partner, and (when responding) the current price offer.

Theorem 4.1: Suppose each seller in ξ∗ has one unit available for exchange. Let
g be the matching and bargaining game with initial data ξ∗ and a matching tech-
nology that satisfies R1. Then, in any PEC of g, each player’s behavior is simple.
Furthermore, in every PEC, for every ξ ∈ E and after any history in ξ the continu-
ation outcome is Walrasian in ξ with all trade occurring at a uniform price.

In contrast to Theorem 4.1, when sellers may be endowed with any number of
units, simple behavior (and hence a PEC) no longer guarantees Walrasian outcomes
or even efficiency. Before giving an example, a convenient notation for market data
is established. In the remainder markets will be represented by supply and demand
schedules in the following manner:

ξ =
(
v1

w1
· · ·

vs1

w1

vs1+1

w2
· · ·

vs2

w2
· · ·
[
vim

wm

]
· · ·

vsκ−1+1

wκ
· · ·

vsκ

wκ

)
,

where buyer valuations have been enumerated so that v1 ≥ v2 ≥ · · · ≥ vsκ , seller
valuations enumerated so that w1 ≤ w2 ≤ · · · ≤ wκ, and sr =

∑r
k=1 y

′
k, for each

s = 1, . . . , κ, where y′k is seller k’s supply in ξ. The brackets designate the marginal
players in ξ, i.e., vim ≥ wm but vim+1 < wm or vim+1 < wm+1, depending on
whether wm or wm+1 is under vim+1 in the above listing. Observe that for an
outcome to be efficient all agents listed to the left of the marginal players and
the marginal players themselves—but only these—engage in trade. Furthermore,
observe that p is a market clearing price in ξ if and only if max{vim+1, wm} ≤ p ≤
min{w̃, vim}, where w̃ = wm if sm > im, and w̃ = wm+1 if sm = im.

It is straightforward to construct a market with PEC yielding non-efficient out-
comes. The following example is the simplest one that exposes the main idea. It
does not require R1, and thus the following weaker condition (implied by R1) will
be used.
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R2: For each ξ ∈ E, and each π matching players in ξ, there is a t for which
πt(ξ) = π.

Claim 4.1: Consider

ξ∗ =
(
v1

w1

[
v2

w1

]
v3

w2

)
,

where v2 > w2 and v3 ≥ w1. Let g be the matching and bargaining game with
initial data ξ∗, and a matching sequence that satisfies R2. Then g has many PEC
supporting inefficient outcomes. Specifically, for each p ∈ [w2, v2] there is a PEC
in which seller 2 trades with one buyer i ∈ {1, 2} at p, and seller 1 trades with the
remaining buyer in {1, 2} at p, and with buyer 3 at a price of v3.

The proof is relegated to the Section 4.6. The claim is established there by con-
structing equilibria in simple strategies that support the desired outcomes. These
suffice to prove the claim, since simple strategies are minimally complex.

The intuition behind the example is straightforward. First, in markets where
seller 1 has one remaining unit, a PEC must deliver a Walrasian outcome (an
implication of Theorem 4.1). The market clearing prices prevailing after seller 1
trades initially with buyer 1 or 2 are those in [v3, w2]. Then, if the continuation
price in these markets is low enough, seller 1 would rather trade off a unit to buyer
3 than trade with buyer 1 or 2 initially. The reason is that by doing so he would
make seller 2 marginal, permitting the sale of his last unit for a more favorable
market clearing price in [w2, v2].

There are simple equilibria (and thus PEC) that support Walrasian outcomes
in the game of Claim 4.1. When an individual seller is permitted to have more
than two units, on the other hand, PEC can preclude efficiency altogether. This is
because the payoffs obtained through manipulation—even after trading away units
at low prices—might be strictly better than selling at any market clearing price
as given. There are two separate effects to be considered as an individual seller’s
supply increases. First, a higher number of units allows him to marginalize more
and more sellers with increasingly higher valuations and thus to have a greater
influence on market clearing prices. Second, with more supply there is more to be
gained from any given price increase. In sum, the motives for price manipulation
become more pronounced as a seller is endowed with additional units. The following
claim formalizes the intuition.
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Claim 4.2: Consider

ξ∗ =
(
v1

w1

v2

w1

[
v3

w1

]
v4

w2

v5

w3

)
,

where v3 > w3 and v4 + v5 + w3 > 3 · w2. Let g be the matching and bargaining
game with initial data ξ∗, and a matching sequence that satisfies R1. Suppose f is
a PEC of g. Then the outcome induced by f is not efficient.

An implication of this example is that sometimes non-simple behavior is needed
to deliver efficiency.8 A sketch of the proof is provided here and formal arguments
deferred to Section 4.6. First, in order to exclude seller 2 from trade in a PEC,
exchange cannot occur at a price greater than w2 (established in the formal proof).
Additionally, if buyers 4 and 5 are excluded from trade in a PEC, then the equi-
librium is such that they will always agree to trade at any price less than their
valuations (also established in the formal proof). Suppose then a PEC yields effi-
cient exchange. The condition v4 + v5 + w3 > 3 · w2 ensures that seller 1 will wish
to deviate by trading first with buyers 4 and 5—at prices sufficiently close to their
respective valuations—in order to marginalize seller 3. This is because by doing so
he can sell his last unit for at least w3 (by Theorem 4.1).

4.4 Walrasian Equilibria and Perfection

In view of Claims 4.1 and 4.2, it is natural to ask if the result of Theorem 4.1
can be restored by considering, perhaps, an alternative formulation of complexity
aversion, or of simple behavior. In this connection, the current section argues that
perfection may have to be sacrificed in order to guarantee competitive behavior
both on and off the equilibrium path. In particular, this is shown for the game
from Claim 4.2. There, in order to obtain a Walrasian outcome, agents must first
behave in a manner that is consistent with a competitive equilibrium—given the
initial market—but must then abandon the competitive equilibrium in subgames
resulting after some non-competitive deviations. Here, as in the previous examples,
the tension between equilibrium and competition is derived from a seller’s capacity
for price manipulation.

8Lemma 4.4 (in Section 4.6) proves—for the multi-unit seller model considered here—that PEC
are simple when R1 holds.
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Claim 4.3: Let g be the game from Claim 4.2. Consider a strategy profile f .
Suppose for each ξ ∈ E, and after each h in ξ, f induces a Walrasian outcome in ξ.
Then f is not a perfect equilibrium.

Proof: By way of contradiction, suppose f is a perfect equilibrium that induces
a Walrasian outcome in every subgame of g. In view of the hypotheses of Claim
4.2, choose ε > 0 so that v4 + v5 +w3− ε > 3 ·w2. Consider the following deviation
by seller 1. Recall that R2 is assumed here (as it is in Claim 4.2).

In ξ∗ seller 1 refuses to trade until meeting buyer 4 as a proposer and then proposes
p1 = v4−ε/2 to buyer 4. Let ξ be the market obtained if seller 1 trades with buyer 4
in ξ∗. After any history in ξ, if buyer 5 has not traded, seller 1 refuses all exchanges
until matched as a proposer with buyer 5 and then proposes p2 = v5− ε/2 to buyer
5. Otherwise seller 1 behaves as prescribed by his original strategy in profile f .

Now, observe that the set of market clearing prices in ξ∗ is [v4, w2] so that, by as-
sumption, seller 1’s payoff according to f is at most 3·(w2−w1). Since p1+p2+w3 >

3 · w2 (by choice of ε), to contradict that f is perfect it suffices to show that seller
1’s payoff under the deviation is at least p1 + p2 + w3 − 3 · w1. To see this, assume
in the remainder that seller 1 behaves according to this deviation, and then note
the following.

First, seller 1 eventually trades with buyer 4 at p1 in ξ∗. This is because f
yielding efficiency in every subgame implies: (1) no exchanges occur while seller 1
waits to propose to buyer 4, and (2) by assumption, f is such that buyer 4’s payoff
is zero after every history in ξ∗, and therefore he must accept any price less than
v4 in ξ∗ (by perfection).

Then, after seller 1 and buyer 4 trade in ξ∗, seller 2 becomes the marginal
seller and buyer 3 becomes the marginal buyer. Hence buyer 5 does not trade
in any subsequently efficient outcome. Recall now that, by assumption, f yields
competitive exchange in every subgame. Thus, when seller 1 trades with buyer 4
in ξ∗ and then waits to propose to buyer 5, he eventually does sell to buyer 5 at
p2—for the same reasons he could initially trade with buyer 4 at p4.

Now, any exchange occurring while seller 1 waits to meet buyer 5 is efficient
with respect to the market reached when seller 1 and buyer 4 trade in ξ∗ (because
f induces competitive exchange in all subgames). Thus, after seller 1 and buyer 5
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agree to an exchange, seller 3 becomes marginal in the resulting market, and hence
market clearing prices are subsequently bounded below by w3. It follows that seller
1 sells his last unit for at least w3, i.e., after he trades with buyer 5 his behavior is
as under his original strategy, which, given the other players’ strategies, induces a
Walrasian outcome in the continuation game (by assumption). Clearly, seller 1 is
then better off by deviating, and thus f cannot be an equilibrium. �

4.5 Conclusion

In contrast to GS, the current paper argues that simple behavior—resulting from
complexity aversion, or for any reason—does not always ensure efficiency. In par-
ticular, the examples here show that non-simple behavior is needed in order to
discourage a form of price manipulation whereby a seller alters future market clear-
ing prices by initially engaging in non-efficient exchanges. The arguments in this
paper highlight an important tension between equilibrium and Walrasian outcomes
in dynamic models of exchange. Although the environment considered here is quite
special, this tension will be present in many plausible models of sequential trade
among heterogeneous agents. It is worth mentioning, in this regard, that several
interesting papers have advanced the notion that simple behavior delivers compet-
itive outcomes in matching and bargaining games. A popular assumption made
in this literature is that each agent wishes to trade at most once. The examples
considered in this paper show that such an assumption may not be innocuous.9

Several aspects of the above arguments merit additional comments. First, con-
sider the robustness of the results here to varying assumptions about matching.
There is no reason to believe Claim 4.3 should fail under reasonable alternative
matching specifications. For instance, an analogous result will hold when bargain-
ing pairs are chosen randomly in each period, the result being that no equilibrium
yields Walrasian exchange in every subgame, with probability 1. In any case, R2
(assumed for Claims 4.1 and 4.3) appears to be a minimal restriction on the set
of deterministic matching sequences. Claim 4.2 does require rich and deterministic

9For example, in a model where each buyer demands one unit and each seller supplies one unit,
Rubinstein and Wolinsky (1990) show that when agents condition their acts only on the set of
remaining agents and on time, then a Walrasian equilibrium emerges uniquely. Their result is
robust to the perturbation considered in this paper, but only because the agents on each side of
the market have homogeneous valuations.

108



4.6. PROOFS CHAPTER 4.

matching.10 However, similar assumptions will be needed in order to model fric-
tionless trade. In this connection, it is worth noting that the absence of frictions
makes price manipulation more, not less, plausible, and thus, in this sense, the
results here are robust. As a case in point, consider a setting where sellers are free
to solicit bargaining partners, rather than having to wait to be matched with a par-
ticular buyer. In such an event it would be easier to carry out price manipulations
since the seller would not have to wait for the trades that alter supply and demand
schedules in a favorable way, but could solicit them directly.

A second aspect concerns the question of how these results should be interpreted
as markets become large—in particular, for a sequence of markets whose supply and
demand schedules approximate continuous functions. When supply and demand
curves are close to continuous, and each seller’s endowment is small relative to
the size of the market, the efficiency loss resulting from an individual seller’s price
manipulation must necessarily be small. Hence, it may be possible that there are
simple equilibria giving approximately maximal gains from trade in large enough
markets. It is not clear, however, that all simple equilibria can deliver such approx-
imate efficiency. Additionally, even approximately continuous markets will contain
many submarkets similar to the ones considered here, and in these simple behavior
can obviate efficiency.

A final aspect concerns how the price manipulation here compares to the be-
havior of a classical monopolist. Recall that a classical monopolist restricts supply
in order to increase the price, and then sells to those buyers with the highest val-
uations. Manipulation here involves trading away units to low valuation buyers in
order to “marginalize” higher valuation sellers, and thus put upward pressure on
market clearing prices.

4.6 Proofs

Claims 4.1 and 4.2 are proved in this section. The former is established by con-
struction; the latter relies on Lemma 4.1, which will be stated and proved below.

10The main result of GS itself requires similar restrictions on matching, that is, without them
it is possible to obtain inefficient simple equilibria even when every seller initially has one unit to
trade. For the case of sequential deterministic matching see GS, Proposition 13. For the case in
which trade is sequential but matching is random see Gale and Sabourian (2006).
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4.6.1 Proof of Claim 4.1

A minimally complex equilibrium that yields the desired result will be constructed.
To that end, fix p ∈ [w2, v2]. With an eye toward conciseness, the phrase “player m
tries to trade at s with n” will be used here as shorthand for—when m is a seller,
for instance—“m offers s to n, accepts any q ≥ s from n, and rejects any q < s

from n”. Consider the following strategy profile.

1. At all histories in ξ∗: Seller 1 tries to trade at v3 with buyer 3. He always
offers some q > p to buyers 1 and 2. He rejects p′ ≤ p, and accepts any p′ > p

when buyer 1 or buyer 2 makes the offer. Seller 2 tries to trade at p with
every buyer. Buyers 1 and 2 try to trade at p with every seller. Buyer 3 tries
to trade at v3 with every seller.

2. Suppose ξ is any market that could potentially result after seller 1 trades with
buyer 3 in ξ∗, or after seller 2 trades with any buyer in ξ∗. At all histories in
ξ: Seller 1 tries to trade at p with any remaining buyer in {1, 2}. If buyer 3 is
active in ξ, then seller 1 tries to trade at v3 with him. If seller 2 is active—i.e.,
seller 1 traded with buyer 3 at ξ∗—he tries to trade at p with buyers 1 and
2. If buyer i ∈ {1, 2} is active, he tries to trade, with any seller, at p. Buyer
3 tries to trade at v3 with any seller.

3. If ξ is any market that could result after seller 1 trades with buyer in 1 or
with buyer 2 in ξ∗, then at all histories in ξ: Seller 1 tries to trade at v3,
with any remaining buyer. The remaining buyer in {1, 2} tries to trade at v3.
Seller 2 tries to trade at w2. Buyer 3 always offers some q < v3, accepts any
p′ < v3, and rejects any p′ ≥ v3.

Clearly this profile supports the inefficient outcome described in Claim 4.1. The
only trades that could occur along the equilibrium path in ξ∗ are between seller 1
and buyer 3, or between seller 2 and either buyer 1 or buyer 2. All these trades
lead to histories from item 2, where the subsequent exchanges complete the desired
outcome.

Since each player’s above described strategy is minimally complex, in order to
establish that the profile is a PEC, it suffices to prove that it is a perfect equilibrium.
With that in mind, consider first the histories from items 2 and 3. It is easy to see
that no player will wish to deviate from the strategies described for them there,
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e.g., in 3 the buyers’ trading price, v3, is less than seller 2’s reservation price and
buyer 3 can not make seller 1 an improving offer that also improves his own payoff.

Clearly, seller 2, and buyers 1,2, and 3 have no incentive to deviate from the
strategies described for them at the histories from item 1. At histories from item 1
any payoff altering deviation by seller 1 involves him selling to buyer 1, or to buyer
2. In order to do so he must make the trade at some q ≤ p. Subsequently the
market would transition to one of those from item 3, where he would sell his last
unit at v3. The deviation is then no better than the original strategy under which
seller 1 sells one unit for v3 and another for p. This proves that f is a PEC and
thus completes the proof of Claim 4.1.

4.6.2 Proof of Claim 4.2

The following result (Lemma 4.1) is used in verifying the claim. It states that if
matching satisfies R1, then payoffs in a PEC have a certain Markov property. The
result follows immediately from Lemma 4.2 and Lemma 4.4, which are stated and
proved in the last parts of this section.

Lemma 4.1: Suppose f is a PEC of a matching and bargaining game with a match-
ing sequence that satisfies the richness condition R1. Then, for each ξ ∈ E, and
each player m, Vm(f)(h) = Vm(f)(h′), for each h, h′ in ξ.

Let g be as described in the statement of Claim 4.2, and suppose, in contra-
diction to what is stated there, that f is a PEC yielding an efficient outcome in
g.

As a first step, it will be proved that trading prices along the equilibrium path of
f are bounded above by w2. To see this, suppose instead buyer i pays p > w2 along
the equilibrium path. Then, consider a history h ∈ H(ξ∗; π), where π matches
seller 2 as a proposer to i (such a history assuredly exists by R1). If seller 2 were
to propose p′ ∈ (w2, p) at h, then perfection implies buyer i would accept the offer,
i.e., Lemma 4.1, with the assumption that i trades at p along the equilibrium path,
implies that i’s payoff is vi − p everywhere on ξ∗. But perfection then implies that
seller 2’s continuation payoff at h is greater than zero, which contradicts Lemma
4.1 because (by assumption) seller 2 does not trade along the path of f , and hence
Lemma 4.1 implies his payoff is identically zero on ξ∗. It has thus been proved that
all exchange prices occurring along the equilibrium path are bounded above by w2,
in any PEC delivering efficiency in g.
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In order to verify that no PEC yields efficiency in g it will now be shown that
seller 1’s payoff according to f must be greater than 3 · (w2 − w1). With that in
mind, consider the market

ξ =
(
v1

w1

v2

w1

[
v3

w2

]
v5

w3

)
,

which is obtained by seller 1 trading with buyer 4 in ξ∗. In view of Lemma 4.1, let
V denote seller 1’s payoff in ξ according to f .

It will next be established that V ≥ v5 + w3 − 2 · w1. The first step in this
direction is to show that buyer 5’s f induced payoff in ξ is equal to zero. Toward
that end, suppose, by way of contradiction, that buyer 5 obtains a positive payoff
in ξ. Then, since v5 < w2 and v5 < w3, perfection implies that buyer 5 trades
with seller 1. Let i be the other buyer that seller 1 trades with, and suppose they
trade at p. By Lemma 4.1, i’s payoff is identically vi − p on ξ. Perfection then
gives that he accepts any price less than p whenever it is offered in ξ. Observe
now that seller 2 is marginal in the market reached by seller 1 trading with i in ξ,
and moreover that Theorem 4.1 applies in this market since each seller would then
have one remaining unit. Thus, seller 1’s continuation payoff is bounded below by
p + w2 − 2 · w1 after any history in ξ where he is matched as a proposer with i.
Lemma 4.1 then yields V ≥ p+w2−2 ·w1. But then, seller 1 could not have traded
with buyer 5 and with buyer i at p, because v5 < w2 (by the hypotheses of the
claim). This contradicts what was assumed initially, and thus proves that buyer
5’s payoff is zero in ξ.

Now, in order to prove that V ≥ v5+w3−2·w1 consider the history h ∈ H(ξ; π),
where π matches seller 1 as a proposer to buyer 5. Since buyer 5 gets zero in ξ,
if seller 1 were to propose any p < v5 at h, then buyer 5 would accept the offer.
After such an exchange, seller 3 would become marginal in the resulting market.
Having sold to buyer 5, seller 1 could then sell his last unit for at least w3 (by
Theorem 4.1). Clearly then, seller 1’s continuation payoff at h is bounded below
by v5 + w3 − 2 · w1, and hence Lemma 4.1 gives V ≥ v5 + w3 − 2 · w1.

Now, let V ∗ denote seller 1’s payoff on ξ∗ according to f . Since buyer 4’s
payoff is zero everywhere on ξ∗ (i.e., by assumption he does not trade along the
path of f), he accepts any p < v4 whenever it is offered in ξ∗. By considering
a history in ξ∗ at which seller 1 is matched to propose to buyer 4, arguing as
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above gives V ∗ ≥ v4 − w1 + V. Along with the previous arguments, this implies
V ∗ ≥ v4 + v5 + w3 − 3 · w1.

Recall now the hypotheses of the claim, in particular, v4+v5+w3 > 3·w2. Clearly
now, V ∗ > 3 · (w2 − w1). This contradicts that f delivers efficiency (according to
the first part of this proof), and thus completes the proof of Claim 4.2.

4.6.3 Proof of Lemma 4.1

Lemma 4.1 follows immediately from Lemmas 4.2 and 4.4, which are stated and
proved in the remainder of this section (an intermediate result, Lemma 4.3, is used
in the proof of Lemma 4.4).

Recall now that a strategy is simple if is everywhere simple proposing and re-
sponding (see Definition 4.1), for every price and every player on the other side of
the market an agent might be paired with—a strategy profile is called simple if each
of its component strategies is simple. Lemma 4.2 states that when the matching se-
quence satisfies R1 payoffs in a simple equilibrium have a Markov property; Lemma
4.4 states that when matching satisfies R1 all PEC are simple. In the remainder
some additional notation will be required. Recall that H(ξ;π) denotes the histories
in ξ that end in match π. Then, let H(ξ;π, π′) be histories in H(ξ;π) where the
match π′ follows π when the latter ends in rejection.

Lemma 4.2: Suppose f is a simple perfect equilibrium in a matching and bargaining
game with a matching sequence that satisfies R1. Then, for each ξ ∈ E, and for
each player m, Vm(f)(h) = Vm(f)(h′) for all h, h′ in ξ.

Fix an ξ and let f be a subgame perfect simple profile. Let Q ≥ 1 denote the
amount of the tradable good available in ξ. The proof is established by induction on
the submarkets of ξ ordered by the number of remaining units of the good. With
that in mind, let Eq ⊆ E be the set of submarkets of ξ at which extant supply is
q ≤ Q. The following induction claim will now be proved:

For Q > 1 suppose that Vm(f)(·) is constant in ξ′ for each ξ′ ∈ EQ−1, and each
player m, that is, for every agent m, Vm(f)(h) = Vm(f)(h′), for all h and h′ in ξ′.
Then Vm(f)(·) is constant in ξ.

Assume in the following that m is active at ξ (if not the result is trivial) and that
the induction hypotheses is true for Q− 1. Consider histories, h and h′ in ξ, where
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ξ ∈ EQ. To prove the induction claim it will be shown that Vk(f)(h) = Vk(f)(h′) for
a seller k—the desired result for buyers goes through similarly. Consider two cases
separately.

Case I: No trade in the subgame after h or after h′. If no trade occurs
after h, then (since f is simple) no trade occurs after h′. Clearly then, in this case
Vk(f)(h) = Vk(f)(h′) = 0.

Case II: Trade after h and after h′. Now, let 〈m,n〉 be the first match that
trades after h, and let 〈m′, n′〉 denote the first match that trades after h′. Suppose
〈m,n〉 and 〈m′, n′〉 agree to trade at p and p′, respectively. In the remainder, for
any buyer-seller pair active in ξ, write ξjl for the market obtained when j and l

agree to trade in ξ. By the induction hypothesis, Vk(f)(·) is constant on ξmn and
on ξm′n′ . With that in mind, let V denote k’s continuation payoff in ξmn and let
V ′ be his payoff in ξm′n′ , so that,

Vk(f)(h) = [p − wk] · I + V, and

Vk(f)(h′) =
[
p′ − wk

]
· I ′ + V ′,

(4.1)

where I = 1(I ′ = 1) if k is one of the players that trade at h(h′), and zero otherwise.
Now, consider, for some buyer i in ξ, the following histories:

h1 ∈ H(ξ; 〈i, k〉, 〈m,n〉) and h2 ∈ H(ξ; 〈i, k〉, 〈m′, n′〉),

which are sure to exist by R1. Since f is simple and such that m and n trade at p
when they are matched at h, it follows that 〈m,n〉 always trades at p in ξ; similarly
〈m′, n′〉 always trades at p′ in ξ. Thus, for all p̃,

Vk(f)(h1, p̃, R) = [p − wk] · I + V,

Vk(f)(h2, p̃, R) =
[
p′ − wk

]
· I ′ + V ′, and

Vk(f)(h1, p̃, A) =Vk(f)(h2, p̃, A) = p̃− wk + V ik,

(4.2)

where V ik is k’s continuation payoff at histories in ξik. Now, since f is subgame
perfect, k must accept any offer p̃ > θ at h1, where

θ − wk + V ik = [p− wk] · I + V.
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Conversely, he will reject any p̃ < θ there. Similarly, when matched at h2, he will
accept any p̃ > θ′—and reject any p̃ < θ′—where

θ′ − wk + V ik =
[
p′ − wk

]
· I ′ + V ′.

Observe now that fk being simple—since k is matched in the same way at h1 and
h2—implies θ = θ′. To see that this implies Vk(f)(h) = Vk(f)(h′) observe that by
definition

θ − θ′ = ([p− wk] · I + V )−
([
p′ − wk

]
· I ′ + V ′

)
,

which (in view of (4.1)) gives θ − θ′ = Vk(f)(h) − Vk(f)(h′). This establishes the
induction claim for Case II.

All that remains is to show that the claim is true for ξ when Q = 1. In this case
there is exactly one buyer and one seller active in ξ (recall that total initial supply is
equal to the number of buyers initially). The same arguments used in Case I apply
if the remaining buyer and seller do not trade. In the event they do trade, f being
simple implies they always trade at the same price in ξ—i.e., set V = V ′ = V ik = 0
and I = I = 1 in equations (4.1) and (4.2) and use the arguments from Case II.

In light of Lemma 4.2, in order to complete the proof of Lemma 4.1 what is
required now is to show that PEC are simple. The definition of a NEC yields the
result immediately for markets that do not occur along the equilibrium path—there
is no return to complexity at such markets and thus NEC must be simple there.
Verifying the claim for markets that do occur along the path uses an induction
argument, which is the content of Lemma 4.3. GS establish the result for the case
in which each yk = 1. Here, the proof modifies their techniques to allow for instances
in which sellers might trade several units. In the following, say that a profile f is
simple at ξ if each component strategy fm is simple proposing and responding in
ξ, for every price and against every player in ξ on the opposite side of the market.
Also, for each ξ ∈ E, say that ξ′ is a strict submarket of ξ if ξ′ is any market reached
after the execution of at least one trade in ξ.

Lemma 4.3: Suppose f is a PEC of a matching and bargaining game with a match-
ing sequence that satisfies R1. Let ξ be a market occurring along the path of f . If
f is simple in all strict submarkets of ξ, then it is simple in ξ.

Proof: In the following, let f and ξ be as described in the statement of the lemma.
In view of the statement of the lemma, assume in all the following that f is simple in
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ξ′, for each strict submarket ξ′ of ξ. Importantly, Lemma 4.2 then implies that for
each such ξ′, Vm(f)(h) = Vm(f)(h′), for every m active in ξ′, and for all h and h′ in
ξ′ (this fact will be used several times in the this proof). The lemma is established
in several parts.

Part 1. Suppose m and n are players active in ξ, on opposing sides of the market.
Then, fn is simple responding to p from m in ξ, for all p ∈ R+.

Proof of Part 1. Suppose not. Then, there exists a price p, and histories h, h′ ∈
H(ξ; 〈m,n〉) such that fn(h, p) = A and fn(h′, p) = R. To see that f cannot be a
PEC consider two cases separately.

First, suppose the match 〈m,n〉 does not result in trade at p in ξ along the
equilibrium path of f. Consider a deviation f ′n identical to fn except that f ′n always
rejects p when m offers it in ξ. Clearly (f ′n, f−n) and f induce the same equilibrium
path so their payoffs are identical and hence f is not a NEC, because f ′n is less
complex than fn.

Next, suppose that 〈m,n〉 does trade at p in ξ along the equilibrium path of
f. Consider f ′n identical to fn except that f ′n always accepts p from m in ξ. Now,
let h∗ denote the first f equilibrium history in ξ, and write f ′ = (f ′n, f−n). Since
(by assumption) m and n trade at p along the equilibrium path of f , Lemma
4.2 implies Vn(f ′)(h, p,A) = Vn(f)(h∗) for all h ∈ H(ξ; 〈m,n〉) (i.e., f and f ′ are
identical everywhere except possibly when m proposes p to n in ξ). Then, since h∗

occurs along the path of both f ′ and f , these profiles must yield the same payoffs,
and therefore f cannot be a NEC, because by construction f ′n is less complex than
fn.

Part 2. Suppose the match 〈m,n〉 trades at p in ξ along the equilibrium path of
f . Then, m and n trade at p whenever 〈m,n〉 occurs in ξ.

Proof of Part 2. Suppose not, that is, 〈m,n〉 trades at p in ξ along the equilibrium
path but does not always trade at p in ξ. Player n is a simple responder in ξ

(shown above), and hence fm(h) 6= p for some h ∈ H(ξ; 〈m,n〉). Consider a
deviation f ′m identical to fm except that it always offers p to n in ξ. Clearly, f ′m
is less complex than fm. Then, write f ′ = (f ′m, f−m), and let h∗ denote the first
f equilibrium history in ξ. Lemma 4.2 implies Vm(f ′)(h, p) = Vm(f)(h∗) for each
h ∈ H(ξ; 〈m,n〉)—i.e., n always accepts the offer of p and the exchange then leads
to the submarket of ξ that occurs along the path of f . Since f and f ′ both induce
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the history h∗, it follows they yield the same payoffs, which contradicts that f is a
NEC, because f ′m is less complex than fm.

Part 3. Suppose the match π occurs in ξ along the path of f , but does not end in
trade. Then, this match never results in trade at any history obtained by taking
an equilibrium history in H(ξ; π) and varying the offers made in ξ but not the
responses.
Proof of Part 3. First, a formal statement of the claim of Part 3 will first be
given. To that end, enumerate the matches occurring in ξ along the path of f
in order of appearance—e.g., π1 = 〈m1, n1〉 is the first match, π2 = 〈m2, n2〉 is
the second, . . . , and πS = 〈mS , nS〉 is the last (the one that ends in trade). Let
h∗ be the first equilibrium history in ξ. Define sets of histories, H1, . . . ,HS−1, where

H1 = [h∗, π1], and for each s = 2, . . . , S,

Hs =
⋃

(p1,...,ps−1)∈Rs−1
+

[h∗; (π1, p1, R), . . . , (πs−1, ps−1, R), πs]. (4.3)

Here, for instance, [h∗; (π1, p1, R), . . . , (πs−1, ps−1, R), πs] is the history obtained
when, at h∗, p1 is offered and rejected, then p2 is offered and rejected, and so on, un-
til finally πs is matched. The claim made in Part 3 is that, for each s = 1, . . . , S−1,

fms(h) = p =⇒ fns(h, p) = R, for all h ∈ Hs. (4.4)

In order to prove (4.4) proceed by induction. With that in mind, fix σ such
that 1 ≤ σ ≤ S − 1. The induction claim is the following. If (4.4) holds for
s = σ + 1, . . . , S − 1, then it holds for σ. Assume the induction hypothesis and
suppose, by way of contradiction, there is some h ∈ Hσ, and some p, such that
fmσ(h) = p and fnσ(h, p) = A.

First, observe that perfection and Lemma 4.2 together imply that mσ’s payoff
at h must be at least Vmσ(f)(h∗). This is because if mσ were to elicit rejection at h,
the matches πσ+1, . . . , πS−1 would subsequently end in rejection (by the induction
hypothesis, since h ∈ Hσ), and then πS would trade into the submarket that occurs
after ξ along the equilibrium path of f (by Part 2).

Then, observe that Vmσ(f)(h, p) ≤ Vmσ(f)(h∗)—otherwise, mσ would initiate
the trade with nσ in ξ along the equilibrium path by offering p (Part 1 implies nσ
would accept the offer).

Clearly now, Vmσ(f)(h, p) = Vmσ(f)(h∗). Additionally, Lemma 4.2 and Part 1
give Vmσ(f)(h, p) = Vmσ(f)(h′, p), for all h′ ∈ H(ξ; πσ), i.e., since nσ is a simple
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responder (Part 1) the offer of p from mσ is always accepted by nσ in ξ, and then
a strict submarket of ξ is reached. It then follows that

Vmσ(f)(h∗) = Vmσ(f)(h′, p), for all h′ ∈ H(ξ; πσ). (4.5)

Next, note that mσ cannot be a simple proposer in ξ. To see this, recall first
that fmσ(h) = p and fnσ(h, p) = A by assumption. Then, note that nσ is a simple
responder (Part 1). Thus, ifmσ were a simple proposer, the match πσ would always
result in trade at p in ξ, but, by assumption, it does not result in trade along the
equilibrium path.

Finally, consider a deviation f ′mσ identical to fmσ except that it always offers p
to nσ in ξ. Let f ′ = (f ′mσ , f−mσ). Then, f ′ and f induce the same path to Hσ, and
thus equation (4.5) implies that Vmσ(f) = Vmσ(f ′), which contradicts that f is a
NEC, because the deviation is less complex than the original strategy. This proves
the induction claim.

To complete proof of Part 3 it now suffices to establish (4.4) for s = S−1. This
is done by setting σ in the above arguments to S − 1.

Part 4. For each pair of players m and n in ξ, on opposing sides of the market,
fm is simple proposing to n in ξ.

Proof of Part 4. By way of contradiction, suppose there is a match 〈m,n〉 and
histories h, h′ ∈ H(ξ; 〈m,n〉) for which fm(h) 6= fm(h′). Consider two cases sepa-
rately.

Assume first that 〈m,n〉 does not occur in ξ along the equilibrium path. Clearly
fm must be simple proposing to n in ξ. Otherwise m could choose a less complex
strategy that gives the same payoff.

Now suppose 〈m,n〉 does occur in ξ along the equilibrium path. Part 2 then
implies this match does not trade in ξ along the equilibrium path (i.e., if 〈m,n〉
traded at p̃ along the equilibrium path, then it would always trade at p̃ in ξ, which
requires m to always propose p̃ to n in ξ).

Next, choose any p offered by m to n in ξ along the equilibrium path (recall
that n will always reject this offer). Consider f ′m that always offers p to n in ξ but
is otherwise identical to fm. Clearly, f ′m is less complex than fm.

Let H =
⋃S
s=1Hs (the Hs’s are defined in the formal statement of Part 3), and

write f ′ = (f ′m, f−m). Now, observe the following. First, Parts 2 and 3, together
with the induction hypothesis and Lemma 4.1, imply that Vm(f ′)(h′) = Vm(f)(h′)
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for any h′ ∈ H. Second, f and f ′ induce the same path to H. Clearly then,
Vm(f ′) = Vm(f), and therefore f cannot be a NEC, because f ′m is less complex than
fm. �

Lemma 4.4: Suppose f is a PEC of a matching and bargaining game with a match-
ing sequence that satisfies R1. Then f is simple in ξ for every ξ ∈ E.

Proof: Let ξ1, . . . , ξR be the markets occurring along the path of f , enumerated
in order of appearance. It is immediate that each player’s strategy is simple in
any ξ 6∈ {ξ1, . . . , ξR} (otherwise, f could not be a NEC since there is no return
to non-simple behavior off the equilibrium path). Then, in view of Lemma 4.3 it
suffices to show that f is simple in ξR (or ξR−1 in the event ξR is empty). To see
this is the case proceed as follows.

By assumption there are no trades in ξR along the equilibrium. Therefore, if
m is active in ξR, then Vm(f)(h) = 0 for each equilibrium history h in ξR, and
there is no benefit to m from non-simple behavior in ξR. If ξR is empty, then the
one seller in ξR−1 has one unit to exchange, and hence the subgames in ξR−1 sat-
isfy the hypotheses of Theorem 4.1. Theorem 4.1 then implies f is simple in ξR−1.�
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A.1. EXPERIMENT INSTRUCTIONS APPENDIX A.

A.1 Experiment Instructions

The following instructions were given, in written form, to all subjects participating
in our experiments.

Page 1

In this experiment you will participate in a series of two person decision problems.
The experiment will last for a number of rounds. Each round you will be randomly
paired with another individual. The joint decisions made by you and the other
person will determine how much money you will earn in that round.

Your earnings will be paid to you in cash at the end of the experiment. We will
not tell anyone else your earnings. We ask that you do not discuss your earnings
with anyone else.

If you have a question at any time, please raise your hand.

Page 2

You will see a diagram similar to one on your screen at the beginning of the exper-
iment. You and another person will participate in a decision problem shown in the
diagram.

One of you will be Person 1 (orange). The other person will be Person 2 (blue). In
the upper left corner, you will see whether you are Person 1 or Person 2.

You will be either a Person 1 or a Person 2 for the entire experiment.
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Page 3

Notice the four pairs of squares with numbers in them; each pair consists of two
earnings boxes. The earnings boxes show the different earnings you and the other
person will make, denoted in Experimental Dollars. There are two numbers, Person
1 will earn what is in the orange box, and Person 2 will earn what is in the blue
box if that decision is reached.

In this experiment, you can only see the earnings in your own box. That is, if
you are Person 1 you will only see the earnings in the orange boxes, and if you
are Person 2 you will only see the earnings in the blue boxes. Both boxes will be
visible, but the number in the other person’s box will be replaced with a “?".

However, for each amount that you earn, the amount the other person earns is
fixed. In other words, for each amount that Person 1 sees, there is a corresponding,
unique amount that will always be shown to Person 2.

For example, suppose Person 1 sees an earnings box containing “12" in round 1.
In the same pair, suppose Person 2 sees “7". Then, at any later round, anytime
Person 1 sees “12", Person 2 will see “7".

Together, you and the other person will choose a path through the diagram to an
earnings box. We will describe how you make choices next.

Page 4

A node, displayed as a circle and identified by a letter, is a point at which a person
makes a decision. Notice that the nodes are color coded to indicate whether Person
1 or Person 2 will be making that decision. You will always have two options.
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If you are you Person 1 you will always choose either “Right" or “Down", which
will select a node at which Person 2 will make a decision.

If you are Person 2 you will also choose either “Right" or “Down" which will select
a pair of earnings boxes for you and Person 1.

Once a pair of earnings boxes is chosen, the round ends, and each of you will be
able to review the decisions made in that round.

Page 5

In each round all pairs will choose a path through the same set of nodes and earnings
boxes. This is important because at the end of each round, in addition to your own
outcome, you will be able to see how many pairs ended up at each other possible
outcome.

While you review your own results from a round, a miniature figure showing all
possible paths through nodes and to earnings boxes will be displayed on the right
hand side of the screen.

The figure will show how many pairs chose a path to each set of earnings boxes.

The Payoff History table will update to display your payoff from the current period.

Page 6

We have provided you with a pencil and a piece of paper on which you may write
down any information you deem relevant for your decisions. At the end of the
experiment, please return the paper and pencil to the experimenter.
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At the end of the experiment, we will randomly choose 2 rounds for payment, and
your earnings from those rounds will be summed and converted to $CAD at a rate
of 1 Experimental Dollar = $2.

Important points:

• You will be either a Person 1 or a Person 2 for the entire experiment.

• Each round you will be randomly paired with another person for that round.

• Person 1 always makes the first decision in a round.

• Person 1’s payoff is in the orange earnings box and Person 2’s in the blue
earnings box.

• Each person will only be able to see the numbers in their own earnings box.

• Earnings always come in unique pairs so that for each amount observed by
Person 1, the number observed by Person 2 will be fixed.

• In a given round, all pairs will choose a path through the same set of nodes
and earnings boxes.

• After each round you will be able to see how many pairs ended up at each
outcome.

• We will choose 2 randomly selected periods for payment at the end of the
experiment.

Any questions?
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A.2 Screenshots

Figure A.21: Screenshot for Player 1.
This figure shows the screen as player 1 sees it prior to submitting his choice of
action. The yellow highlighted node indicates that player 1 has provisionally chosen
the corresponding action, but the decision is not final until the submit button
is clicked. While waiting for player 1 to choose, player 2 sees the same screen
except that she is unable to make a decision, provisional choices by player 1 are
not observable, and the “Submit" button is invisible.
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Figure A.22: Screenshot for Player 2.
This figure shows the screen as player 2 sees it after player 1 has chosen an action.
Here, player 1 chose to move down, so the upper right portion of the game tree is no
longer visible. While player 2 is making a decision, player 1 sees an identical screen
except that he is unable to make a decision and the “Submit" button is invisible.
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Figure A.23: Screenshot of Post-Decision Review.
This figure shows the final screen subjects see in each period after both player 1
and player 2 have made their decisions. The smaller game tree in the upper right
portion of the figure displays information about how many pairs ended up at each
outcome. For the purposes of the screenshot, the software was run with only one
pair, but in a typical experiment, subjects learned about the decisions of 4 pairs (3
other than their own).
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A.3 Autism-Spectrum Quotient Questionnaire

This test is reproduced as per the terms and conditions of the Autism Research
Center. It can be found at http://www.autismresearchcentre.com/arc_tests.

1. I prefer to do things with others rather than on my own. [1] [2] [3] [4]
2. I prefer to do things the same way over and over again. [1] [2] [3] [4]
3. If I try to imagine something, I find it very easy to create a picture in my mind. [1] [2] [3] [4]
4. I frequently get so absorbed in one thing that I lose sight of other things. [1] [2] [3] [4]
5. I often notice small sounds when others do not. [1] [2] [3] [4]
6. I usually notice car number plates of similar strings of information. [1] [2] [3] [4]
7. Other people frequently tell me that what I’ve said is impolite, even though I think it is polite. [1] [2] [3] [4]
8. When I’m reading a story, I can easily imagine what the characters might look like. [1] [2] [3] [4]
9. I am fascinated by dates. [1] [2] [3] [4]
10. In a social group, I can easily keep track of several different people’s conversations. [1] [2] [3] [4]
11. I find social situations easy. [1] [2] [3] [4]
12. I tend to notice details that others do not. [1] [2] [3] [4]
13. I would rather go to a library than a party. [1] [2] [3] [4]
14. I find making up stories easy. [1] [2] [3] [4]
15. I find myself drawn more strongly to people than to things. [1] [2] [3] [4]
16. I tend to have very strong interests, which I get upset about if I can’t pursue. [1] [2] [3] [4]
17. I enjoy social chit-chat. [1] [2] [3] [4]
18. When I talk, it isn’t always easy for others to get a word in edgeways. [1] [2] [3] [4]
19. I am fascinated by numbers. [1] [2] [3] [4]
20. When I’m reading a story I find it difficult to work out the characters’ intentions. [1] [2] [3] [4]
21. I don’t particularly enjoy reading fiction. [1] [2] [3] [4]
22. I find it hard to make new friends. [1] [2] [3] [4]
23. I notice patterns in things all the time. [1] [2] [3] [4]
24. I would rather go to the theatre than a museum. [1] [2] [3] [4]
25. It does not upset me if my daily routine is disturbed. [1] [2] [3] [4]
26. I frequently find that I don’t know how to keep a conversation going. [1] [2] [3] [4]
27. I find it easy to “read between the lines" when someone is talking to me. [1] [2] [3] [4]
28. I usually concentrate more on the whole picture, rather than the small details. [1] [2] [3] [4]
29. I am not very good at remembering phone numbers. [1] [2] [3] [4]
30. I don’t usually notice small changes in a situation, or a person’s appearance. [1] [2] [3] [4]
31. I know how to tell if someone listening to me is getting bored. [1] [2] [3] [4]
32. I find it easy to do more than one thing at once. [1] [2] [3] [4]
33. When I talk on the phone, I’m not sure when it’s my turn to speak. [1] [2] [3] [4]
34. I enjoy doing things spontaneously. [1] [2] [3] [4]
35. I am often the last to understand the point of a joke. [1] [2] [3] [4]
36. I find it easy to work out what someone else is thinking or feeling just by looking at their face. [1] [2] [3] [4]
37. If there is an interruption, I can switch back to what I was doing very quickly. [1] [2] [3] [4]
38. I am good at social chit-chat. [1] [2] [3] [4]
39. People often tell me that I keep going on and on about the same thing. [1] [2] [3] [4]
40. When I was young, I used to enjoy playing games involving pretending with other children. [1] [2] [3] [4]
41. I like to collect information about categories of things (e.g. types of car, types of bird, [1] [2] [3] [4]

types of train, types of plant, etc.
42. I find it difficult to imagine what it would be like to be someone else. [1] [2] [3] [4]
43. I like to plan any activities I participate in carefully. [1] [2] [3] [4]
44. I enjoy social occasions. [1] [2] [3] [4]
45. I find it difficult to work out people’s intentions. [1] [2] [3] [4]
46. New situations make me anxious. [1] [2] [3] [4]
47. I enjoy meeting new people. [1] [2] [3] [4]
48. I am a good diplomat. [1] [2] [3] [4]
49. I am not very good at remembering people’s date of birth. [1] [2] [3] [4]
50. I find it very easy to play games with children that involve pretending. [1] [2] [3] [4]
1 = definitely agree, 2 = slightly agree, 3 = slightly disagree, 4 = definitely disagree
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A.4 Additional Tables and Figures
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Figure A.41: Histogram of the Individual Rates of SPE-consistent Choices.
The figure excludes all periods in which the player had a dominant strategy and in
which choice under the rule of thumb corresponded to the SPE.
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Figure A.42: Scatterplots Comparing Learning Rates to Theory of Mind Measures
from Psychology.
The solid lines plot OLS fits of the data.
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Figure A.43: Histograms of AQ and BAP Scores.
Each panel includes the entire range of feasible scores.
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Figure A.42: Aggregate Learning Data.
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