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## Abstract

One of the main issues of wireless communication systems is to cope with random variation of their channel conditions. In many wireless communication systems, the receiver estimates the channel for symbol detection. It is usually assumed that channel estimation is perfect, but in practice, channel estimation error (CEE) can become significant and can degrade the performance of wireless communication systems. This thesis addresses the effects of channel estimation error in two contexts: CEE in cooperative communication systems and CEE in link layer performance.

Cooperative diversity, which has been recently presented as an effective way of mitigating the effect of deep fades in wireless channels and improving spectral and power efficiency of the wireless networks, is considered in the first part of this dissertation. Taking into consideration the presence of CEE, part I of this thesis analyzes a few cooperative communication system models, which display different levels of practicality and represent large classes of cooperative systems in the literature. This thesis spells out delineating aspects of these models and rigorously compares their error probabilities. Furthermore, a novel signal detection scheme in the presence of CEE is presented for large classes of cooperative communication systems.

Part II of this dissertation focuses on cross layer issues between the physical and link layers of wireless communication systems. In particular, the frame error probability (FEP) is derived for a wireless communication system over fading channels in the presence of CEE. Part II also explores the issue of optimizing bit transmission power for minimizing the expected energy required to reliably deliver a frame to the destination node through an ARQ mechanism over a fading channel. Also, an optimization algorithm is designed to minimize the expected energy for reliable delivery of a frame for the systems under consideration.
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## Chapter 1

## Introduction

### 1.1 Background

Cooperative communication systems received much attention in the recent past due to its ability to achieve diversity gain [1] [2] and its potential for power efficiency [3]. The main idea behind cooperative diversity is that in a wireless environment, the signal transmitted by the source is retransmitted by other nodes, which can be termed as "relays," so that source and relay nodes can effectively share their antennas in a manner that creates a "virtual antenna array" [4] [5] (see Fig. 1.1). In comparison to the point-to-point communication system, the cooperative system may appear to need more communication resources such as power or bandwidth than the point-to-point communication system for the same performance because the cooperative communication system has more transmitting nodes and the signals transmitted from the source and the relays are often separated in time or in frequency band. Nevertheless, studies show that the Shannon capacity of the system in fact increases due to the cooperation diversity [6]-[10].

Cooperative communication can be applied to many wireless communication systems to extend their coverage area [7]. In many wireless applications, the distance between the source node and the destination node can be more than the distance that the source node can cover, and increasing the source's transmission power is not desired. For example, in sensor networks, transmitters and receivers use low-power signals to communicate; if the distance between the transmitter and receiver is more than several meters, they cannot have a reliable communication [11]. In this example, by multiple sensors playing the role of relays for one another, the distance between the source and destination can be extended.


Figure 1.1: Cooperative diversity

Based on the way in which the information is transmitted from the source terminal to relay terminals and the way it is processed at the relay terminals, typical cooperative protocols can generally be divided into two types: amplify-and-forward (AF) protocols and decode-and-forward (DF) protocols, where DF protocols can be further categorized into conventional DF and selective decode-and-forward (SDF) protocols [1] [2] [12] (Fig. 1.2). In AF protocols, the relay terminal simply forwards a scaled version of the signal that it receives from the source terminal to the destination terminal. In the conventional DF protocol, the relay terminal detects the received signal, and regenerates signal to transmit to the destination terminal. Error propagation from the relay to the destination is the main drawback of this protocol, and a complex demodulation scheme is needed to achieve the full diversity gain [12] [13]. A third option is to use a selective decode-and-forward protocol. In the SDF protocol, the relay terminal detects the received signal and forwards it to the destination only if the relay has high confidence that the symbol has been detected correctly, and remains silent otherwise to avoid error propagation. In this dissertation, we focus on the decode-and-forward relay communication systems. The scope of this dissertation's interest includes both the conventional DF and SDF protocols. (In fact, the conventional DF protocol can be viewed as a special case of SDF protocol in which the relay nodes always forward the detected signal to the destination.)

One of the simplifying assumption we often find in modelling an SDF system in the literature is that the relay node perfectly knows whether a symbol has been detected correctly or


Figure 1.2: AF and DF cooperative protocols
not; if the detected symbol is erroneous, the relay node remains silent to avoid propagation of errors [14] [15] [16]. However, this assumption is quite idealistic, and in reality the relay node must make the forwarding decision with the uncertainty about the correctness of the detected symbol [18]. In the literature, we find three major kinds of strategies for making the forwarding decision under the uncertainty of the relay's correctness in detecting the symbol. In one kind, the relay node monitors the source-relay instantaneous SNR. If the received signal SNR is above some threshold, the relay node has high confidence of correct detection and sends the detected symbol to the destination [17] [19] [20]. In another kind, the system employs a block error detection (e.g., cyclic redundancy check) [21] [22] [23]. If the relay concludes that a symbol in a frame has been detected with error, the whole frame received from the source is kept from being forwarded to the destination. Another kind of forwarding strategy defines an erasure region for the relay, where the erasure region is a region in the signal space in which the received signal is declared unclear (e.g., the erasure region can be a set of signals that are sufficiently far from constellation signal points) [18]. The relay does not forward symbols corresponding to received signals that fall into the erasure region [18].

There is yet another issue to be addressed in modelling of selective decode-and-forward systems. In most of the existing work on the SDF protocols, it has been assumed that the destination node perfectly knows whether the relay has forwarded a particular symbol or not [15]-[20]. However, in reality the destination node must detect the incoming information symbols while being uncertain about whether the received signal contains the relay
node's transmitted signal [30]. From the destination node's vantage point, the forwarding decision made by the relay can only be guessed. Traditionally, three methods can be used to detect the presence of a signal at the destination: energy detector, matched filter, and cyclostationary feature detection [31]. Energy detection, which is the most popular method, is suboptimal and non-coherent and can be simply implemented [32]. Matched filter is a coherent detection that maximizes the signal to noise ratio. Cyclostationary feature detection exploits the inherent periodicity of the received signal. Besides all of the methods mentioned above for detecting the presence of the signal, flag-based methods are also of interest [33]. However, sending a flag signal has the drawback of consuming additional energy and bandwidth. In [30], a novel signal detection scheme in the presence of channel estimation error for SDF protocols has been presented.

Part I of this dissertation addresses the simplifying assumptions aforementioned (both the assumptions on the relay and destination nodes). Chapter 2 explores system models that relax these simplifying assumptions. In this chapter, based on the relay's forwarding policy and destination's level of knowledge about the relay's forwarding decision, we will classify SDF communication system models and then we will rigorously compare their error probability performances under the presence of channel estimation error. In chapter 3, we will pursue novel signal detection schemes in the presence of channel estimation error for the SDF communication system with the uncertainty at the destination node about the relay's forwarding policy. It will be shown that our signal detection schemes result in an excellent performance.

Part II of this dissertation studies cross-layer issues between the physical layer and the link layer in the point-to-point wireless communication systems. While the bit error probability (BEP) and symbol error probability (SEP) are important measures for physical layer performance, the link layer with automatic repeat request (ARQ) intends to provide a reliable packet pipe to its upper layers. As such, the combination of throughput and delay for reliable packet (frame) delivery has been much used as a performance measure for the link layer in communication networks. There is an interesting body of work on the link layer performance of wireless networks (e.g., [42]-[53]). These papers consider various combinations of error correction, error detection, ARQ, and buffer management schemes and analyze the link layer performance in wireless networks. Furthermore, some presentations of such analysis show the relation between the physical-layer performance and the link-layer performance. However, most existing works, to our knowledge, focus on the throughput
(or goodput) and delay as the link layer performance measure. In this research, instead of throughput or goodput, we will focus on the energy efficiency and delay for analyzing the link layer performance in wireless networks.

Focusing on energy efficiency instead of throughput or goodput indeed changes the design decision. For a simple example, Stop-and-Wait ARQ [59] will be preferred to Go-Back-N ARQ scheme [59] if the energy efficiency is the primary concern, and Go-Back-N ARQ scheme will be preferred if the throughput is the primary concern. For the purpose of obtaining simple insight, under simple wireless channel models and ARQ model, this dissertation will discuss the problem of optimizing the physical layer's transmission power to minimize the expected total transmission energy including energy for retransmissions required for successful delivery of a link layer protocol data unit (PDU). A PDU will be referred to as a frame or a packet interchangeably in the present dissertation.

### 1.2 Outline

The objectives of the first part of this dissertation are to analyze the effects of channel estimation errors, relay's forwarding policy and destination's signal detection scheme in the SDF cooperative communication system. In the second part of this dissertation, we analyze link layer performances in the point-to-point wireless communication system. In particular, we study the frame error probability and minimization of energy required to successfully deliver a frame in the point-to-point wireless communication system in the presence of channel estimation errors. In each topic, we will perform theoretical analysis and use simulations to complement the theoretical results. The following is a summary of the main topics and contributions in this thesis:

### 1.2.1 Performance of wireless communication systems under channel estimation errors

Most of the existing work on cooperative communications and point-to-point wireless communication systems has assumed perfect knowledge of the fading channel coefficients at the receiver side [14]-[28], [42]-[46] which is an overly optimistic assumption. Although research results based on these assumptions provide valuable insights, in practical systems these coefficients are estimated and then used in the detection process. Especially, in mobile applications, the assumption of perfect channel knowledge is unwarranted as randomly varying
channel conditions are learned by the receivers imperfectly. In recent work (e.g., [29][16]), the effects of the channel estimation error on the bit error rate (BER) performance of cooperative communication systems have been studied with a simple model for the channel estimation error, where the variance of the channel estimation error is assumed to be fixed for all values of the signal-to-noise ratio (SNR).

One technique employed in practical systems to estimate the time-varying channels is to send training (pilot) signals. The transmitter periodically inserts known symbols, from which the receiver estimates the channel based on the received pilot symbols [24] [25]. In this research, we consider pilot symbol-assisted modulation (PSAM) scheme with a channel estimation scheme based on minimum mean square error (MMSE) channel estimation in two contexts: PSAM in cooperative communication systems and PSAM in link layer performance.

### 1.2.2 Classifying Decode-and-Forward system models and performance bounds

In this research, based on the relay's forwarding policy and destination's knowledge of symbol forwarding decisions, we classify general DF systems into three systems. We then compare the BEP performance of those three systems. Regardless of relay's forwarding policy and also the destination's knowledge of symbol forwarding decisions, we derive a lower bound on the BEP performance for implementable SDF and DF relay communication systems. The derived lower bound is very computationally efficient and in some cases results in an excellent approximation for the BEP performance of an implementable DF communication system. We apply the lower bound expression of BEP as the performance metric of the system, and solve a power allocation problem to allocate power optimally to training and data sequences.

### 1.2.3 Signal detection schemes for SDF systems

In this research, we relax the simplifying assumption of the destination node's knowledge of the relay's forwarding decision to make our SDF system model more realistic. In SDF protocols, the relay forwards a symbol only if the relay has high confidence that the symbol has been detected correctly, and remains silent otherwise. The destination node has to detect data symbols with the uncertainty about the relay's forwarding decision. However,
one of the simplifying assumption we often find in modelling an SDF system in the literature is that the destination node perfectly knows whether the relay has forwarded a particular symbol or not. In chapter 2, we include system models that relax this assumption and discuss the issue of imperfection of the destination's knowledge of the signal presence in the SDF relay networks. We compare the BEP performance of an SDF system in which the destination node has perfect knowledge of the relay's forwarding policy with a system in which the destination node does not have such perfect knowledge. In chapter 3, we will assume that the destination must detect the incoming information symbols with the uncertainty about whether the received signal contains the relay nodes transmitted signal. We then explore the issues related to optimally detecting data symbols in the SDF relay communication system under this assumption. We design novel schemes that can be used by the destination for detecting whether the relay has forwarded a particular symbol or not. We then use those schemes for signal detection at the destination node.

### 1.2.4 Frame error probability of a point-to-point wireless link

While bit error probability (BEP) and symbol error probability (SEP) are the most commonly used performance criteria at the physical layer, at the link layer, the frame error probability (FEP) is often a more relevant criterion than the BEP or SEP for the system performance. Even in a circuit-switching networks such as the modern cellular system, a frame structure is often imposed on the system, and the frame error probability is used for the purpose of resources allocation and control decisions such as the transmit power control. In a packetized network, the packet error probability, which is conceptually identical to the frame error probability, is a factor that is more directly related to the performance of link layer functions such as the ARQ schemes.

In recent work (e.g., [49] [50] [51]), the effects of channel estimation error on frame error probability were studied. L. Cao et al. [49] [50] investigated effects of channel estimation error on the FEP performance using chernoff bound. M. Wu et al. [51] assumed that the power is allocated between pilot and data equally. Moreover, authors considered chernoff bound and some other lower and upper bounds instead of the exact Q-function to derive the FEP expression. In chapter 4, we will use a more accurate approximation for the Q-function and derive a closed-form approximation for the FEP expression in the presence of channel estimation error. We will later show that our approximation is more accurate than the Chernoff bound. We also discuss the issue of allocating the transmit energy between pilot
and data symbols optimally in a frame for the goal of minimizing the frame error probability in a wireless communication system.

### 1.2.5 Optimizing bit transmission power for link layer energy efficiency

Every wireless communication network has a frame (packet) structure in the data link layer. In wireless networks, the relationship between the physical layer performance and the link layer performance becomes important from the standpoint of optimizing the applicationlayer performance resulting from the composite system. In this research, we analyze the issue of optimizing transmission power (energy per symbol) for minimizing the expected energy required to reliably deliver a frame to the destination node in a point-to-point wireless link over a fading channel. We start with a simple model in chapter 5 in which the wireless channel is perfectly known by the destination node. Next in chapter 6, we relax this known channel assumption and consider a more complex case in which the wireless channel coefficient must be estimated by the destination. At the end, we come up with a simple algorithm for minimizing the expected energy required for a reliable frame transmission for two different models: 1) Wireless channel is known by the destination, and 2) A more complex case in which the wireless channel must be estimated by the destination node. For the case 2 , not only we optimize the bit transmission power for the purpose of minimizing expected energy required for reliable frame delivery but also optimize the allocated power to pilot symbols (which are required in each frame for channel estimation) and the power which is allocated to the data symbols.

### 1.3 Thesis layout

This thesis has six chapters. Part I contains the introduction and two other chapters and studies performance analysis of decode-and-forward relay communication systems under imperfectly known fading channels. Part II contains three chapters and studies the cross layer issues between physical layer and link layer in wireless communication systems in the presence of CEE. Chapter 2 classifies DF relay communication systems and compares their BEPs. Chapter 3 studies design and analysis of symbol detection schemes for SDF relay networks. Chapter 4 studies frame error probability for a point to point wireless communication system in the presence of CEE. Chapter 5 and 6 study optimizing the bit transmission power for link layer energy efficiency.

### 1.4 Scholarly publications

The research efforts during my Ph.D. program have resulted in the following scholarly publications. The materials in this thesis present only a portion of the works that have been done during this period. Classifying the decode-and-forward relay communication systems and clarifying their performances are introduced for the first time to the literature via the works that are presented in this dissertation.
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2. A. Zarei Ghanavati, and D. C. Lee, "Design and Analysis of Symbol Detection Schemes with Imperfect CSI for SDF-Relay Networks," in Proc. 28th IEEE Int. Conf. on Adv. Inf. Net. and Applicat. (AINA), May 2014, pp. 884-891.
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## Part I

## Performance Analysis of Selective <br> Decode-and-Forward Relay <br> Systems under Imperfectly Known Fading Channels

## Chapter 2

## Lower bound on the Performance of Decode and Forward Relaying

### 2.1 Objective

In this chapter, we analyze three decode-and-forward relay-assisted communication system models. We spell out delineating aspects of the three different classes of system models and show inequalities among their BEPs. All three system models assume imperfect knowledge of the channel gain at the receivers. Our results also include a closed-form expression of a lower bound on the BEP performance for a large class of decode-and-forward systems in the presence of channel estimation error. The derived lower bound expression is computationally efficient and can be a good approximation for the BEP. Finally, we will provide powerallocation that optimally assigns power constraint to training and data transmission phases to minimize the lower bound expression.

### 2.2 Related work and contribution

Most of the the existing work on cooperative communications assumes perfect knowledge of the fading channel coefficients at the receiver side [14]-[28], which is an overly optimistic assumption. Another simplifying assumption we often find in modelling an SDF system in the literature is that the relay node perfectly knows whether a symbol has been detected correctly or not in making the decision whether to forward a symbol or not [14] [15] [16]. Again, this assumption is quite idealistic, and in reality the relay node must make the
forwarding decision with the uncertainty about the correctness of the detected symbol. Furthermore, in most of the existing work on the SDF protocols, it is assumed that the destination node has perfect knowledge of whether the relay has forwarded a particular symbol or not [17]-[18]. However, in reality the destination node must detect the incoming information symbols while being uncertain about whether the received signal contains the relay node's transmitted signal [30]. The present chapter's analysis includes a model that relaxes these simplifying assumptions.

In this chapter, based on the relay's forwarding policy and the destination node's level of knowledge about the relay's symbol forwarding decisions, we classify the general DF systems into three systems, both under the assumption of imperfect channel information: 1) the system in which the relay has perfect knowledge about correctness of its symbol detection, and the destination has perfect knowledge of the relay's forwarding decision, 2) the system in which the relay has perfect knowledge about correctness of its symbol detection, and the destination does not have perfect knowledge of the relay's forwarding decision and 3) the system in which the relay and destination do not have such perfect knowledge. We then compare the BEP performance of these three systems. Although it is intuitively compelling at first glance that the BEP associated with the former system model should be a lower bound of the BEP associated with the latter systems, we need to be cautious in making such a general statement because these system models do not specify the modulation schemes, the relay's forwarding policy, the destination's symbol detection schemes, etc.

We first introduce our system model in Sec. 2.3. In Section 2.4, the lower bound expression is derived for the systems under consideration. In Sections 2.5-2.8, we compare the BEP performance between all the systems under consideration. Simulation results are presented in Section 2.9, followed by summary and discussions in Section 2.10.

### 2.3 System Model

We consider the three-node relay network, which consists of the source, relay, and destination nodes. This relay network model is depicted in Figure 2.1. We assume BPSK ${ }^{1}$ transmission over flat fading channels. Let $h_{s d}, h_{s r}$ and $h_{r d}$ denote the source-destination,

[^0]source-relay, and relay-destination channel gains, respectively. Each node-to-node channel gain is modelled by a zero-mean complex Gaussian random variable with variance $\sigma_{h_{i j}}^{2}$. The system conveys transmitted information as a sequence of frames, and each frame accommodates $m$ symbols. Each channel is assumed to be constant during the frame transmission and only one pilot symbol is transmitted in each frame in order to estimate the channel gains. We assume that nodes cannot transmit and receive signals at the same time in the same frequency band, as is the case for most simple and cost-effective nodes.

As in [1], the transmission protocol can be described as follows. Two time slots are allocated to each symbol; in the first time slot, the source transmits data with power $\mathcal{P}_{s}$. The data signals received at the relay and the destination in the first time slot can be written as:

$$
\begin{align*}
y_{s r}^{i} & =\sqrt{\mathcal{P}_{s}} h_{s r} x_{i}+n_{s r}^{i}, i=1,2, \ldots, m-1,  \tag{2.1}\\
y_{s d}^{i} & =\sqrt{\mathcal{P}_{s}} h_{s d} x_{i}+n_{s d}^{i}, i=1,2, \ldots, m-1, \tag{2.2}
\end{align*}
$$

where $n_{s r}^{i}$ and $n_{s d}^{i}$ represent the additive noise terms, $x_{i}$ represents the transmitted symbol with unit average energy, i.e., $\mathrm{E}\left\{\left|x_{i}\right|^{2}\right\}=1$ and $\mathcal{P}_{s}$ is the source power (energy per symbol time) for data transmission. The relay first tries to detect the symbol received from the source using the optimal detection and decides whether to forward the detected symbol or not. For the present chapter's purpose, we define and name the following three systems based on the relay's forwarding policy and destination's knowledge of symbol forwarding decisions:
1)Ideal System: In this system, we assume that the relay perfectly knows whether a particular symbol has been detected correctly or not. If the relay correctly detects the received symbol, then the relay will forward it to the destination in the second time slot; otherwise, the relay will remain silent [14] [15]. Also, the destination node perfectly knows whether the relay has forwarded a particular symbol or not and uses its optimal signal detection.
2) Relay-Agnostic System: In this system, we assume that the relay does not necessarily know whether the symbol has been detected correctly or not and uses some policy for making the forwarding decision. The destination node perfectly knows whether the relay has forwarded the detected symbol or not and performs optimal signal detection. To illustrate the meaning of the forwarding decision policy, we provide the following examples:

Example 1: An example of the forwarding policy would be to forward all symbols-thus, a forwarded symbol may be erroneous.

Example 2: In another example of the forwarding policy, the relay uses the source-relay link's SNR to evaluate the reliability of the signal received from the source. The relay forwards a detected symbol to the destination only if the received SNR at the relay is above some pre-assigned threshold value. Otherwise, the relay remains silent in the second time slot to avoid propagating errors [17] [19] [20].

Example 3: As a forwarding policy, the relay may use an error detection scheme (e.g., cyclic redundancy check). If the relay concludes that there is a symbol that is detected wrong in the frame, at the second time slot the relay remains silent and the whole frame is kept from being forwarded to the destination.
3) Agnostic System: In this system, as in the Relay-Agnostic System, we assume that the relay node does not necessarily know whether the symbol has been detected correctly or not and uses some policy for making the forwarding decision in the second time slot. However, the destination node does not know whether the relay has forwarded the detected symbol or not.

Throughout this chapter, we will use superscript Id, RA and A to distinguish between these system models; for example, we denote by $P^{\mathrm{Id}}(e), P^{\mathrm{RA}}(e)$ and $P^{\mathrm{A}}(e)$, the BEP performance of the Ideal System, Relay-Agnostic System, and Agnostic System, respectively. ${ }^{2}$ In this chapter, we consider uncoded (no error correction code) systems in our analysis, and in all three systems (Ideal, Relay-Agnostic and Agnostic Systems), the signals received by the relay and the destination in the first time slot are modelled as (2.1) and (2.2). In the second time slot, in the Ideal System, the data signals received by the destination is in the following form:

$$
\begin{equation*}
y_{r d}^{i}=\theta_{i} \sqrt{\mathcal{P}_{r}} h_{r d} x_{i}+n_{r d}^{i}, i=1,2, \ldots, m-1, \tag{2.3}
\end{equation*}
$$

where $\theta_{i}$ can be either 0 or 1 indicating whether the relay was silent or not, $n_{r d}^{i}$ is additive noise term, and $\mathcal{P}_{r}$ is the relay power (energy per symbol time) for data transmission. At the end of the second time slot, the destination will combine the desired signals from the source and the relay, if any, and attempt to detect the symbol.
${ }^{2}$ In addition to these three system models, one can imagine another model that may be termed as Destination-Agnostic System: the system in which the relay perfectly knows whether its detection of a symbol is correct or not and the destination does not know whether the relay has forwarded the symbol or not. We defer discussion of such a system beyond the present dissertation.

In the Agnostic and Relay-Agnostic Systems, the data signals received by the destination in the second time slot can be expressed as:

$$
\begin{equation*}
y_{r d}^{i}=\theta_{i}^{\prime} \sqrt{\mathcal{P}_{r}} h_{r d} \tilde{x}_{i}+n_{r d}^{i}, i=1,2, \ldots, m-1, \tag{2.4}
\end{equation*}
$$

where $\theta_{i}^{\prime}$ can be either 0 or 1 indicating whether the relay was silent or not and $\tilde{x}_{i}$ can be either $x_{i}$ or $-x_{i}$ indicating whether the relay detected the symbol without error or not.


Figure 2.1: Three-node relay network model


Figure 2.2: Transmission structure in a block of m symbols
The transmission block in all systems, consists of two phases-training phase and data transmission phase. Over these phases the source and the relay are subject to the following power constraint [34]:

$$
\begin{equation*}
\left|x_{s, t}\right|^{2}+(m-1) \mathcal{P}_{s} \leq m \mathcal{P}_{1},\left|x_{r, t}\right|^{2}+(m-1) \mathcal{P}_{r} \leq m \mathcal{P}_{2}, \tag{2.5}
\end{equation*}
$$

where $x_{s, t}, \mathcal{P}_{s}, x_{r, t}, \mathcal{P}_{r}$ and $m$ are the source training symbol, source power for data transmission, relay training symbol, relay power for data transmission and frame length, respectively. Also $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ refer to the source average symbol energy and the relay average symbol energy, respectively. We consider a method in which the symbols are detected individually (i.e., in a symbol-by-symbol fashion); the symbol-by-symbol detection requires much less computation than the block detection.

### 2.3.1 Training Phase

Each frame transmission starts with the training phase. As in [36] [37] [38], we assume that only one pilot symbol is used to estimate the channel coefficient (It was shown in [36] [37] that one pilot symbol can achieve the same channel estimation performance by using the same power). At the beginning of the frame during the first time slot, the source sends a pilot symbol, which we denote as $x_{s, t}$, to the relay and destination (Figure 2.2). The received pilot signals can be expressed as:

$$
\begin{equation*}
y_{s r}^{t}=h_{s r} x_{s, t}+n_{s r}, y_{s d}^{t}=h_{s d} x_{s, t}+n_{s d}, \tag{2.6}
\end{equation*}
$$

where $y_{s r}^{t}$ and $y_{s d}^{t}$ are the received pilot signals at the relay and at the destination, respectively. Then, the relay sends pilot symbol $x_{r, t}$ to the destination in the second time slot (Figure 2.2). The received pilot signal at the destination can be expressed as:

$$
\begin{equation*}
y_{r d}^{t}=h_{r d} x_{r, t}+n_{r d} . \tag{2.7}
\end{equation*}
$$

The noise terms $n_{s d}, n_{s r}$ in (2.6) and $n_{r d}$ in (2.7) are modelled as zero mean complex Gaussian random variables with equal variance $N_{0}$ ( $N_{0} / 2$ per real dimension). We assume that in the considered schemes, the source and the relay can allocate power to the pilot phase and the data phase in different proportions. Accordingly, we express $\left|x_{s, t}\right|^{2}$ and $\left|x_{r, t}\right|^{2}$ (the transmit energies for the training phase) as $\alpha m \mathcal{P}_{1}$ (for transmission by the source) and $\beta m \mathcal{P}_{2}$ (for transmission by the relay), respectively. Parameters $\alpha$ and $\beta$ are the fraction of pilot transmission energy of the source and the relay frame, respectively, where $0<\alpha, \beta<1$. The relay communication systems considered in the present chapter assume that the relay and the destination both estimate the wireless channel gain from the received pilot signal by using the MMSE channel estimation method. MMSE estimate of the channel is obtained at the relay and destination by using $\hat{h}_{s r}=\mathrm{E}\left\{h_{s r} y_{s r}^{t}{ }^{*}\right\}\left(\mathrm{E}\left\{y_{s r}^{t} y_{s r}^{t}{ }^{*}\right\}\right)^{-1} y_{s r}^{t}, \hat{h}_{s d}=$ $\mathrm{E}\left\{h_{s d} y_{s d}^{t}{ }^{*}\right\}\left(\mathrm{E}\left\{y_{s d}^{t} y_{s d}^{t}{ }^{*}\right\}\right)^{-1} y_{s d}^{t}$ and $\hat{h}_{r d}=\mathrm{E}\left\{h_{r d} y_{r d}^{t}{ }^{*}\right\}\left(\mathrm{E}\left\{y_{r d}^{t} y_{r d}^{t}{ }^{*}\right\}\right)^{-1} y_{r d}^{t}$ [34]. Based on [37], we can write:

$$
\begin{equation*}
h_{i j}=\hat{h}_{i j}+e_{i j}, \tag{2.8}
\end{equation*}
$$

where $e_{i j}$ is the channel estimation error modelled as a zero mean complex Gaussian random variable with variance $\sigma_{e_{i j}}^{2}$ and we have [37]:

$$
\begin{align*}
& \hat{h}_{s d} \sim \mathcal{C N}\left(0, \frac{\sigma_{h_{s d}}^{4}\left|x_{s, t}\right|^{2}}{\sigma_{h_{s d}}^{2}\left|x_{s, t}\right|^{2}+N_{0}}\right), e_{s d} \sim \mathcal{C N}\left(0, \frac{\sigma_{h_{s d}}^{2} N_{0}}{\sigma_{h_{s d}}^{2}\left|x_{s, t}\right|^{2}+N_{0}}\right), \\
& \hat{h}_{s r} \sim \mathcal{C N}\left(0, \frac{\sigma_{h_{s r}}^{4}\left|x_{s, t}\right|^{2}}{\sigma_{h_{s r}}^{2}\left|x_{s, t}\right|^{2}+N_{0}}\right), e_{s r} \sim \mathcal{C N}\left(0, \frac{\sigma_{h_{s r}}^{2} N_{0}}{\sigma_{h_{s r}}^{2}\left|x_{s, t}\right|^{2}+N_{0}}\right), \\
& \hat{h}_{r d} \sim \mathcal{C N}\left(0, \frac{\sigma_{h_{r d}}^{4}\left|x_{r, t}\right|^{2}}{\sigma_{h_{r d}}^{2}\left|x_{r, t}\right|^{2}+N_{0}}\right), e_{r d} \sim \mathcal{C N}\left(0, \frac{\sigma_{h_{r d}}^{2} N_{0}}{\sigma_{h_{r d}}^{2}\left|x_{r, t}\right|^{2}+N_{0}}\right), \tag{2.9}
\end{align*}
$$

where $\mathcal{C N}(\cdot, \cdot)$ denotes complex Gaussian distribution. It can be easily shown that $e_{i j}$ and $\hat{h}_{i j}$ are statistically independent.

### 2.3.2 Data Transmission Phase

During the block of $m$ symbols, the first symbol is allocated for channel estimation. In the remaining duration of $m-1$ symbols, data transmission takes place. In all three systems, the source transmits $m-1$ data symbols $x_{1}, x_{2}, \ldots, x_{m-1}$ with power $\mathcal{P}_{s}$ during the first time slot subject to the following power constraint:

$$
\begin{equation*}
\mathcal{P}_{s}=\frac{(1-\alpha) m \mathcal{P}_{1}}{(m-1)} . \tag{2.10}
\end{equation*}
$$

In the second time slot, the relay transmits $m-1$ data symbols $x_{i}$ (in the Ideal System) or $\tilde{x}_{i}$ (in the Relay-Agnostic and Agnostic Systems) with power $\mathcal{P}_{r}$ to the destination subject to the following power constraint:

$$
\begin{equation*}
\mathcal{P}_{r}=\frac{(1-\beta) m \mathcal{P}_{2}}{(m-1)} \tag{2.11}
\end{equation*}
$$

### 2.4 Closed Form Expression of the BEP Performance of the Ideal System

In this section, we derive a closed-form expression for the BEP performance of the Ideal System. In accordance with (2.2), (2.3) and (2.8), the signals received at the destination in
the Ideal System can be written as:

$$
\begin{align*}
& y_{s d}^{i}=\sqrt{\mathcal{P}_{s}} \hat{h}_{s d} x_{i}+\underbrace{\sqrt{\mathcal{P}_{s}} e_{s d} x_{i}+n_{s d}^{i}}_{\tilde{n}_{s d}^{i}}, \\
& y_{r d}^{i}=\theta_{i} \sqrt{\mathcal{P}_{r}} \hat{h}_{r d} x_{i}+\theta_{i} \underbrace{\sqrt{\mathcal{P}_{r}} e_{r d} x_{i}+n_{r d}^{i}}_{\tilde{n}_{r d}^{i}}, \tag{2.12}
\end{align*}
$$

where $i=1,2, \ldots, m-1$ and $\theta_{i} \in\{0,1\}$. With $\theta_{i}$ known by the destination, optimal detection rule to be used by the destination can be written as:

$$
\begin{equation*}
\hat{x}=\arg \max _{x \in\{-1,+1\}} p\left(y_{s d}, y_{r d} \mid x, \hat{h}_{s d}, \hat{h}_{r d}, \theta\right) . \tag{2.13}
\end{equation*}
$$

Conditioned on the transmitted symbol $(x)$, estimated channel gains ( $\hat{h}_{s d}$ and $\left.\hat{h}_{r d}\right)$ and $\theta$, it can be easily seen that $y_{s d}$ and $y_{r d}$ are two independent complex Gaussian random variables with means $\sqrt{\mathcal{P}_{s}} \hat{h}_{s d} x, \theta \sqrt{\mathcal{P}_{r}} \hat{h}_{r d} x$ and variances $\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}, \theta \mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}$, respectively. The decision rule is given by:

$$
\begin{equation*}
\hat{x}=\underset{x \in\{-1,+1\}}{\arg } \max _{1-1}\left\{\frac{\exp \left(\frac{-\left|y_{s d}-\sqrt{\mathcal{P}_{s}} \hat{h}_{s s} x\right|^{2}}{\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}}\right)}{\pi\left(\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}\right)} \cdot \frac{\exp \left(\frac{-\left|y_{r d}-\theta \sqrt{\mathcal{P}_{r}} \hat{r}_{r d} x\right|^{2}}{\theta \mathcal{P}_{r} \sigma_{e r d}^{2}+N_{0}}\right)}{\pi\left(\theta \mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}\right)}\right\} . \tag{2.14}
\end{equation*}
$$

Due to the symmetry, BEP is the same for sending 1 or -1 from the source. We can therefore write for each symbol, omitting the subscript for simple notation:

$$
\begin{align*}
P^{\mathrm{Id}}(e) & =P^{\mathrm{Id}}(e \mid x=1) \\
& =P^{\mathrm{Id}}(e \mid x=1, \theta=0) P(\theta=0 \mid x=1)+P^{\mathrm{Id}}(e \mid x=1, \theta=1) P(\theta=1 \mid x=1) \\
& =P^{\mathrm{Id}}(e \mid x=1, \theta=0) P(\theta=0)+P^{\mathrm{Id}}(e \mid x=1, \theta=1) P(\theta=1) . \tag{2.15}
\end{align*}
$$

where the last equality in (2.15) is due to the fact that the transmitted symbol $(x)$ and $\theta$ are independent.

If $x=1$ is sent and the relay makes detection error, that symbol is not forwarded to the destination (i.e., $\theta=0$ ) and the conditional BEP is given by:

$$
\begin{equation*}
P^{\mathrm{Id}}(e \mid x=1, \theta=0)=P\left\{\exp \left(-\frac{\left|\tilde{n}_{s d}\right|^{2}}{\sigma_{1}^{2}}\right)<\exp \left(-\frac{\left|2 \sqrt{\mathcal{P}_{s}} \hat{h}_{s d}+\tilde{n}_{s d}\right|^{2}}{\sigma_{1}^{2}}\right)\right\} \tag{2.16}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{n}_{s d}=\sqrt{\mathcal{P}_{s}} e_{s d}+n_{s d}^{i}, \quad \sigma_{1}^{2}=\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0} . \tag{2.17}
\end{equation*}
$$

If $x=1$ is sent and the relay detects the symbol without error, that symbol is forwarded to the destination (i.e., $\theta=1$ ) and the conditional BEP is given by:

$$
\begin{align*}
P^{\mathrm{Id}}(e \mid x=1, \theta=1)=P\{ & \exp \left(-\frac{\left|\tilde{n}_{s d}\right|^{2}}{\sigma_{1}^{2}}\right) \exp \left(-\frac{\left|\tilde{n}_{r d}\right|^{2}}{\sigma_{2}^{2}}\right)< \\
& \left.\exp \left(-\frac{\left|2 \sqrt{\mathcal{P}_{s}} \hat{h}_{s d}+\tilde{n}_{s d}\right|^{2}}{\sigma_{1}^{2}}\right) \exp \left(-\frac{\left|2 \sqrt{\mathcal{P}_{r}} \hat{h}_{r d}+\tilde{n}_{r d}\right|^{2}}{\sigma_{2}^{2}}\right)\right\}, \tag{2.18}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{n}_{r d}=\sqrt{\mathcal{P}_{r}} e_{r d}+n_{r d}^{i}, \quad \sigma_{2}^{2}=\mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0} \tag{2.19}
\end{equation*}
$$

We can simplify (2.16) and (2.18) as in the following:

$$
\begin{align*}
& P^{\mathrm{Id}}(e \mid x=1, \theta=0)=P\left(\left|\tilde{n}_{s d}\right|^{2}>\left|2 \sqrt{\mathcal{P}_{s}} \hat{h}_{s d}+\tilde{n}_{s d}\right|^{2}\right) \\
& P^{\mathrm{Id}}(e \mid x=1, \theta=1)=P\left(\frac{\left|\tilde{n}_{s d}\right|^{2}}{\sigma_{1}^{2}}+\frac{\left|\tilde{n}_{r d}\right|^{2}}{\sigma_{2}^{2}}>\frac{\left|2 \sqrt{\mathcal{P}_{s}} \hat{h}_{s d}+\tilde{n}_{s d}\right|^{2}}{\sigma_{1}^{2}}+\frac{\left|2 \sqrt{\mathcal{P}_{r}} \hat{h}_{r d}+\tilde{n}_{r d}\right|^{2}}{\sigma_{2}^{2}}\right) . \tag{2.20}
\end{align*}
$$

From (2.20) follows that:

$$
\begin{align*}
& P^{\mathrm{Id}}(e \mid x=1, \theta=0)=P\left(\mathcal{P}_{s}\left|\hat{h}_{s d}\right|^{2}+\sqrt{\mathcal{P}_{s}} \operatorname{Re}\left\{\hat{h}_{s d}^{*} \tilde{n}_{s d}\right\}<0\right), \\
& P^{\mathrm{Id}}(e \mid x=1, \theta=1)=P\left(\frac{\mathcal{P}_{s}\left|\hat{h}_{s d}\right|^{2}}{\sigma_{1}^{2}}+\frac{\mathcal{P}_{r}\left|\hat{h}_{r d}\right|^{2}}{\sigma_{2}^{2}}+\frac{\sqrt{\mathcal{P}_{s}} \operatorname{Re}\left\{\hat{h}_{s d}^{*} \tilde{n}_{s d}\right\}}{\sigma_{1}^{2}}+\frac{\sqrt{\mathcal{P}_{r}} \operatorname{Re}\left\{\hat{h}_{r d}^{*} \tilde{n}_{r d}\right\}}{\sigma_{2}^{2}}<0\right) .( \tag{2.21}
\end{align*}
$$

Conditioned on $\hat{h}_{s d}$ and $\hat{h}_{r d}$, we have:

$$
\begin{equation*}
\frac{\sqrt{\mathcal{P}_{s}} \operatorname{Re}\left\{\hat{h}_{s d}^{*} \tilde{n}_{s d}\right\}}{\sigma_{1}^{2}}+\frac{\sqrt{\mathcal{P}_{r}} \operatorname{Re}\left\{\hat{h}_{r d}^{*} \tilde{n}_{r d}\right\}}{\sigma_{2}^{2}} \sim \mathcal{N}\left(0, \frac{\mathcal{P}_{s}\left|\hat{h}_{s d}\right|^{2}}{\sigma_{1}^{2}}+\frac{\mathcal{P}_{r}\left|\hat{h}_{r d}\right|^{2}}{\sigma_{2}^{2}}\right) \tag{2.22}
\end{equation*}
$$

where $\mathcal{N}(\cdot, \cdot)$ denotes real Gaussian distribution. We denote $\left|\hat{h}_{s d}\right|^{2}$ and $\left|\hat{h}_{r d}\right|^{2}$ by $Z_{1}$ and $Z_{2}$, respectively. Conditioned on $\hat{h}_{s d}, \hat{h}_{r d}$, and $\theta$, the conditional BEP can be written as:

$$
\begin{align*}
P^{\mathrm{Id}}\left(e \mid x=1, \hat{h}_{s d}, \hat{h}_{r d}, \theta\right) & =Q\left(\sqrt{2\left(A_{s d}\left|\hat{h}_{s d}\right|^{2}+\theta A_{r d}\left|\hat{h}_{r d}\right|^{2}\right)}\right) \\
& =Q\left(\sqrt{2\left(A_{s d} Z_{1}+\theta A_{r d} Z_{2}\right)}\right) \tag{2.23}
\end{align*}
$$

where

$$
\begin{equation*}
A_{s d}=\frac{\mathcal{P}_{s}}{\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}}, A_{r d}=\frac{\mathcal{P}_{r}}{\mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}} . \tag{2.24}
\end{equation*}
$$

In accordance with the complex Gaussian channel model, $Z_{1}$ and $Z_{2}$ are exponentially distributed; we can therefore write:

$$
\begin{equation*}
f_{Z_{1}}\left(z_{1}\right)=\lambda_{s d} e^{-\lambda_{s d} z_{1}}, z_{1} \geq 0, \quad f_{Z_{2}}\left(z_{2}\right)=\lambda_{r d} e^{-\lambda_{r d} z_{2}}, z_{2} \geq 0 \tag{2.25}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{s d}=\frac{1}{\sigma_{\hat{h}_{s d}}^{2}}=\frac{\alpha m \mathcal{P}_{s} \sigma_{h_{s d}}^{2}+N_{0}}{\alpha m \mathcal{P}_{s} \sigma_{h_{s d}}^{4}}, \quad \lambda_{r d}=\frac{1}{\sigma_{\hat{h}_{r d}}^{2}}=\frac{\beta m \mathcal{P}_{r} \sigma_{h_{r d}}^{2}+N_{0}}{\beta m \mathcal{P}_{r} \sigma_{h_{r d}}^{4}} . \tag{2.26}
\end{equation*}
$$

Conditioned on $\theta$, by using (2.23), (2.25), and $Q(x)=\frac{1}{\pi} \int_{0}^{\frac{\pi}{2}} \exp \left(-\frac{x^{2}}{2 \sin ^{2} \varphi}\right) d \varphi$ [40], BEP can be expressed as:

$$
\begin{equation*}
P^{\mathrm{Id}}(e \mid \theta)=\frac{1}{\pi} \int_{0}^{\frac{\pi}{2}} \int_{0}^{\infty} \int_{0}^{\infty} \exp \left(-\frac{A_{s d} z_{1}+\theta A_{r d} z_{2}}{\sin ^{2} \varphi}\right) f_{Z_{1}}\left(z_{1}\right) f_{Z_{2}}\left(z_{2}\right) d z_{1} d z_{2} d \varphi \tag{2.27}
\end{equation*}
$$

By using the moment generating function approach [40], we can rewrite (2.27) as:

$$
\begin{equation*}
P^{\mathrm{Id}}(e \mid \theta)=\frac{1}{\pi} \int_{0}^{\frac{\pi}{2}} \frac{\lambda_{s d} \sin ^{2} \varphi}{\lambda_{s d} \sin ^{2} \varphi+A_{s d}} \cdot \frac{\lambda_{r d} \sin ^{2} \varphi}{\lambda_{r d} \sin ^{2} \varphi+A_{r d} \theta} d \varphi . \tag{2.28}
\end{equation*}
$$

Then, by using (5A.42) of [40] we obtain:

$$
\begin{align*}
& P^{\mathrm{Id}}(e)=\frac{1}{4}\left[1+\sqrt{\frac{A_{s r}}{A_{s r}+\lambda_{s r}}}\right]\left[1+\frac{\lambda_{s d} \lambda_{r d}}{A_{r d} \lambda_{s d}-A_{s d} \lambda_{r d}}\left(\frac{A_{s d}}{\lambda_{s d}} \sqrt{\frac{A_{s d}}{A_{s d}+\lambda_{s d}}}-\frac{A_{r d}}{\lambda_{r d}} \sqrt{\frac{A_{r d}}{A_{r d}+\lambda_{r d}}}\right)\right] \\
&+\frac{1}{4}\left[1-\sqrt{\frac{A_{s r}}{A_{s r}+\lambda_{s r}}}\right]\left[1-\sqrt{\frac{A_{s d}}{A_{s d}+\lambda_{s d}}}\right] . \tag{2.29}
\end{align*}
$$

where

$$
\begin{equation*}
A_{s r}=\frac{\mathcal{P}_{s}}{\mathcal{P}_{s} \sigma_{e_{s r}}^{2}+N_{0}}, \quad \lambda_{s r}=\frac{1}{\sigma_{\hat{h}_{s r}}^{2}}=\frac{\alpha m \mathcal{P}_{s} \sigma_{h_{s r}}^{2}+N_{0}}{\alpha m \mathcal{P}_{s} \sigma_{h_{s r}}^{4}} . \tag{2.30}
\end{equation*}
$$

Because (2.29) is the BEP of the Ideal System (the most idealized system model), it is intuitively compelling that this should serve as a lower bound of the BEPs associated with the other two system models. However, proving that is quite challenging, and the next sections will prove it.

### 2.5 On the BEP inequalities among three systems

We assumed that in the Ideal System, the relay perfectly knows whether a symbol has been detected correctly or not. Furthermore, we assumed that the destination node in the Ideal

System perfectly knows whether the relay has forwarded a particular symbol or not. In the Relay-Agnostic and Agnostic Systems, we assumed that the relay node does not know whether a particular symbol has been detected correctly or not and uses some policy for making the forwarding decision. Also, the destination node in the Agnostic System does not know whether the relay has forwarded the detected symbol or not. The relay node may use any policy for making the forwarding decisions both in Relay-Agnostic and Agnostic Systems; these systems represent a large class of SDF systems. For the rest of the present chapter, we study the relation among the BEPs of the "Ideal System," the "Relay-Agnostic System," and the "Agnostic System." We will compare the BEPs of these three systems for an arbitrary forwarding policy employed by both the Relay-Agnostic and the Agnostic Systems. We will prove that the following inequality holds:

$$
\begin{equation*}
P^{\mathrm{Id}}(e) \leq P^{\mathrm{RA}}(e) \leq P^{\mathrm{A}}(e) \tag{2.31}
\end{equation*}
$$

for any forwarding policy employed by the relay in the Relay-Agnostic and the Agnostic Systems. For the rest of this section, we provide a simple proof of the second inequality in (2.31), and we will prove the first inequality in sections 2.6 and 2.7. What is shown in this section is that the BEP performance of the Relay-Agnostic System is a lower bound on the BEP performance of the Agnostic System for any given forwarding policy of the relay. The optimal symbol detection (maximum likelihood) rules at destination in the Agnostic System and the Relay-Agnostic System are, respectively,

$$
\begin{equation*}
\text { Optimal detection rule in Agnostic System : } \hat{x}=\underset{x \in\{-1,+1\}}{\arg \max p\left(y_{s d}, y_{r d} \mid x, \hat{h}_{s d}, \hat{h}_{r d}\right), ~, ~, ~} \tag{2.32}
\end{equation*}
$$

$$
\begin{equation*}
\text { Optimal detection rule in Relay-Agnostic System : } \hat{x}=\underset{x \in\{-1,+1\}}{\arg \max ^{\operatorname{lan}}} p\left(y_{s d}, y_{r d} \mid x, \hat{h}_{s d}, \hat{h}_{r d}, \theta^{\prime}\right) \tag{2.33}
\end{equation*}
$$

Theorem 2.5.1. For any given forwarding policy employed by both Relay-Agnostic and Agnostic Systems, optimal signal detection at the destination in (2.33) using ( $\hat{h}_{s d}, \hat{h}_{r d}, \theta^{\prime}$ ) information results in no worse BEP performance than the optimal signal detection in (2.32) using $\left(\hat{h}_{s d}, \hat{h}_{r d}\right)$ information.

Proof. Detection rule in (2.32) can be viewed as a detection rule that does not utilize information ( $\theta^{\prime}$ ) in the Relay-Agnostic System. Because the maximum likelihood rule of the Relay-Agnostic System in (2.33) is optimal, it cannot perform worse than rule (2.32).

Theorem 2.5.1 says that the detection rule in (2.33) results in a better BEP performance than the detection rule in (2.32). We therefore proved that the BEP performance of the Relay-Agnostic System is a lower bound on the BEP performance of the Agnostic System, even if the destination node in the Agnostic System uses optimal signal detection. Obviously, if the destination node in the Agnostic System does not use the optimal detection, it results in a poorer detection in comparison with an Agnostic System in which the destination uses the optimal detection rule in (2.32).

### 2.6 Performance Comparison between the Ideal System and the Relay-Agnostic System: a Special Case

In this section, we discuss the first inequality of (2.31). Proving this inequality for the general case appears to be difficult. However, for a special case of $P(\theta=1) \geq P\left(\theta^{\prime}=1\right)$, we can provide a simple and insightful proof. This special case represents a Relay-Agnostic System in which the relay node has a conservative forwarding policy in comparison with the idealized system. We present a simple proof for this special case in this section and defer the proof for the general case to the next section.

The probability of error in the Ideal System and the Relay-Agnostic System, can be respectively written as the following:

$$
\begin{gather*}
P^{\mathrm{Id}}(e)=P^{\mathrm{Id}}(e \mid \theta=0) P(\theta=0)+P^{\mathrm{Id}}(e \mid \theta=1) P(\theta=1)  \tag{2.34}\\
P^{\mathrm{RA}}(e)=P^{\mathrm{RA}}\left(e \mid \theta^{\prime}=0\right) P\left(\theta^{\prime}=0\right)+P^{\mathrm{RA}}\left(e \mid \theta^{\prime}=1\right) P\left(\theta^{\prime}=1\right) . \tag{2.35}
\end{gather*}
$$

The signal received from the source at the destination $\left(y_{s d}\right)$ is the same in both Ideal and Relay-Agnostic Systems. In accordance with (2.3) and (2.4), given that the relay transmitted the symbol, the signals received from the relay at the destination in the Ideal System and the Relay-Agnostic System are, respectively,

$$
\begin{align*}
& \text { Ideal }(\text { given } \theta=1): \quad y_{r d}=\sqrt{\mathcal{P}_{r}} h_{r d} x+n_{r d},  \tag{2.36}\\
& \text { Relay-Agnostic (given } \left.\theta^{\prime}=1\right): \quad y_{r d}=\sqrt{\mathcal{P}_{r}} h_{r d} \tilde{x}+n_{r d}, \tag{2.37}
\end{align*}
$$

where $x$ is the correct symbol value and $\tilde{x}$ in (2.37) can be either $x$ or $-x$. In the RelayAgnostic System, we denote the probability that the relay sends $-x$ instead of $x$ by $\delta$ :

$$
\begin{equation*}
\delta=P\left(\tilde{x}=-x \mid \theta^{\prime}=1\right) . \tag{2.38}
\end{equation*}
$$

Therefore, in the Relay-Agnostic System, given $\theta^{\prime}=1$ we have:

$$
\begin{equation*}
\text { with probability } 1-\delta, y_{r d}=\sqrt{\mathcal{P}_{r}} h_{r d} x+n_{r d} \tag{2.39}
\end{equation*}
$$

$$
\begin{equation*}
\text { with probability } \delta, y_{r d}=\sqrt{\mathcal{P}_{r}} h_{r d}(-x)+n_{r d}=-\left(\sqrt{\mathcal{P}_{r}} h_{r d} x-n_{r d}\right) \text {. } \tag{2.40}
\end{equation*}
$$

We point out that $n_{r d}$ in (2.40) is circular symmetric Gaussian random variable and both $n_{r d}$ and $-n_{r d}$ are statistically indistinguishable.


Figure 2.3: Signal detection at the destination in the: Ideal System conditioned on $\theta=1$ (a) and in the Relay-Agnostic System conditioned on $\theta^{\prime}=1$ (b)

In the Ideal System, given $\theta=1$, the destination tries to detect the transmitted symbol $(x)$, based on both $y_{s d}$ and $y_{r d}$ and using maximum likelihood (ML) detection. In the RelayAgnostic System, given $\theta^{\prime}=1$, the relay might send to the destination either the correct symbol $(x)$, the probability of which is $1-\delta$, or the wrong symbol $(-x)$, the probability of which is $\delta$. Then the destination tries to detect the transmitted symbol based on $y_{s d}$ and $y_{r d}$ and using ML detection. Given the event that $\theta=\theta^{\prime}=1$, for comparing conditional error probabilities, $P^{\mathrm{Id}}(e \mid \theta=1)$ and $P^{\mathrm{RA}}\left(e \mid \theta^{\prime}=1\right)$, the operations of the Ideal System and the Relay-Agnostic System can be both viewed as a mapping from $\left(y_{r d}, y_{s d}\right)$ to decision $\hat{x}$, as illustrated in Fig. 2.3 a) and b). The Relay-Agnostic System's operation (Module B) can be viewed as the cascade of the "randomizer" system and the "detector" system, wherein the randomizer multiplies $y_{r d}$ by -1 with probability $\delta$ and leaves $y_{r d}$ alone with probability $1-\delta$. Module B is thus a rule for detection $\hat{x}$ based on $\left(y_{r d}, y_{s d}\right)$. The Ideal System's
operation (Module A) is the maximum likelihood (optimal) rule for detection $\hat{x}$ based on $\left(y_{r d}, y_{s d}\right)$. The optimal detection rule (Module A) cannot perform worse than Module B, and thus the following Lemma has been proved.

Lemma 2.6.1. $P^{\mathrm{Id}}(e \mid \theta=1) \leq P^{\mathrm{RA}}\left(e \mid \theta^{\prime}=1\right)$.
The next lemma is intuitively compelling, and the proof is straightforward.
Lemma 2.6.2. $P^{\mathrm{Id}}(e \mid \theta=1) \leq P^{\mathrm{Id}}(e \mid \theta=0)$.
Proof. By using (2.23) we have:

$$
\begin{align*}
P^{\mathrm{Id}}\left(e \mid x=1, \hat{h}_{s d}, \hat{h}_{r d}, \theta=1\right) & =Q\left(\sqrt{2\left(A_{s d}\left|\hat{h}_{s d}\right|^{2}+A_{r d}\left|\hat{h}_{r d}\right|^{2}\right)}\right) \leq Q\left(\sqrt{2\left(A_{s d}\left|\hat{h}_{s d}\right|^{2}\right)}\right) \\
& =P^{\mathrm{Id}}\left(e \mid x=1, \hat{h}_{s d}, \hat{h}_{r d}, \theta=0\right) \tag{2.41}
\end{align*}
$$

where the inequality in (2.41) is due to the fact that $Q()$ is a monotonically decreasing function and $A_{r d}\left|\hat{h}_{r d}\right|^{2} \geq 0$. For each realization of $\hat{h}_{s d}, \hat{h}_{r d}$, the inequality in (2.41) holds. By averaging over all the realizations of $\hat{h}_{s d}, \hat{h}_{r d}$, we can simply conclude the following inequality:

$$
\begin{equation*}
P^{\mathrm{Id}}(e \mid \theta=1) \leq P^{\mathrm{Id}}(e \mid \theta=0) \tag{2.42}
\end{equation*}
$$

Theorem 2.6.1. Assume that $P(\theta=1) \geq P\left(\theta^{\prime}=1\right)$, then we have: $P^{\mathrm{Id}}(e) \leq P^{\mathrm{RA}}(e)$.
Proof. By using (2.35) and Lemma 2.6.1, we can write:

$$
\begin{align*}
P^{\mathrm{RA}}(e) & =P^{\mathrm{RA}}\left(e \mid \theta^{\prime}=0\right) P\left(\theta^{\prime}=0\right)+P^{\mathrm{RA}}\left(e \mid \theta^{\prime}=1\right) P\left(\theta^{\prime}=1\right) \\
& \geq P^{\mathrm{RA}}\left(e \mid \theta^{\prime}=0\right) P\left(\theta^{\prime}=0\right)+P^{\mathrm{Id}}(e \mid \theta=1) P\left(\theta^{\prime}=1\right) . \tag{2.43}
\end{align*}
$$

We also have:

$$
\begin{equation*}
P^{\mathrm{RA}}\left(e \mid \theta^{\prime}=0\right)=P^{\mathrm{Id}}(e \mid \theta=0) \tag{2.44}
\end{equation*}
$$

because given $\theta=0$ and $\theta^{\prime}=0$, in both Ideal and Relay-Agnostic Systems, the symbol is optimally detected based on the received signal in the first time slot $\left(y_{s d}\right)$ in (2.2), which is
identical in both systems and result in the same performance. From (2.43) and (2.44), we have:

$$
\begin{align*}
P^{\mathrm{RA}}(e) & \geq P^{\mathrm{Id}}(e \mid \theta=0) P\left(\theta^{\prime}=0\right)+P^{\mathrm{Id}}(e \mid \theta=1) P\left(\theta^{\prime}=1\right) \\
& =P^{\mathrm{Id}}(e \mid \theta=0)\left[1-P\left(\theta^{\prime}=1\right)\right]+P^{\mathrm{Id}}(e \mid \theta=1) P\left(\theta^{\prime}=1\right) \\
& =P^{\mathrm{Id}}(e \mid \theta=0)+[\underbrace{P^{\mathrm{Id}}(e \mid \theta=1)-P^{\mathrm{Id}}(e \mid \theta=0)}_{\leq 0 \text { from Lemma } 2.6 .2}] P\left(\theta^{\prime}=1\right), \tag{2.45}
\end{align*}
$$

Then from (2.45) follows:

$$
\begin{align*}
P^{\mathrm{RA}}(e) & \geq P^{\mathrm{Id}}(e \mid \theta=0)+\left[P^{\mathrm{Id}}(e \mid \theta=1)-P^{\mathrm{Id}}(e \mid \theta=0)\right] P(\theta=1) \\
& =P^{\mathrm{Id}}(e \mid \theta=0)-P^{\mathrm{Id}}(e \mid \theta=0) P(\theta=1)+P^{\mathrm{Id}}(e \mid \theta=1) P(\theta=1) \\
& =P^{\mathrm{Id}}(e \mid \theta=0) P(\theta=0)+P^{\mathrm{Id}}(e \mid \theta=1) P(\theta=1)=P^{\mathrm{Id}}(e), \tag{2.46}
\end{align*}
$$

where the first inequality in (2.46) is due to the assumption $P(\theta=1) \geq P\left(\theta^{\prime}=1\right)$.
We proved that the first inequality in (2.31) holds for the special case in which we assume that $P(\theta=1) \geq P\left(\theta^{\prime}=1\right)$. In the next section, we will relax this assumption and prove that the BEP performance of the Ideal System is a lower bound on the BEP performance of the Relay-Agnostic System for the general case.

### 2.7 Performance Comparison between the Ideal System and Relay-Agnostic System: General Case

### 2.7.1 A natural approach to the first inequality of (2.31) and its challenge

In this subsection, we will set the course of proving the first inequality of (2.31), and also show the challenging aspects of proving it. In accordance with (2.2), (2.4) and (2.8), the signals received by the destination in the Relay-Agnostic System can be written as:

$$
\begin{align*}
& y_{s d}^{i}=\sqrt{\mathcal{P}_{s}} \hat{h}_{s d} x_{i}+\underbrace{\sqrt{\mathcal{P}_{s}} e_{s d} x_{i}+n_{s d}^{i}}_{\tilde{n}_{s d}^{i}}, \\
& y_{r d}^{i}=\theta_{i}^{\prime} \sqrt{\mathcal{P}_{r}} \hat{h}_{r d} \tilde{x}_{i}+\theta_{i}^{\prime} \underbrace{\sqrt{\mathcal{P}_{r}} e_{r d} \tilde{x}_{i}+n_{r d}^{i}}_{\tilde{n}_{r d}^{i}}, \tag{2.47}
\end{align*}
$$

where $i=1,2, \ldots, m-1, \theta_{i}^{\prime} \in\{0,1\} ; \tilde{x}_{i}$ can be either $-x_{i}$ or $x_{i}$, depending on whether the relay detected the symbol with error or not. The optimal detection rule at the destination is given by:

$$
\begin{equation*}
\hat{x}=\arg \max _{x \in\{-1,+1\}} p\left(y_{s d}, y_{r d} \mid x, \hat{h}_{s d}, \hat{h}_{r d}, \theta^{\prime}\right) \tag{2.48}
\end{equation*}
$$

Conditioned on the transmitted symbol ( $x$ ), estimated channel gains ( $\hat{h}_{s d}$ and $\hat{h}_{r d}$ ), and $\theta^{\prime}$, it can be easily seen that $y_{s d}$ and $y_{r d}$ are statistically independent and the optimal decision rule can be written as the following:

$$
\begin{equation*}
\hat{x}=\underset{x \in\{-1,+1\}}{\arg \max }\left\{p\left(y_{s d} \mid x, \hat{h}_{s d}\right) p\left(y_{r d} \mid x, \hat{h}_{r d}, \theta^{\prime}\right)\right\} . \tag{2.49}
\end{equation*}
$$

The probability density function (PDF) of $y_{r d}$, given $x, \hat{h}_{r d}$ and $\theta^{\prime}$, can be written as follows:

$$
\begin{align*}
p\left(y_{r d} \mid x, \hat{h}_{r d}, \theta^{\prime}\right)= & p\left(y_{r d} \mid x, \hat{h}_{r d}, \theta^{\prime}, \tilde{x}=x\right) P\left(\tilde{x}=x \mid x, \hat{h}_{r d}, \theta^{\prime}\right) \\
& +p\left(y_{r d} \mid x, \hat{h}_{r d}, \theta^{\prime}, \tilde{x}=-x\right) P\left(\tilde{x}=-x \mid x, \hat{h}_{r d}, \theta^{\prime}\right) . \tag{2.50}
\end{align*}
$$

Obviously, the events $\tilde{x}=x$ and $\tilde{x}=-x$ are independent of $x$ and $\hat{h}_{r d}$. Thus, in accordance with (2.49) and (2.50), the decision rule can be written as:

$$
\begin{align*}
& \hat{x}=\arg \max _{x \in\{-1,+1\}}\left\{p ( y _ { s d } | x , \hat { h } _ { s d } ) \left[p\left(y_{r d} \mid x, \hat{h}_{r d}, \theta^{\prime}, \tilde{x}=x\right) P\left(\tilde{x}=x \mid \theta^{\prime}\right)\right.\right. \\
&\left.\left.+p\left(y_{r d} \mid x, \hat{h}_{r d}, \theta^{\prime}, \tilde{x}=-x\right) P\left(\tilde{x}=-x \mid \theta^{\prime}\right)\right]\right\} \tag{2.51}
\end{align*}
$$

Hence, we have:

$$
\begin{align*}
\hat{x}=\underset{x \in\{-1,+1\}}{\arg \max \{ } \frac{\frac{1}{\pi\left(\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}\right)} \exp \left(-\frac{\left|y_{s d}-\sqrt{\mathcal{P}} \hat{h}_{s d} x\right|^{2}}{\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}}\right)}{} & \times\left[\frac{1}{\pi\left(\theta^{\prime} \mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}\right)} \exp \left(-\frac{\left|y_{r d}-\theta^{\prime} \sqrt{\mathcal{P}_{r}} \hat{h}_{r d} x\right|^{2}}{\theta^{\prime} \mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}}\right) P\left(\tilde{x}=x \mid \theta^{\prime}\right)\right. \\
& \left.\left.\quad+\frac{1}{\pi\left(\theta^{\prime} \mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}\right)} \exp \left(-\frac{\left|y_{r d}+\theta^{\prime} \sqrt{\mathcal{P}} \hat{h}_{r d} x\right|^{2}}{\theta^{\prime} \mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}}\right) P\left(\tilde{x}=-x \mid \theta^{\prime}\right)\right]\right\}(
\end{align*}
$$

Due to the symmetric nature of the system, we have $P^{\mathrm{RA}}(e \mid x=1)=P^{\mathrm{RA}}(e \mid x=-1)$, so we have:

$$
\begin{align*}
P^{\mathrm{RA}}(e)=P^{\mathrm{RA}}(e \mid x=1)=P^{\mathrm{RA}} & (e \mid x=1, \tilde{x}=-1) P(\tilde{x}=-1 \mid x=1) \\
& +P^{\mathrm{RA}}(e \mid x=1, \tilde{x}=1) P(\tilde{x}=1 \mid x=1) \tag{2.53}
\end{align*}
$$

From (2.53) follows that:

$$
\begin{align*}
P^{\mathrm{RA}}(e)=[ & P^{\mathrm{RA}}\left(e \mid x=1, \tilde{x}=-1, \theta^{\prime}=1\right) P\left(\theta^{\prime}=1 \mid x=1, \tilde{x}=-1\right) \\
& \left.+P^{\mathrm{RA}}\left(e \mid x=1, \tilde{x}=-1, \theta^{\prime}=0\right) P\left(\theta^{\prime}=0 \mid x=1, \tilde{x}=-1\right)\right] \times P(\tilde{x}=-1 \mid x=1) \\
& +\left[P^{\mathrm{RA}}\left(e \mid x=1, \tilde{x}=1, \theta^{\prime}=1\right) P\left(\theta^{\prime}=1 \mid x=1, \tilde{x}=1\right)\right. \\
& \left.+P^{\mathrm{RA}}\left(e \mid x=1, \tilde{x}=1, \theta^{\prime}=0\right) P\left(\theta^{\prime}=0 \mid x=1, \tilde{x}=1\right)\right] \times P(\tilde{x}=1 \mid x=1) .(2.54 \tag{2.54}
\end{align*}
$$

In accordance with (2.38) and (2.52), we have:

$$
\begin{align*}
& P^{\mathrm{RA}}\left(e \mid x=1, \tilde{x}=-1, \theta^{\prime}=1\right)  \tag{2.55}\\
& =P\left\{\exp \left(-\frac{\left|\tilde{n}_{s d}\right|^{2}}{\sigma_{1}^{2}}\right)\left[(1-\delta) \exp \left(-\frac{\left|2 \sqrt{\mathcal{P}_{r}} \hat{h}_{r d}-\tilde{n}_{r d}\right|^{2}}{\sigma_{2}^{2}}\right)+\delta \exp \left(-\frac{\left|\tilde{n}_{r d}\right|^{2}}{\sigma_{2}^{2}}\right)\right]<\right. \\
& \left.\qquad \exp \left(-\frac{\left|2 \sqrt{\mathcal{P}_{s}} \hat{h}_{s d}+\tilde{n}_{s d}\right|^{2}}{\sigma_{1}^{2}}\right)\left[(1-\delta) \exp \left(-\frac{\left|\tilde{n}_{r d}\right|^{2}}{\sigma_{2}^{2}}\right)+\delta \exp \left(-\frac{\left|2 \sqrt{\mathcal{P}_{r}} \hat{h}_{r d}-\tilde{n}_{r d}\right|^{2}}{\sigma_{2}^{2}}\right)\right]\right\}, \\
& P^{\mathrm{RA}}\left(e \mid x=1, \tilde{x}=-1, \theta^{\prime}=0\right)=P\left\{\exp \left(-\frac{\left|\tilde{n}_{s d}\right|^{2}}{\sigma_{1}^{2}}\right)<\exp \left(-\frac{\left|2 \sqrt{\mathcal{P}_{s}} \hat{h}_{s d}+\tilde{n}_{s d}\right|^{2}}{\sigma_{1}^{2}}\right)\right\},(2.56  \tag{2.56}\\
& =P\left\{\exp \left(-\frac{\left|\tilde{n}_{s d}\right|^{2}}{\sigma_{1}^{2}}\right)\left[\delta \exp \left(-\frac{\left|2 \sqrt{\mathcal{P}_{r}} \hat{h}_{r d}-\tilde{n}_{r d}\right|^{2}}{\sigma_{2}^{2}}\right)+(1-\delta) \exp \left(-\frac{\left|\tilde{n}_{r d}\right|^{2}}{\sigma_{2}^{2}}\right)\right]<\right.  \tag{2.57}\\
& P^{\mathrm{RA}}\left(e \mid x=1, \tilde{x}=1, \theta^{\prime}=1\right) \\
& \left.\quad \exp \left(-\frac{\left|2 \sqrt{\mathcal{P}_{s}} \hat{h}_{s d}+\tilde{n}_{s d}\right|^{2}}{\sigma_{1}^{2}}\right)\left[\delta \exp \left(-\frac{\left|\tilde{n}_{r d}\right|^{2}}{\sigma_{2}^{2}}\right)+(1-\delta) \exp \left(-\frac{\left|2 \sqrt{\mathcal{P}_{r}} \hat{h}_{r d}-\tilde{n}_{r d}\right|^{2}}{\sigma_{2}^{2}}\right)\right]\right\}, \\
& P^{\mathrm{RA}}\left(e \mid x=1, \tilde{x}=1, \theta^{\prime}=0\right)=P\left\{\exp \left(-\frac{\left|\tilde{n}_{s d}\right|^{2}}{\sigma_{1}^{2}}\right)<\exp \left(-\frac{\left|2 \sqrt{\mathcal{P}_{s}} \hat{h}_{s d}+\tilde{n}_{s d}\right|^{2}}{\sigma_{1}^{2}}\right)\right\}, \quad(2.58 \tag{2.58}
\end{align*}
$$

where $\tilde{n}_{s d}, \sigma_{1}^{2}, \tilde{n}_{r d}$, and $\sigma_{2}^{2}$ are defined in (2.17) and (2.19). Analyzing (2.55) and (2.57) indicates that a closed-form BEP of the Relay-Agnostic System will not be available. For the purpose of comparing $P^{\mathrm{Id}}(e)$ and $P^{\mathrm{RA}}(e)$, we point out that $P^{\mathrm{Id}}(e)$ as shown in (2.15) can be expressed as a convex combination of (2.16) and (2.18) and $P^{\mathrm{RA}}(e)$ as shown in (2.54) can be expressed as a convex combination of (2.55)-(2.58). A natural approach to establish
the first inequality of (2.31) would be to compare the two convex combinations individual terms. However, comparing the individual terms of the two convex combinations does not offer an obvious way of establishing the first inequality of (2.31). In the next subsections, we present a clever way of comparing these individual terms to prove $P^{\mathrm{Id}}(e) \leq P^{\mathrm{RA}}(e)$.

### 2.7.2 A specially designed function

In view of equations (2.16), (2.18), and (2.55)-(2.58), for facilitating the comparison of BEP performances of the Ideal System and Relay-Agnostic System, we define a function $P^{+}(\xi)$ over $\xi \in[0,1]$ as follows:

$$
\begin{align*}
& P^{+}(\xi) \\
& =P\left\{\exp \left(-\frac{\left|\tilde{n}_{s d}\right|^{2}}{\sigma_{1}^{2}}\right)\left[(1-\xi) \exp \left(-\frac{\left|2 \sqrt{\mathcal{P}_{r}} \hat{h}_{r d}-\tilde{n}_{r d}\right|^{2}}{\sigma_{2}^{2}}\right)+\xi \exp \left(-\frac{\left|\tilde{n}_{r d}\right|^{2}}{\sigma_{2}^{2}}\right)\right]<\right. \\
& \left.\quad \exp \left(-\frac{\left|2 \sqrt{\mathcal{P}_{s}} \hat{h}_{s d}+\tilde{n}_{s d}\right|^{2}}{\sigma_{1}^{2}}\right)\left[(1-\xi) \exp \left(-\frac{\left|\tilde{n}_{r d}\right|^{2}}{\sigma_{2}^{2}}\right)+\xi \exp \left(-\frac{\left|2 \sqrt{\mathcal{P}_{r}} \hat{h}_{r d}-\tilde{n}_{r d}\right|^{2}}{\sigma_{2}^{2}}\right)\right]\right\} \tag{2.59}
\end{align*}
$$

We note that both $P^{\mathrm{Id}}(e)$ and $P^{\mathrm{RA}}(e)$ can be expressed rather simply by using this function, $P^{+}()$; for example, in accordance with (2.15), (2.16) and (2.18), the BEP of the Ideal System can be written in terms of $P^{+}(\xi)$ as the following:

$$
\begin{equation*}
P^{\mathrm{Id}}(e)=P^{+}\left(\frac{1}{2}\right) P(\theta=0)+P^{+}(1) P(\theta=1) . \tag{2.60}
\end{equation*}
$$

Expressing both $P^{\mathrm{Id}}(e)$ and $P^{\mathrm{RA}}(e)$ in terms of a common monotonic function $P^{+}()$is our main strategy of proving $P^{\mathrm{Id}}(e) \leq P^{\mathrm{RA}}(e)$ in subsection 2.7.3. For now, we are to overcome a major hurdle of proving function $P^{+}()$'s monotonicity.

Lemma 2.7.1. $P^{+}(\xi)$ is a monotonically non-increasing function of $\xi$ in $[0,1]$.
Proof. By multiplying both sides of the inequality among random variables in (2.59) by $\exp \left(\frac{\left.\tilde{n}_{s d}\right|^{2}}{\sigma_{1}^{2}}+\frac{\left|\tilde{n}_{r d}\right|^{2}}{\sigma_{2}^{2}}\right)$, we have:

$$
\begin{equation*}
P^{+}(\xi)=P\{(1-\xi) X+\xi<(1-\xi) Y+\xi X Y\} \tag{2.61}
\end{equation*}
$$

where

$$
\begin{equation*}
X=\exp \left(\frac{\left|\tilde{n}_{r d}\right|^{2}-\left|2 \sqrt{\mathcal{P}_{r}} \hat{h}_{r d}-\tilde{n}_{r d}\right|^{2}}{\sigma_{2}^{2}}\right), Y=\exp \left(\frac{\left|\tilde{n}_{s d}\right|^{2}-\left|2 \sqrt{\mathcal{P}_{s}} \hat{h}_{s d}+\tilde{n}_{s d}\right|^{2}}{\sigma_{1}^{2}}\right) . \tag{2.62}
\end{equation*}
$$

From (2.61) follows that:

$$
\begin{equation*}
P^{+}(\xi)=P\{Y>g(X, \xi)\}=\int_{0}^{\infty} \int_{g(x, \xi)}^{\infty} f_{X Y}(x, y) d y d x \tag{2.63}
\end{equation*}
$$

where

$$
\begin{equation*}
g(x, \xi)=\frac{(1-\xi) x+\xi}{1-\xi+\xi x} \tag{2.64}
\end{equation*}
$$

and $f_{X Y}(x, y)$ is the joint PDF of $X$ and $Y$. We point out that $\hat{h}_{r d}, \tilde{n}_{r d}, \hat{h}_{s d}$ and $\tilde{n}_{s d}$ are statistically independent; therefore, $X$ and $Y$ as seen in (2.62) are two positive independent random variables and their joint pdf can be written as $f_{X Y}(x, y)=f_{X}(x) f_{Y}(y)$. In accordance with (2.63) we have:

$$
\begin{align*}
P^{+}(\xi) & =\int_{0}^{\infty} \int_{g(x, \xi)}^{\infty} f_{X}(x) f_{Y}(y) d y d x \\
& =\int_{0}^{\infty} f_{X}(x) \int_{g(x, \xi)}^{\infty} f_{Y}(y) d y d x=\int_{0}^{\infty} f_{X}(x)\left[1-F_{Y}(g(x, \xi))\right] d x \tag{2.65}
\end{align*}
$$

where $F_{Y}()$ is the cumulative distribution function (CDF) of random variable $Y$. Taking the derivative, we have:

$$
\begin{align*}
\frac{\partial P^{+}(\xi)}{\partial \xi} & =\frac{\partial}{\partial \xi} \int_{0}^{\infty} f_{X}(x)\left[1-F_{Y}(g(x, \xi))\right] d x=\int_{0}^{\infty} f_{X}(x) \frac{\partial}{\partial \xi}\left[1-F_{Y}(g(x, \xi))\right] d x \\
& =-\int_{0}^{\infty} f_{X}(x) f_{Y}[g(x, \xi)] D_{2} g(x, \xi) d x \tag{2.66}
\end{align*}
$$

where

$$
\begin{equation*}
D_{2} g(x, \xi)=\frac{\partial g(x, \xi)}{\partial \xi}=\frac{1-x^{2}}{(1-\xi+\xi x)^{2}} \tag{2.67}
\end{equation*}
$$

We denoted $\left|\hat{h}_{s d}\right|^{2}$ and $\left|\hat{h}_{r d}\right|^{2}$ by $Z_{1}$ and $Z_{2}$, respectively. We can write (2.66) as the following:

$$
\begin{equation*}
\frac{\partial P^{+}(\xi)}{\partial \xi}=-\int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} f_{X \mid Z_{2}}\left(x \mid z_{2}\right) f_{Y \mid Z_{1}}\left[g(x, \xi) \mid z_{1}\right] D_{2} g(x, \xi) f_{Z_{1}}\left(z_{1}\right) f_{Z_{2}}\left(z_{2}\right) d x d z_{1} d z_{2}( \tag{2.68}
\end{equation*}
$$

We note that $D_{2} g(x, \xi)$ is non-negative if $x \in(0,1]$ and negative if $x \in(1, \infty)$. We then write (2.68) as:

$$
\begin{align*}
\frac{\partial P^{+}(\xi)}{\partial \xi}= & -\int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{1} f_{X \mid Z_{2}}\left(x \mid z_{2}\right) f_{Y \mid Z_{1}}\left[g(x, \xi) \mid z_{1}\right] D_{2} g(x, \xi) f_{Z_{1}}\left(z_{1}\right) f_{Z_{2}}\left(z_{2}\right) d x d z_{1} d z_{2} \\
& -\int_{0}^{\infty} \int_{0}^{\infty} \int_{1}^{\infty} f_{X \mid Z_{2}}\left(x \mid z_{2}\right) f_{Y \mid Z_{1}}\left[g(x, \xi) \mid z_{1}\right] D_{2} g(x, \xi) f_{Z_{1}}\left(z_{1}\right) f_{Z_{2}}\left(z_{2}\right) d x d z_{1} d z_{2} \tag{2.69}
\end{align*}
$$

By using variable $\tau=1 / x$ in the second integral in (2.69), we have:

$$
\begin{align*}
\frac{\partial P^{+}(\xi)}{\partial \xi}= & -\int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{1} f_{X \mid Z_{2}}\left(x \mid z_{2}\right) f_{Y \mid Z_{1}}\left[g(x, \xi) \mid z_{1}\right] D_{2} g(x, \xi) f_{Z_{1}}\left(z_{1}\right) f_{Z_{2}}\left(z_{2}\right) d z_{1} d z_{2}  \tag{2.70}\\
& +\int_{0}^{\infty} \int_{0}^{\infty} \int_{1}^{0} f_{X \mid Z_{2}}\left(\left.\frac{1}{\tau} \right\rvert\, z_{2}\right) f_{Y \mid Z_{1}}\left[\left.g\left(\frac{1}{\tau}, \xi\right) \right\rvert\, z_{1}\right] D_{2} g\left(\frac{1}{\tau}, \xi\right) f_{Z_{1}}\left(z_{1}\right) f_{Z_{2}}\left(z_{2}\right) \frac{d \tau}{\tau^{2}} d z_{1} d z_{2}
\end{align*}
$$

It is straightforward to show that:

$$
\begin{equation*}
g\left(\frac{1}{x}, \xi\right)=\frac{1}{g(x, \xi)} . \tag{2.71}
\end{equation*}
$$

We also have (See Appendix for derivation):

$$
\begin{equation*}
f_{X \mid Z_{2}}\left(\left.\frac{1}{x} \right\rvert\, z_{2}\right)=x^{3} f_{X \mid Z_{2}}\left(x \mid z_{2}\right), \quad f_{Y \mid Z_{1}}\left(\left.\frac{1}{y} \right\rvert\, z_{1}\right)=y^{3} f_{Y \mid Z_{1}}\left(y \mid z_{1}\right) . \tag{2.72}
\end{equation*}
$$

In accordance with (2.70), (2.71) and (2.72) we have:

$$
\begin{array}{r}
\frac{\partial P^{+}(\xi)}{\partial \xi}=-\int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{1} f_{X \mid Z_{2}}\left(x \mid z_{2}\right) f_{Y \mid Z_{1}}\left[g(x, \xi) \mid z_{1}\right] D_{2} g(x, \xi) f_{Z_{1}}\left(z_{1}\right) f_{Z_{2}}\left(z_{2}\right) d x d z_{1} d z_{2} \\
-\int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{1} x^{3} f_{X \mid Z_{2}}\left(x \mid z_{2}\right)[g(x, \xi)]^{3} f_{Y \mid Z_{1}}\left[g(x, \xi) \mid z_{1}\right] D_{2} g\left(\frac{1}{x}, \xi\right) f_{Z_{1}}\left(z_{1}\right) f_{Z_{2}}\left(z_{2}\right) \frac{d x}{x^{2}} d z_{1} d z_{2} \\
=-\int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{1} f_{X \mid Z_{2}}\left(x \mid z_{2}\right) f_{Y \mid Z_{1}}\left[g(x, \xi) \mid z_{1}\right] f_{Z_{1}}\left(z_{1}\right) f_{Z_{2}}\left(z_{2}\right)\left[D_{2} g(x, \xi)+x[g(x, \xi)]^{3} D_{2} g\left(\frac{1}{x}, \xi\right)\right] \\
d x d z_{1} d z_{2}(2.73)
\end{array}
$$

In order to simplify the notations, we define $A(x, \xi)$ as in the following:

$$
\begin{equation*}
A(x, \xi)=D_{2} g(x, \xi)+x[g(x, \xi)]^{3} D_{2} g\left(\frac{1}{x}, \xi\right) . \tag{2.74}
\end{equation*}
$$

In accordance with (2.64), (2.67) and (2.74) we have:

$$
\begin{equation*}
A(x, \xi)=\frac{1-x^{2}}{(1-\xi+\xi x)^{2}}+\frac{x[(1-\xi) x+\xi]^{3}}{(1-\xi+\xi x)^{3}} \cdot \frac{\left(1-\frac{1}{x^{2}}\right)}{\left(1-\xi+\frac{\xi}{x}\right)^{2}}=\frac{(1-\xi)\left(1-x^{2}\right)^{2}}{(1-\xi+\xi x)^{3}} . \tag{2.75}
\end{equation*}
$$

From (2.75) we deduce that $A(x, \xi)$ is non-negative if $\xi \in[0,1]$ and $x>0$; thus we can conclude that:

$$
\begin{equation*}
\frac{\partial P^{+}(\xi)}{\partial \xi}=-\int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{1} \underbrace{f_{X \mid Z_{2}}\left(x \mid z_{2}\right)}_{>0} \underbrace{f_{Y \mid Z_{1}}\left[g(x, \xi) \mid z_{1}\right]}_{>0} \underbrace{f_{Z_{1}}\left(z_{1}\right)}_{>0} \underbrace{f_{Z_{2}}\left(z_{2}\right)}_{>0} \underbrace{A(x, \xi)}_{\geq 0} d x d z_{1} d z_{2} \leq 0 \tag{2.76}
\end{equation*}
$$

and Lemma 2.7.1 is proved.

### 2.7.3 Proving the first inequality of (2.31)

In this subsection, we prove the first inequality of (2.31).
Theorem 2.7.1. $P^{\mathrm{Id}}(e) \leq P^{\mathrm{RA}}(e)$.
Proof. As mentioned in $(2.60), P^{\mathrm{Id}}(e)$ can be written in terms of $P^{+}()$as the following:

$$
\begin{equation*}
P^{\mathrm{Id}}(e)=P^{+}\left(\frac{1}{2}\right) P(\theta=0)+P^{+}(1) P(\theta=1) . \tag{2.77}
\end{equation*}
$$

In both Ideal and Relay-Agnostic Systems, the relay employs the same signal detection scheme and the difference between both systems is only in their forwarding policies. Therefore, probability that a particular symbol is detected with error at the relay is the same for both systems; we can therefore write:

$$
\begin{align*}
P(\theta=0) & =P(\tilde{x} \neq x)=P(\tilde{x}=-1, x=+1)+P(\tilde{x}=+1, x=-1) \\
& =\frac{1}{2}[P(\tilde{x}=-1 \mid x=+1)+P(\tilde{x}=+1 \mid x=-1)]=P(\tilde{x}=-1 \mid x=+1) \tag{2.78}
\end{align*}
$$

where the last equality in (2.78) is due to the symmetric nature of the system. Thus we can rewrite (2.54) as:

$$
\begin{align*}
P^{\mathrm{RA}}(e)=[ & P^{\mathrm{RA}}\left(e \mid x=1, \tilde{x}=-1, \theta^{\prime}=1\right) P\left(\theta^{\prime}=1 \mid x=1, \tilde{x}=-1\right) \\
& \left.+P^{\mathrm{RA}}\left(e \mid x=1, \tilde{x}=-1, \theta^{\prime}=0\right) P\left(\theta^{\prime}=0 \mid x=1, \tilde{x}=-1\right)\right] P(\theta=0) \\
& +\left[P^{\mathrm{RA}}\left(e \mid x=1, \tilde{x}=1, \theta^{\prime}=1\right) P\left(\theta^{\prime}=1 \mid x=1, \tilde{x}=1\right)\right. \\
& \left.+P^{\mathrm{RA}}\left(e \mid x=1, \tilde{x}=1, \theta^{\prime}=0\right) P\left(\theta^{\prime}=0 \mid x=1, \tilde{x}=1\right)\right] P(\theta=1) . \tag{2.79}
\end{align*}
$$

In accordance with (2.55)-(2.58), and (2.79), the BEP of the Relay-Agnostic System can be written in terms of $P^{+}()$as the following:

$$
\begin{align*}
P^{\mathrm{RA}}(e)= & {\left[P^{+}(\delta) P\left(\theta^{\prime}=1 \mid x=1, \tilde{x}=-1\right)+P^{+}\left(\frac{1}{2}\right) P\left(\theta^{\prime}=0 \mid x=1, \tilde{x}=-1\right)\right] P(\theta=0) } \\
& +\left[P^{+}(1-\delta) P\left(\theta^{\prime}=1 \mid x=1, \tilde{x}=1\right)+P^{+}\left(\frac{1}{2}\right) P\left(\theta^{\prime}=0 \mid x=1, \tilde{x}=1\right)\right] P(\theta=1)( \tag{2.80}
\end{align*}
$$

We consider the two following cases:
case I: $\delta<\frac{1}{2}$. In this case, from Lemma 2.7.1 we have: $P^{+}(\delta) \geq P^{+}\left(\frac{1}{2}\right)$. Since $1-\delta<1$, we also have $P^{+}(1-\delta) \geq P^{+}(1)$. Thus, (2.80) can be lower bounded as:

$$
\begin{align*}
P^{\mathrm{RA}}(e)= & {[\underbrace{P^{+}(\delta)}_{\geq P^{+}\left(\frac{1}{2}\right)} P\left(\theta^{\prime}=1 \mid x=1, \tilde{x}=-1\right)+P^{+}\left(\frac{1}{2}\right) P\left(\theta^{\prime}=0 \mid x=1, \tilde{x}=-1\right)] P(\theta=0) } \\
& +[\underbrace{P^{+}(1-\delta)}_{\geq P^{+}(1)} P\left(\theta^{\prime}=1 \mid x=1, \tilde{x}=1\right)+\underbrace{P^{+}\left(\frac{1}{2}\right)}_{\geq P^{+}(1)} P\left(\theta^{\prime}=0 \mid x=1, \tilde{x}=1\right)] P(\theta=1) \\
\geq & P^{+}\left(\frac{1}{2}\right) P(\theta=0)+P^{+}(1) P(\theta=1)=P^{\mathrm{Id}}(e) . \tag{2.81}
\end{align*}
$$

case II: $\delta \geq \frac{1}{2}$. In this case, from Lemma 2.7.1 we have: $P^{+}(\delta) \geq P^{+}(1)$. Since $1-\delta \leq \frac{1}{2}$, we also have $P^{+}(1-\delta) \geq P^{+}\left(\frac{1}{2}\right)$. Thus, (2.80) can be lower bounded as:

$$
\begin{align*}
P^{\mathrm{RA}}(e)= & {[\underbrace{P^{+}(\delta)}_{\geq P^{+}(1)} P\left(\theta^{\prime}=1 \mid x=1, \tilde{x}=-1\right)+\underbrace{P^{+}\left(\frac{1}{2}\right)}_{\geq P^{+}(1)} P\left(\theta^{\prime}=0 \mid x=1, \tilde{x}=-1\right)] P(\theta=0) } \\
& +[\underbrace{P^{+}(1-\delta)}_{\geq P^{+}\left(\frac{1}{2}\right)} P\left(\theta^{\prime}=1 \mid x=1, \tilde{x}=1\right)+P^{+}\left(\frac{1}{2}\right) P\left(\theta^{\prime}=0 \mid x=1, \tilde{x}=1\right)] P(\theta=1) \\
\geq & P^{+}(1) P(\theta=0)+P^{+}\left(\frac{1}{2}\right) P(\theta=1) \\
= & P^{+}(1)[1-P(\theta=1)]+P^{+}\left(\frac{1}{2}\right) P(\theta=1) \\
= & P^{+}(1)+[\underbrace{P^{+}\left(\frac{1}{2}\right)-P^{+}(1)}_{\geq 0}] \underbrace{P(\theta=1)}_{\geq P(\theta=0)}, \tag{2.82}
\end{align*}
$$

From Lemma 2.7.1 we have $P^{+}\left(\frac{1}{2}\right)-P^{+}(1) \geq 0$. We point out that $P(\theta=0)$ is the probability that the relay in the Ideal System detects the symbol with error; thus, we have $P(\theta=1) \geq P(\theta=0)$ because in the case of binary signalling and using optimal symbol detection, it is less likely that a detection error occurs. Therefore, in accordance with (2.82) we have:

$$
\begin{align*}
P^{\mathrm{RA}}(e) & \geq P^{+}(1)+\left[P^{+}\left(\frac{1}{2}\right)-P^{+}(1)\right] P(\theta=0) \\
& =P^{+}\left(\frac{1}{2}\right) P(\theta=0)+P^{+}(1)-P^{+}(1) P(\theta=0) \\
& =P^{+}\left(\frac{1}{2}\right) P(\theta=0)+P^{+}(1) P(\theta=1)=P^{\mathrm{Id}}(e) . \tag{2.83}
\end{align*}
$$

Thus, Theorem 2.7.1 is proved.
We proved that the BEP of the Ideal System is a lower bound on the BEP of the RelayAgnostic System. Thus, we proved that the BEP of the Ideal System is a lower bound on the BEP performance of the Agnostic System.

### 2.8 Performance Comparison for an MRC Receiver

In this section, by using a simple argument, we prove that the SEP performance of the ideal system is a lower bound on the SEP performance of the agnostic system in which the destination node employs MRC receiver. We assume that in both ideal and agnostic systems, destination uses MRC as the following [35] [39]:

$$
\begin{align*}
& y_{\mathrm{MRC}}^{\mathrm{Id}}=\frac{\sqrt{\mathcal{P}_{s}}}{\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}} \hat{h}_{s d}^{*} y_{s d}+\frac{\theta \sqrt{\mathcal{P}_{r}}}{\mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}} \hat{h}_{r d}^{*} y_{r d},  \tag{2.84}\\
& y_{\mathrm{MRC}}^{\mathrm{A}}=\frac{\sqrt{\mathcal{P}_{s}}}{\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}} \hat{h}_{s d}^{*} y_{s d}+\frac{\hat{\theta}^{\prime} \sqrt{\mathcal{P}_{r}}}{\mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}} \hat{h}_{r d}^{*} y_{r d}, \tag{2.85}
\end{align*}
$$

where $\hat{\theta}^{\prime}$ is the destination's estimation of $\theta^{\prime}$ in the agnostic system.
The contribution of this section is to articulate a sufficient condition under which the "ideal system's" SEP is a lower bound on the "agnostic system's" through a simple argument. We consider the following four events:
I) $\tilde{x}=x$ and $\theta^{\prime}=0$ : In this event, at the second time slot, the relay in the agnostic system remains silent and the symbol is kept from being forwarded (i.e., $\theta^{\prime}=0$ ). However, in the ideal system the symbol is forwarded to the destination node (i.e., $\theta=1$ ) in accordance with the ideal system's knowledge of the correct detection and its forwarding rule. In the agnostic system, if $\hat{\theta}^{\prime}=0$, the final symbol detection at the destination is made only based on the received signal at the first time slot. If $\hat{\theta}^{\prime}=1$, the destination combines the received signal at the first time slot from the source with noise. In both events, the conditional SEP in the agnostic system has no less SEP than that in the ideal system. Therefore, we have $P_{s}^{\mathrm{Id}}\left(e \mid \tilde{x}=x, \theta^{\prime}=0\right) \leq P_{s}^{\mathrm{A}}\left(e \mid \tilde{x}=x, \theta^{\prime}=0\right)$ where $P_{s}^{\mathrm{Id}}(e)$ and $P_{s}^{\mathrm{A}}(e)$ are SEPs of the ideal and agnostic systems, respectively.
II) $\tilde{x}=x$ and $\theta^{\prime}=1$ : In the ideal system, the symbol is forwarded to the destination (i.e., $\theta=1$ ) because the relay correctly detects the symbol. In the agnostic system, if $\hat{\theta}^{\prime}=1$,
both systems have the same SEP performance. However, if $\hat{\theta}^{\prime}=0$, the destination node in the agnostic system uses only the received signal at the first time slot, and this results in a poorer conditional SEP than the ideal system. We can therefore write $P_{s}^{\mathrm{Id}}\left(e \mid \tilde{x}=x, \theta^{\prime}=\right.$ 1) $\leq P_{s}^{\mathrm{A}}\left(e \mid \tilde{x}=x, \theta^{\prime}=1\right)$.
III) $\tilde{x} \neq x$ and $\theta^{\prime}=0$ : In this event, the destination in the ideal system detects the symbol based only on the received signal in the first time slot. In the agnostic system, if $\hat{\theta}^{\prime}=0$, the destination detects the symbol based only on the signal received in the first time slot and thus has the same SEP performance as the ideal system. In the agnostic system, if $\hat{\theta}^{\prime}=1$, the destination combines the received signal at the first time slot from the source with noise which results in a poorer detection than the ideal system. Therefore, the ideal system will have less likelihood of making a symbol error and we have $P_{s}^{\mathrm{Id}}\left(e \mid \tilde{x} \neq x, \theta^{\prime}=\right.$ $0) \leq P_{s}^{\mathrm{A}}\left(e \mid \tilde{x} \neq x, \theta^{\prime}=0\right)$.
IV) $\tilde{x} \neq x$ and $\theta^{\prime}=1$ : In this event, in the ideal system, the symbol is kept from being forwarded by the relay (i.e., $\theta=0$ ) and the destination will detect the transmitted symbol only based on the received signal form the source during the first time slot. If $\hat{\theta}^{\prime}=0$, the agnostic system's destination will also detect the transmitted symbol only based on the received signal form the source during the first time slot, so we have:

$$
\begin{equation*}
P_{s}^{\mathrm{A}}\left(e \mid \tilde{x} \neq x, \theta^{\prime}=1, \hat{\theta}^{\prime}=0\right)=P_{s}^{\mathrm{Id}}\left(e \mid \tilde{x} \neq x, \theta^{\prime}=1, \hat{\theta}^{\prime}=0\right) . \tag{2.86}
\end{equation*}
$$

We note that

$$
\begin{equation*}
P_{s}^{\mathrm{Id}}\left(e \mid \tilde{x} \neq x, \theta^{\prime}=1, \hat{\theta}^{\prime}=0\right)=P_{s}^{\mathrm{Id}}(e \mid \tilde{x} \neq x) \tag{2.87}
\end{equation*}
$$

as the symbol error event in the ideal system is independent of the agnostic system's decisions $\theta^{\prime}$ and $\hat{\theta}^{\prime}$. Thus, from (2.86) and (2.87) we have:

$$
\begin{align*}
& P_{s}^{\mathrm{A}}\left(e \mid \tilde{x} \neq x, \theta^{\prime}=1\right)=P\left(\hat{\theta}^{\prime}=1 \mid \tilde{x} \neq x, \theta^{\prime}=1\right) P_{s}^{\mathrm{A}}\left(e \mid \tilde{x} \neq x, \theta^{\prime}=1, \hat{\theta}^{\prime}=1\right) \\
& +P\left(\hat{\theta}^{\prime}=0 \mid \tilde{x} \neq x, \theta^{\prime}=1\right) P_{s}^{\mathrm{A}}\left(e \mid \tilde{x} \neq x, \theta^{\prime}=1, \hat{\theta}^{\prime}=0\right) \\
& =P\left(\hat{\theta}^{\prime}=1 \mid \tilde{x} \neq x, \theta^{\prime}=1\right) P_{s}^{\mathrm{A}}\left(e \mid \tilde{x} \neq x, \theta^{\prime}=1, \hat{\theta}^{\prime}=1\right)+P\left(\hat{\theta}^{\prime}=0 \mid \tilde{x} \neq x, \theta^{\prime}=1\right) P_{s}^{\mathrm{Id}}(e \mid \tilde{x} \neq x) . \tag{2.88}
\end{align*}
$$

From (2.88) we can state that if $P_{s}^{\mathrm{Id}}(e \mid \tilde{x} \neq x) \leq P_{s}^{\mathrm{A}}\left(e \mid \tilde{x} \neq x, \theta^{\prime}=1, \hat{\theta}^{\prime}=1\right)$, then we have: $P_{s}^{\mathrm{Id}}\left(e \mid \tilde{x} \neq x, \theta^{\prime}=1\right) \leq P_{s}^{\mathrm{A}}\left(e \mid \tilde{x} \neq x, \theta^{\prime}=1\right)$. Thus, by averaging probabilities under the conditioning events $I, I I, I I I$, and $I V$, the following Theorem is proved.

Theorem 2.8.1. For any modulation scheme, any forwarding policy at the relay in the agnostic system, and any method of deciding whether to combine the signal at the second time slot in the agnostic system, if $P_{s}^{\mathrm{Id}}(e \mid \tilde{x} \neq x) \leq P_{s}^{\mathrm{A}}\left(e \mid \tilde{x} \neq x, \theta^{\prime}=1, \hat{\theta}^{\prime}=1\right)$, then we have we have $P_{s}^{\mathrm{Id}}(e) \leq P_{s}^{\mathrm{A}}(e)$.

### 2.8.1 Example use of Theorem 2.8.1

In this section, we will provide an example use of Theorem 2.8.1. For the ideal and the agnostic systems employing QPSK modulation, we will show that the antecedent of Theorem 2.8.1, $P_{s}^{\mathrm{Id}}(e \mid \tilde{x} \neq x) \leq P_{s}^{\mathrm{A}}\left(e \mid \tilde{x} \neq x, \theta^{\prime}=1, \hat{\theta}^{\prime}=1\right)$ is true; that is, for QPSK modulation, MRC combining a wrong symbol with the correct symbol at the destination, results in a higher SEP than the case in which the wrong symbol is not combined at the destination node. In light the equivalence (2.87), we will prove that

$$
\begin{equation*}
P_{s}^{\mathrm{Id}}\left(e \mid \tilde{x} \neq x, \theta^{\prime}=1, \hat{\theta}^{\prime}=1\right) \leq P_{s}^{\mathrm{A}}\left(e \mid \tilde{x} \neq x, \theta^{\prime}=1, \hat{\theta}^{\prime}=1\right) \tag{2.89}
\end{equation*}
$$

Since QPSK modulation is considered, the transmitted symbol, $x$, can be represented by one of $\{+1,+j,-1,-j\}$. Without loss of generality, we will assume $x=+1$ and prove that

$$
\begin{equation*}
P_{s}^{\mathrm{Id}}\left(e \mid x=1, \tilde{x} \neq x, \theta^{\prime}=1, \hat{\theta}^{\prime}=1\right) \leq P_{s}^{\mathrm{A}}\left(e \mid x=1, \tilde{x} \neq x, \theta^{\prime}=1, \hat{\theta}^{\prime}=1\right) \tag{2.90}
\end{equation*}
$$

Then, this inequality will be also proven for $x=j,-j,-1$ by symmetrical arguments, and as a result, inequality (2.89) will be proven. To this end, for the rest of this section, our discussion will be under the condition $x=1, \tilde{x} \neq x, \theta^{\prime}=1$, and $\hat{\theta}^{\prime}=1$. By definition of the ideal system, $\tilde{x} \neq+1$ implies that $\theta=0$, so the destination node in the ideal system detects the transmitted symbol based on $y^{\text {Id }}$ in (2.84) with $\theta=0$. In accordance with (2.12) and (2.84) we have:

$$
\begin{equation*}
y^{\mathrm{Id}}=\frac{\mathcal{P}_{s}}{\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}}\left|\hat{h}_{s d}\right|^{2}+\frac{\sqrt{\mathcal{P}_{s}}}{\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}} \hat{h}_{s d}^{*} \tilde{n}_{s d}=S^{I}+n_{s d}^{I}+j n_{s d}^{Q}, \tag{2.91}
\end{equation*}
$$

where $\tilde{n}_{s d}=\sqrt{\mathcal{P}_{s}} e_{s d}+n_{s d}, S^{I}=\frac{\mathcal{P}_{s}}{\mathcal{P}_{s} \sigma_{e_{s d}}+N_{0}}\left|\hat{h}_{s d}\right|^{2}$, and

$$
\begin{equation*}
n_{s d}^{I}=\operatorname{Re}\left(\frac{\sqrt{\mathcal{P}_{s}} \hat{h}_{s d}^{*} \tilde{n}_{s d}}{\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}}\right), n_{s d}^{Q}=\operatorname{Im}\left(\frac{\sqrt{\mathcal{P}_{s}} \hat{h}_{s d}^{*} \tilde{n}_{s d}}{\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}}\right) . \tag{2.92}
\end{equation*}
$$

Therefore in the ideal system, the received signal vector in I-Q plane can be written as $\mathbf{r}^{\mathrm{Id}}=\left[S^{I}+n_{s d}^{I}, n_{s d}^{Q}\right]$.

In the agnostic system, we will consider sub-events $\tilde{x}=j,-j,-1$ and prove that

$$
\begin{equation*}
P_{s}^{\mathrm{Id}}\left(e \mid x=1, \tilde{x}=z, \theta^{\prime}=1, \hat{\theta}^{\prime}=1\right) \leq P_{s}^{\mathrm{A}}\left(e \mid x=1, \tilde{x}=z, \theta^{\prime}=1, \hat{\theta}^{\prime}=1\right), \tag{2.93}
\end{equation*}
$$

for each case $z=j,-j,-1$. This will then prove (2.90).
Sub-event $\tilde{x}=j$ : In the agnostic system, the signal detection is made based on $y^{\mathrm{A}}$ in (2.85). If $\tilde{x}=j$, by using (2.47) and (2.85) we can write

$$
\begin{align*}
& y^{\mathrm{A}}=\frac{\mathcal{P}_{s}}{\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}}\left|\hat{h}_{s d}\right|^{2}+\frac{\sqrt{\mathcal{P}_{s}}}{\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}} \hat{h}_{s d}^{*} \tilde{n}_{s d}+j \frac{\mathcal{P}_{r}}{\mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}}\left|\hat{h}_{r d}\right|^{2}+\frac{\sqrt{\mathcal{P}_{r}}}{\mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}} \hat{h}_{r d}^{*} \tilde{n}_{r d} \\
& =S^{I}+j S^{\mathrm{Er}}+n_{s d}^{I}+j n_{s d}^{Q}+n_{r d}^{I}+j n_{r d}^{Q} \tag{2.94}
\end{align*}
$$

where $\tilde{n}_{r d}=j \sqrt{\mathcal{P}_{r}} e_{r d}+n_{r d}, S^{\mathrm{Er}}=\frac{\mathcal{P}_{r}}{\mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}}\left|\hat{h}_{r d}\right|^{2}$, and

$$
\begin{equation*}
n_{r d}^{I}=\operatorname{Re}\left(\frac{\sqrt{\mathcal{P}_{r}} \hat{h}_{r d}^{*} \tilde{n}_{r d}}{\mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}}\right), n_{r d}^{Q}=\operatorname{Im}\left(\frac{\sqrt{\mathcal{P}_{r}} \hat{h}_{r d}^{*} \tilde{n}_{r d}}{\mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}}\right) . \tag{2.95}
\end{equation*}
$$

Therefore, the received signal vector in I-Q plane is $\mathbf{r}^{\mathrm{A}}=\left[S^{I}+n_{s d}^{I}+n_{r d}^{I}, S^{\mathrm{Er}}+n_{s d}^{Q}+n_{r d}^{Q}\right]$. In order to compare the result of signal detection in the ideal system (which is made based on $\mathbf{r}^{\text {Id }}$ ) and the agnostic system (which is made based on $\mathbf{r}^{\mathrm{A}}$ ), we first normalize the noise variances in both $\mathbf{r}^{\mathrm{Id}}$ and $\mathbf{r}^{\mathrm{A}}$. Obviously, signal detection based on $\mathbf{r}^{\mathrm{Id}}$ and $\mathbf{r}^{\mathrm{A}}$ results in the same performance as signal detection based on $\tilde{\mathbf{r}}^{\text {Id }}=\mathbf{r}^{\mathrm{Id}} / \sigma_{1}$ and $\tilde{\mathbf{r}}^{\mathrm{A}}=\mathbf{r}^{\mathrm{A}} / \sigma_{2}$ where $\sigma_{1}^{2}=\operatorname{Var}\left(n_{s d}^{I}\right)=\operatorname{Var}\left(n_{s d}^{Q}\right)$ and $\sigma_{2}^{2}=\operatorname{Var}\left(n_{s d}^{I}+n_{r d}^{I}\right)=\operatorname{Var}\left(n_{s d}^{Q}+n_{r d}^{Q}\right)$. The received normalized signal vectors in the ideal and agnostic systems are respectively $\tilde{\mathbf{r}}^{\mathrm{Id}}=\left[S_{1}+n_{1}, n_{2}\right]$ and $\tilde{\mathbf{r}}^{\mathrm{A}}=\left[S_{1}^{\prime}+n_{1}, S_{2}+n_{2}\right]$, where $n_{1}$ and $n_{2}$ are normalized noise components, $S_{1}=S^{I} / \sigma_{1}$, $S_{1}^{\prime}=S^{I} / \sigma_{2}$ and $S_{2}=S^{\mathrm{Er}} / \sigma_{2}$. The probability that the destination in the ideal system makes the correct decision is as follows:

$$
\begin{equation*}
P_{s}^{\mathrm{Id}}\left(c \mid x=1, \tilde{x}=j, \theta^{\prime}=1, \hat{\theta}^{\prime}=1\right)=P\left(-S_{1}-n_{1}<n_{2}<S_{1}+n_{1}, S_{1}+n_{1}>0\right) . \tag{2.96}
\end{equation*}
$$

Since $n_{1}$ and $n_{2}$ are zero mean, independent and identically distributed Gaussian random variable with unit variance, conditioned on $\hat{h}_{s d}$ and $\hat{h}_{r d}$, we can write (2.96) as the following:

$$
\begin{align*}
& P_{s}^{\mathrm{Id}}\left(c \mid \hat{h}_{s d}, \hat{h}_{r d}, x=1, \tilde{x}=j, \theta^{\prime}=1, \hat{\theta}^{\prime}=1\right)=\int_{-S_{1}}^{+\infty} \int_{-\nu_{1}-S_{1}}^{\nu_{1}+S_{1}} \frac{e^{-\frac{\nu_{2}{ }^{2}}{2}}}{\sqrt{2 \pi}} \cdot \frac{e^{-\frac{\nu_{1}{ }^{2}}{2}}}{\sqrt{2 \pi}} d \nu_{2} d \nu_{1} \\
& =\int_{-S_{1}}^{+\infty} \frac{e^{-\frac{\nu_{1}{ }^{2}}{2}}}{\sqrt{2 \pi}}\left[Q\left(-\nu_{1}-S_{1}\right)-Q\left(\nu_{1}+S_{1}\right)\right] d \nu_{1}=\int_{-S_{1}}^{+\infty} \frac{e^{-\frac{\nu_{1}{ }^{2}}{2}}}{\sqrt{2 \pi}} h\left(\nu_{1}, S_{1}, 0\right) d \nu_{1}, \tag{2.97}
\end{align*}
$$

where $h\left(x, t_{1}, t_{2}\right)=Q\left(-x-t_{1}-t_{2}\right)-Q\left(x+t_{1}-t_{2}\right)$. In the agnostic system, the probability that the destination makes the correct decision is given by:

$$
\begin{equation*}
P_{s}^{\mathrm{A}}\left(c \mid x=1, \tilde{x}=j, \theta^{\prime}=1, \hat{\theta}^{\prime}=1\right)=P\left(-S_{1}^{\prime}-n_{1}<n_{2}+S_{2}<S_{1}^{\prime}+n_{1}, S_{1}^{\prime}+n_{1}>0\right) . \tag{2.98}
\end{equation*}
$$

Conditioned on $\hat{h}_{s d}$ and $\hat{h}_{r d}$, (2.98) can be rewritten as the following:

$$
\begin{align*}
& P_{s}^{\mathrm{A}}\left(c \mid \hat{h}_{s d}, \hat{h}_{r d}, x=1, \tilde{x}=j, \theta^{\prime}=1, \hat{\theta}^{\prime}=1\right)=\int_{-S_{1}^{\prime}}^{+\infty} \int_{-\nu_{1}-S_{1}^{\prime}-S_{2}}^{\nu_{1}+S_{1}^{\prime}-S_{2}} \frac{e^{-\frac{\nu_{2} 2}{2}}}{\sqrt{2 \pi}} \cdot \frac{e^{-\frac{\nu_{1}{ }^{2}}{2}}}{\sqrt{2 \pi}} d \nu_{2} d \nu_{1} \\
& =\int_{-S_{1}^{\prime}}^{+\infty} \frac{e^{-\frac{\nu_{1}{ }^{2}}{2}}}{\sqrt{2 \pi}}\left[Q\left(-\nu_{1}-S_{1}^{\prime}-S_{2}\right)-Q\left(\nu_{1}+S_{1}^{\prime}-S_{2}\right)\right] d \nu_{1}=\int_{-S_{1}^{\prime}}^{+\infty} \frac{e^{-\frac{\nu_{1}{ }^{2}}{2}}}{\sqrt{2 \pi}} h\left(\nu_{1}, S_{1}^{\prime}, S_{2}\right) d \nu_{1} . \tag{2.99}
\end{align*}
$$

Partial derivatives $\partial h / \partial t_{1}$ and $\partial h / \partial t_{2}$ have simple forms as follows:

$$
\begin{align*}
& \frac{\partial h}{\partial t_{1}}\left(x, t_{1}, t_{2}\right)=\frac{1}{\sqrt{2 \pi}}\left[e^{-\left(x+t_{1}+t_{2}\right)^{2}}+e^{-\left(x+t_{1}-t_{2}\right)^{2}}\right]>0  \tag{2.100}\\
& \frac{\partial h}{\partial t_{2}}\left(x, t_{1}, t_{2}\right)=\frac{1}{\sqrt{2 \pi}}\left[e^{-\left(x+t_{1}+t_{2}\right)^{2}}-e^{-\left(x+t_{1}-t_{2}\right)^{2}}\right] \tag{2.101}
\end{align*}
$$

In accordance with (2.101), we have $\frac{\partial h}{\partial t_{2}}\left(x, t_{1}, t_{2}\right) \leq 0$, for all $t_{2} \geq 0$ as long as $x+t_{1} \geq 0$. From $\sigma_{2}>\sigma_{1}$ follows that $S_{1}>S_{1}^{\prime}$, and we also have $S_{2} \geq 0$. From this and (2.100), (2.101), the following inequality is proved for $\nu_{1}>-S_{1}^{\prime}$ :

$$
\begin{equation*}
h\left(\nu_{1}, S_{1}^{\prime}, S_{2}\right) \leq h\left(\nu_{1}, S_{1}, 0\right) \tag{2.102}
\end{equation*}
$$

From (2.97), (2.99) and (2.102) follows that (2.93) holds for $z=j$.
Sub-event $\tilde{x}=-j$ : Due to symmetry, (2.93) can be shown to be true for $z=-j$ in the same manner as in the case of sub-event $\tilde{x}=j$.

Sub-event $\tilde{x}=-1$ : From (2.47) and (2.85), we have $\mathbf{r}^{\mathrm{A}}=\left[S^{I}-S^{\mathrm{Er}}+n_{s d}^{I}+n_{r d}^{I}, n_{s d}^{Q}+n_{r d}^{Q}\right]$ and $\mathbf{r}^{\mathrm{Id}}=\left[S^{I}+n_{s d}^{I}, n_{s d}^{Q}\right]$. The signal-to-noise ratios in the first components of these I-Q vectors obviously show that (2.93) holds in this case.

Finally, by averaging over all the channel realizations, (2.89) is proven.

### 2.9 Simulation Results

We assumed that a fixed total power is distributed between the source and the relay such that $\mathcal{P}_{1}+\mathcal{P}_{2}=\mathcal{P}$. This power constraint is imposed to guarantee a fair performance


Figure 2.4: BEP against $\mathcal{P} / N_{0}$ for $\alpha=\beta=0.1, r=\mathcal{P}_{1} / \mathcal{P}=0.61$ and different frame lengths comparison with the direct transmission scenario [15] [30] [66]. We point out that the BEP expression in (2.29) can be written as a function of $\alpha, \beta, m, r$ and $\mathcal{P}$ where:

$$
\begin{equation*}
P^{\mathrm{Id}}(e) \equiv f(\alpha, \beta, m, r, \mathcal{P}), \quad \mathcal{P}=\mathcal{P}_{1}+\mathcal{P}_{2}, \quad r=\frac{\mathcal{P}_{1}}{\mathcal{P}} \tag{2.103}
\end{equation*}
$$

Figure 2.4 shows the lower bound expression (2.29) against $P / N_{0}$ for $m=4,10,20$ and 40 where $m$ is the frame length. Parameters $\alpha, \beta$ and $r=\mathcal{P}_{1} / P$ are set to $0.10,0.10$ and 0.61 respectively. For this figure, all channels are assumed to have unit variance.

Figure 2.5 shows the lower bound expression (2.29) versus both $\alpha$ and $\beta$ for $m=4$, $r=\mathcal{P}_{1} / \mathcal{P}=0.61$. Figure 2.6 shows the lower bound expression (2.29) versus $r$ for $\alpha=\beta=0.30$ and different frame lengths.

Figure 2.7 shows the BEP of an Agnostic System based on the Monte-Carlo simulation in comparison with the lower bound expression (2.29) against $P / N_{0}$ for $\alpha=\beta=0.30, r=0.81$ and $m=40$. Matlab was used for Monte-Carlo simulation, and $10^{8}$ transmitted BPSK symbols were generated in order to estimate the BEP. The node-to-node channels are modelled by


Figure 2.5: BEP against $\alpha$ and $\beta$ for $r=\mathcal{P}_{1} / \mathcal{P}=0.61$ and $m=4$
zero mean independent Gaussian random variables. For this figure, in both Ideal and Ag nostic Systems, variances of source-relay, source-destination and relay-destination channels are set to 1,1 , and 0.05 , respectively. As for the forwarding policy in the Agnostic System, for this simulation we chose the policy of forwarding all symbols detected by the relay. As for the destination's symbol detection rule, we chose maximum ratio combining (MRC). As this figure shows, the lower bound (2.29) is very tight for this Agnostic System. In order to numerically compare the BEP of this Agnostic System and the BEP of the Ideal System (2.29), we defined error percentage as the ratio $100 \times\left(\mathrm{BEP}_{\text {Agnostic }}-\mathrm{BEP}_{\text {Ideal }}\right) / \mathrm{BEP}_{\text {Agnostic }}$. The error percentage at $P / N_{0}=5 \mathrm{~dB}, 10 \mathrm{~dB}, 15 \mathrm{~dB}, 20 \mathrm{~dB}$ and 25 dB turns out to be 4.11, $2.87,1.93,1.44$, and 4.26 , respectively. These results indicate that there is a slight difference between the values of the BEP of the Ideal System and the BEP of the Agnostic System.

In Table 2.1, the optimum values for $\alpha, \beta$ and $r$ for $\mathrm{m}=4,10,20,40$ and 80 under different SNRs are tabulated. In order to optimally allocate power to training and data transmission phases so that (2.29) is minimized, one can solve the following optimization


Figure 2.6: BEP against $r=\mathcal{P}_{1} / \mathcal{P}$ for $\alpha=\beta=0.3$ and different frame lengths problem:

$$
\begin{align*}
& \quad\left(\alpha_{\text {opt } t}, \beta_{\text {opt }}, r_{\text {opt }}\right)=\arg \min _{\alpha, \beta, r} f(\alpha, \beta, m, r, \mathcal{P}), \\
& \text { subject to }: 0 \leq \alpha \leq 1,0 \leq \beta \leq 1,0 \leq \mathrm{r} \leq 1 \tag{2.104}
\end{align*}
$$

We evaluated the lower bound expression (2.29) for sampled values of $\alpha, \beta$ and $r$ with a sampling interval of 0.01 for each SNR and searched for the values of $\alpha, \beta$ and $r$ that minimizes the lower bound expression.

### 2.10 Summary and Discussions

This chapter was motivated by our desire to extend rigorous theoretical analysis of decode-and-forward (DF) cooperative communication systems to the models that consider practical implementability more than we typically find in the literature. We used system models that address imperfect channel gain information at the receivers. Also, in our system modelling,

Table 2.1: Results of optimization for $\mathrm{m}=10,20,40$, and 80 for different values of $\mathcal{P} / N_{0}$

|  |  | $\mathrm{m}=10$ | $\mathrm{~m}=20$ | $\mathrm{~m}=40$ | $\mathrm{~m}=80$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{P} / \mathrm{N}_{0}=10 \mathrm{~dB}$ | $r_{\text {opt }}$ | 0.61 | 0.61 | 0.61 | 0.61 |
|  | $\alpha_{\text {opt }}$ | 0.26 | 0.20 | 0.14 | 0.11 |
|  | $\beta_{\text {opt }}$ | 0.27 | 0.20 | 0.14 | 0.11 |
|  | BEP | $1.61 \times 10^{-2}$ | $1.33 \times 10^{-2}$ | $1.13 \times 10^{-2}$ | $9.9 \times 10^{-3}$ |
| $/ \mathrm{N}_{0}=15 \mathrm{~dB}$ | $r_{\text {opt }}$ | 0.60 | 0.60 | 0.60 | 0.60 |
|  | $\alpha_{\text {opt }}$ | 0.25 | 0.19 | 0.14 | 0.10 |
|  | $\beta_{\text {opt }}$ | 0.26 | 0.19 | 0.14 | 0.10 |
|  | BEP | $2.1 \times 10^{-3}$ | $1.7 \times 10^{-3}$ | $1.4 \times 10^{-3}$ | $1.3 \times 10^{-3}$ |
|  | $r_{\text {opt }}$ | 0.59 | 0.59 | 0.59 | 0.59 |
|  | $\alpha_{\text {opt }}$ | 0.25 | 0.19 | 0.14 | 0.10 |
|  | $\beta_{\text {opt }}$ | 0.25 | 0.19 | 0.14 | 0.10 |
|  | BEP | $2.3355 \times 10^{-4}$ | $1.8860 \times 10^{-4}$ | $1.5782 \times 10^{-4}$ | $1.3711 \times 10^{-4}$ |
| $\mathcal{P} / \mathrm{N}_{0}=30 \mathrm{~dB}$ | $r_{\text {opt }}$ | 0.59 | 0.59 | 0.59 | 0.59 |
|  | $\alpha_{\text {opt }}$ | 0.25 | 0.19 | 0.14 | 0.10 |
|  | $\beta_{\text {opt }}$ | 0.25 | 0.19 | 0.14 | 0.10 |
|  | BEP | $2.4088 \times 10^{-5}$ | $1.9419 \times 10^{-5}$ | $1.6228 \times 10^{-5}$ | $1.4083 \times 10^{-5}$ |
|  | $r_{\text {opt }}$ | 0.59 | 0.59 | 0.59 | 0.59 |
|  | $\alpha_{\text {opt }}$ | 0.25 | 0.19 | 0.14 | 0.10 |
|  | BEP | $2.4327 \times 10^{-6}$ | $1.9601 \times 10^{-6}$ | $1.6373 \times 10^{-6}$ | $1.4204 \times 10^{-6}$ |



Figure 2.7: BEP against $P / N_{0}$ for $\alpha=\beta=0.30, r=\mathcal{P}_{1} / P=0.81$ and $m=40$
we considered different levels of practical implementability in terms of the relay's and destination's knowledge of detection error and symbol forwarding decisions; we classified singleantenna, three-node, uncoded, fixed-throughput DF cooperative communication systems to i) Ideal, ii) Relay-Agnostic, and iii) Agnostic Systems. Then, we derived a closed-form expression of the BEP for the "Ideal System." We proved that this closed-form expression serves as a lower bound on the BEP performance of all systems that are classified as the "Relay-Agnostic System" or the "Agnostic System." Furthermore, we showed that the BEP performance of the "Relay-Agnostic System" is a lower bound on the BEP performance of the "Agnostic System."

The quantitative difference between the lower bound (2.29) and the BEP of a system in the class of the "Relay-Agnostic System" or the "Agnostic System" depends on the destination's detection scheme and also on the relay's forwarding policy employed by the system. We find that the lower bound (2.29) derived in this chapter is a good approximation for a system that employs a reasonably good relaying policy and detection scheme. For example,
we compared bound (2.29) and the BEP of the system introduced in [30], which employs a sub-optimal detection scheme implementable at the destination node. We found that the BEP-vs-SNR curve of this system is very close to that of (2.29).

The "Ideal System", which has BEP (2.29), has a modelling assumption that the relay is perfectly capable of diagnosing whether there has been an error in the detection of the binary symbol transmitted by the source. Under this ideal assumption, in the case of the BPSK system one might think of another fictitious system, in which the relay simply corrects the wrongly detected bit by flipping it and always forwards a correct bit to the destination. It can be easily shown that the BEP of this fictitious system is a lower bound on the BEP of the "Ideal System" (and thus a lower bound on the BEP of the "Agnostic System") discussed in this chapter. We note that the "Ideal System" presented in this chapter provides a tighter lower bound on the BEP performance of the "Agnostic System."

## Chapter 3

## Design and Analysis of Symbol Detection Schemes for SDF Networks in the Presence of CEE

### 3.1 Objective

In chapter 2, we studied three system models for the SDF relay-assisted communication system in the presence of channel estimation error. In the present chapter, we study yet another model, which we term as Destination Agnostic System. With this fourth model, we focus on the issue of signal detection at the destination. In particular, we present a novel signal detection scheme in the presence of channel estimation error for the SDF protocol. Simulation results are presented to show that the presented signal detection scheme results in a good performance.

### 3.2 System model and contribution

In chapter 2, we defined Ideal, Relay-Agnostic, and Agnostic Systems. For the Ideal System we assumed that the relay node perfectly knows whether a particular symbol has been detected correctly or not, and the destination node knows whether the relay has forwarded a particular symbol or not. For the Relay-Agnostic System we assumed that the relay node does not necessarily know whether the symbol has been detected correctly or not, but the
destination node perfectly knows whether the relay has forwarded the detected symbol or not. For the Agnostic System we assumed that the relay node does not necessarily know whether the symbol has been detected correctly or not, and the destination node does not know whether the relay has forwarded the detected symbol or not. In this chapter, we term another system as Destination Agnostic System, in which the relay node perfectly knows whether a symbol has been detected correctly or not, but the destination node does not know whether the relay has forwarded a particular symbol or not. We also assume that in the Destination Agnostic System, if the relay correctly detects the received symbol, then the relay will forward it to the destination in the second time slot; otherwise, the relay will remain silent. In this chapter, we will discuss the issue of optimally detecting data symbols at the destination in the Destination Agnostic System. For simplicity, we assume that all the channel gains have the same variance (i.e., $\sigma_{h_{s d}}^{2}=\sigma_{h_{s r}}^{2}=\sigma_{h_{r d}}^{2}=\sigma_{h}^{2}$ ).

We first analyze the optimal signal detection and its complexity in section 3.3. In Sections 3.4, we introduce our suboptimal symbol detection schemes. Performance evaluation is presented in Section 3.5, followed by conclusion and future work in Section 3.6.

### 3.3 Optimal Signal Detection and Complexity

### 3.3.1 Optimal detection of symbols in a block

In this section, for theoretical perspective we study the optimal symbol detection rule in the presence of channel estimation error using MMSE channel estimator. It will become apparent that the optimal symbol detection at the destination node has high computational complexity, and we will present computationally efficient and well-performing suboptimal detection schemes in the next section.

As mentioned in (2.12), the received signals at the destination during two time slots can be written as:

$$
\begin{align*}
& y_{s d}^{i}=\sqrt{\mathcal{P}_{s}} \hat{h}_{s d} x_{i}+\sqrt{\mathcal{P}_{s}} e_{s d} x_{i}+n_{s d}^{i}, \\
& y_{r d}^{i}=\theta_{i} \sqrt{\mathcal{P}_{r}} \hat{h}_{r d} x_{i}+\theta_{i} \sqrt{\mathcal{P}_{r}} e_{r d} x_{i}+n_{r d}^{i}, \tag{3.1}
\end{align*}
$$

where $i=1,2, \ldots, m-1$ and $\theta_{i} \in\{0,1\}$. Assuming that the transmitted symbol has equal a priori probability, the maximum a posteriori (MAP) detection is reduced to the maximum likelihood (ML) detection. Signals available at the destination are pilot signals received ( $y_{s d}^{t}$,
$\left.y_{r d}^{t}\right)$ and data signal vectors received $\left(\mathbf{y}_{s d}=\left[y_{s d}^{1} y_{s d}^{2} \ldots y_{s d}^{m-1}\right], \mathbf{y}_{r d}=\left[y_{r d}^{1} y_{r d}^{2} \ldots y_{r d}^{m-1}\right]\right)$. ML detection of $\mathbf{x}=\left[x_{1} x_{2} \ldots x_{m-1}\right]$ can be obtained at the receiver as:

$$
\begin{align*}
\hat{\mathbf{x}} & =\arg \max _{\mathbf{x}}\left\{p\left(y_{s d}^{t}, y_{r d}^{t}, \mathbf{y}_{s d}, \mathbf{y}_{r d} \mid \mathbf{x}\right)\right\} \\
& =\arg \max _{\mathbf{x}}\left\{p\left(y_{s d}^{t}, y_{r d}^{t} \mid \mathbf{x}\right) \times p\left(\mathbf{y}_{s d}, \mathbf{y}_{r d} \mid \mathbf{x}, y_{s d}^{t}, y_{r d}^{t}\right)\right\} \tag{3.2}
\end{align*}
$$

where $\hat{\mathbf{x}}=\left[\begin{array}{lll}\hat{x}_{1} & \hat{x}_{2} \ldots \hat{x}_{m-1}\end{array}\right]$. Since $y_{s d}^{t}$ and $y_{r d}^{t}$ are independent from data sequences $x_{1}, x_{2}$, ... , $x_{m-1}, 3.2$ can be written as:

$$
\begin{align*}
\hat{\mathbf{x}} & =\arg \max _{\mathbf{x}}\left\{p\left(y_{s d}^{t}, y_{r d}^{t}\right) \times p\left(\mathbf{y}_{s d}, \mathbf{y}_{r d} \mid \mathbf{x}, y_{s d}^{t}, y_{r d}^{t}\right)\right\} \\
& =\arg \max _{\mathbf{x}}\left\{p\left(\mathbf{y}_{s d}, \mathbf{y}_{r d} \mid \mathbf{x}, y_{s d}^{t}, y_{r d}^{t}\right)\right\} . \tag{3.3}
\end{align*}
$$

As shown in MMSE channel estimator, $\hat{h}_{s d}$ and $\hat{h}_{r d}$ are one-to-one functions of $y_{s d}^{t}$ and $y_{r d}^{t}$, respectively, so in (3.3), $y_{s d}^{t}$ and $y_{r d}^{t}$ can be replaced by $\hat{h}_{s d}$ and $\hat{h}_{r d}$ and we can write

$$
\begin{equation*}
\hat{\mathbf{x}}=\arg \max _{\mathbf{x}}\left\{p\left(\mathbf{y}_{s d}, \mathbf{y}_{r d} \mid \mathbf{x}, \hat{h}_{s d}, \hat{h}_{r d}\right)\right\} . \tag{3.4}
\end{equation*}
$$

Probability density function of the received signals from the relay (i.e., $p\left(\mathbf{y}_{r d}\right)$ ) depends on $\theta_{i}$. We can therefore rewrite (3.4) as in the following:

$$
\begin{gather*}
\hat{\mathbf{x}}=\arg \max _{\mathbf{x}}\left\{\sum_{\xi_{1}=0}^{1} \sum_{\xi_{2}=0}^{1} \ldots \sum_{\xi_{m-1}=0}^{1} p\left(\mathbf{y}_{s d}, \mathbf{y}_{r d} \mid \mathbf{x}, \hat{h}_{s d}, \hat{h}_{r d}, \theta_{1}=\xi_{1}, \theta_{2}=\xi_{2}, \ldots, \theta_{m-1}=\xi_{m-1}\right)\right. \\
\left.\quad \times \operatorname{Prg} \max _{\mathbf{x}}\left\{\theta_{1}=\xi_{1}, \theta_{2}=\xi_{2}, \ldots, \theta_{m-1}=\xi_{m-1} \mid \mathbf{x}, \hat{h}_{s d}, \hat{h}_{r d}\right)\right\} \\
\sum_{\xi_{1}=0}^{1} \ldots \sum_{\xi_{2}=0}^{1} p\left(\mathbf{y}_{s d}, \mathbf{y}_{r d} \mid \mathbf{x}, \hat{h}_{s d}, \hat{h}_{r d}, \theta_{1}=\xi_{1}, \theta_{2}=\xi_{2}, \ldots, \theta_{m-1}=\xi_{m-1}\right) \\
 \tag{3.5}\\
\left.\times P\left(\theta_{1}=\xi_{1}, \theta_{2}=\xi_{2}, \ldots, \theta_{m-1}=\xi_{m-1}\right)\right\} .
\end{gather*}
$$

where the last equality in (3.5) comes from the fact that the relay node's decision for sending or not sending a particular symbol, does not depend on the estimated channel gains ( $\hat{h}_{s d}$, $\hat{h}_{r d}$ ) and also transmitted data signal vector ( $\mathbf{x}$ ). We note that detection based on (3.5) has unmanageable computational complexity because the number of hypotheses to choose from is $2^{m-1}$. In this chapter, we consider a simpler detection, which is discussed in the next subsection.

### 3.3.2 Symbol-by-symbol detection

We consider a method in which the symbols are detected individually (i.e., in a symbol-bysymbol fashion); the symbol-by-symbol detection requires much less computation than the block detection. Detection rule can be written as in the following:

$$
\begin{align*}
& \hat{x}=\arg \max _{x \in\{-1,+1\}}\left\{p\left(y_{s d}, y_{r d} \mid x, \hat{h}_{s d}, \hat{h}_{r d}, \theta=0\right) P(\theta=0)\right. \\
&\left.\quad+p\left(y_{s d}, y_{r d} \mid x, \hat{h}_{s d}, \hat{h}_{r d}, \theta=1\right) P(\theta=1)\right\} . \tag{3.6}
\end{align*}
$$

We denote by $P_{e}^{R}$, the probability that the relay detects the symbol with error and can be obtained as follows [35]:

$$
\begin{equation*}
P_{e}^{R}=\frac{1}{2}\left(1-\sqrt{\frac{A_{1}}{A_{1}+\lambda_{s r}}}\right), \tag{3.7}
\end{equation*}
$$

where $A_{1}=\frac{\mathcal{P}_{s}}{\mathcal{P}_{s} \sigma_{e s r}^{2}+N_{0}}$ and $\lambda_{s r}=\frac{\alpha \mathcal{P}_{1} \sigma_{h}^{2}+N_{0}}{\alpha \mathcal{P}_{1} \sigma_{h}^{4}}$. By using (3.1), conditioned on the estimated channel gains ( $\hat{h}_{s d}$ and $\hat{h}_{r d}$ ), transmitted symbol $(x)$ and $\theta$, it can be easily seen that $y_{s d}$ and $y_{r d}$ are two independent complex Gaussian random variables with means $\sqrt{\mathcal{P}_{s}} \hat{h}_{s d} x$, $\theta \sqrt{\mathcal{P}_{r}} \hat{h}_{r d} x$ and variances $\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}, \theta \mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}$, respectively. The decision rule becomes as follows:

$$
\begin{align*}
& \hat{x}=\underset{x \in\{-1,+1\}}{\arg } \max _{x}\left\{\frac{1}{\pi\left(\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}\right)} e^{\frac{-\left|y_{s d}-\sqrt{\mathcal{P}_{s}} \hat{h}_{s d} x\right|^{2}}{\mathcal{P}_{s} \sigma_{e s d}^{2}+N_{0}}} \cdot \frac{1}{\pi N_{0}} e^{\frac{-\left|y_{s d}\right|^{2}}{N_{0}}} \cdot P_{e}^{R}\right. \\
& \left.+\frac{1}{\pi\left(\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}\right)} e^{\frac{-\left|y_{s d}-\sqrt{\mathcal{P}_{s}} \hat{s}_{s d} x\right|^{2}}{\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}}} \cdot \frac{1}{\pi\left(\mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}\right)} e^{\frac{-\left|y_{r d}-\sqrt{\mathcal{P}_{r}} \hat{h}_{r d} x\right|^{2}}{\mathcal{P}_{r} \sigma_{r d}^{2}+N_{0}}} \cdot\left[1-P_{e}^{R}\right]\right\} \\
& =\underset{x \in\{-1,+1\}}{\arg \max e^{\frac{-\left|y_{s d}-\sqrt{\mathcal{P}_{s}} \hat{h}_{s d} x\right|^{2}}{\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}}} \cdot\left(\frac{1}{N_{0}} e^{\frac{-\left|y_{r d}\right|^{2}}{N_{0}}} \cdot P_{e}^{R}+\frac{1}{\mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}} e^{\frac{-\left|y_{r d}-\sqrt{\mathcal{P}_{r}} \hat{h}_{r d} x\right|^{2}}{\mathcal{P}_{r} \sigma_{r d}^{2}+N_{0}}} \cdot\left[1-P_{e}^{R}\right]\right) . . . . . . . . ~} \tag{3.8}
\end{align*}
$$

Signal detection based on (3.8) has high computational complexity. In the next section, we introduce two sub-optimal signal detection schemes which have much less complexity in comparison with the optimal signal detection scheme (Eq. 3.8).

### 3.4 Computationally Efficient and Well Performing Suboptimal Symbol Detection

In this section, we present computationally efficient suboptimal symbol detection schemes. We will later show that these schemes have BEP performances close to the optimal detection. It will be shown in subsection 3.4.3 that if the destination knew without error whether the relay is sending data or not, (i.e., spectrum sensing), the optimal signal detection at the destination would have much less complexity than in the case in which the destination does not know for sure whether the relay has forwarded the symbol or not. We first discuss in subsections 3.4.1 and 3.4.2 how the destination node guesses whether the relay has forwarded the symbol, and in subsection 3.4.3 we present the symbol detection scheme.

### 3.4.1 Optimal detection of $\theta$

The destination node has information $y_{s d}, y_{r d}, \hat{h}_{s d}, \hat{h}_{r d}$, and the optimal detection of $\theta$ (whether the relay node has forwarded the symbol) is

$$
\begin{align*}
\hat{\theta} & =\arg \max _{\theta \in\{0,1\}}\left\{p\left(\theta \mid y_{s d}, y_{r d}, \hat{h}_{s d}, \hat{h}_{r d}\right)\right\}=\arg \max _{\theta \in\{0,1\}}\left\{p\left(y_{s d}, y_{r d} \mid \theta, \hat{h}_{s d}, \hat{h}_{r d}\right) p\left(\theta, \hat{h}_{s d}, \hat{h}_{r d}\right)\right\} \\
& =\arg \max _{\theta \in\{0,1\}}\left\{p\left(y_{s d}, y_{r d} \mid \theta, \hat{h}_{s d}, \hat{h}_{r d}\right) p\left(\hat{h}_{s d}, \hat{h}_{r d}\right) \times p\left(\theta \mid \hat{h}_{s d}, \hat{h}_{r d}\right)\right\} \\
& =\arg \max _{\theta \in\{0,1\}}\left\{p\left(y_{s d}, y_{r d} \mid \theta, \hat{h}_{s d}, \hat{h}_{r d}\right) p(\theta)\right\}, \tag{3.9}
\end{align*}
$$

where the last equality is due to the fact that $\theta$ is statistically independent from $\left(\hat{h}_{s d}, \hat{h}_{r d}\right)$ since the relay node's decision to forward the symbol or not depends on $y_{s r}$ in (2.1) and $y_{s r}^{t}$ in (2.6), and these random variables are independent of $\left(\hat{h}_{s d}, \hat{h}_{r d}\right)$. From (3.9) follows:

$$
\begin{align*}
\hat{\theta}=\arg \max _{\theta \in\{0,1\}}\{ & p\left(y_{s d}, y_{r d} \mid \theta, \hat{h}_{s d}, \hat{h}_{r d}, x=+1\right) P\left(x=+1 \mid \theta, \hat{h}_{s d}, \hat{h}_{r d}\right) \\
& \left.+p\left(y_{s d}, y_{r d} \mid \theta, \hat{h}_{s d}, \hat{h}_{r d}, x=-1\right) P\left(x=-1 \mid \theta, \hat{h}_{s d}, \hat{h}_{r d}\right)\right\} p(\theta) . \tag{3.10}
\end{align*}
$$

As for $P\left(x=+1 \mid \theta, \hat{h}_{s d}, \hat{h}_{r d}\right)$ and $P\left(x=-1 \mid \theta, \hat{h}_{s d}, \hat{h}_{r d}\right)$ in (3.10), the source's data symbol $x$ is obviously independent of the channel gains ( $h_{s d}, h_{r d}$ ) and the channel estimation errors based on the pilot symbols. Also, in view of $2.12, \theta$ is statistically independent of $x$.

Therefore from (3.10) follows:

$$
\begin{align*}
& \hat{\theta}=\arg \max _{\theta \in\{0,1\}}\left\{p\left(y_{s d}, y_{r d} \mid \theta, \hat{h}_{s d}, \hat{h}_{r d}, x=+1\right)\right. \\
& \left.\quad+p\left(y_{s d}, y_{r d} \mid \theta, \hat{h}_{s d}, \hat{h}_{r d}, x=-1\right)\right\} p(\theta) . \tag{3.11}
\end{align*}
$$

MAP detection of $\theta$ results in

$$
\hat{\theta}=\left\{\begin{array}{lr}
0 & \text { if } \Lambda_{0}>\Lambda_{1}  \tag{3.12}\\
1 & \text { otherwise }
\end{array}\right.
$$

where $\Lambda_{0}$ and $\Lambda_{1}$ are as follows:

$$
\begin{align*}
& \Lambda_{0}=\left[p\left(y_{s d}, y_{r d} \mid \theta=0, \hat{h}_{s d}, \hat{h}_{r d}, x=+1\right)+p\left(y_{s d}, y_{r d} \mid \theta=0, \hat{h}_{s d}, \hat{h}_{r d}, x=-1\right)\right] \times P(\theta=0) \\
& =\frac{1}{\pi\left(\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}\right)}\left[e^{\frac{-\left|y_{s d}-\sqrt{\mathcal{P}_{s}} \hat{h}_{s d}\right|^{2}}{\mathcal{P}_{s} \sigma_{e_{s d}}+N_{0}}}+e^{\frac{-\left|y_{s d}+\sqrt{\mathcal{D}} \hat{\mathcal{P}}_{s} \hat{h}_{s}\right|^{2}}{\mathcal{P}_{s} \sigma_{e s d}+N_{0}}}\right] \times \frac{1}{\pi N_{0}} e^{\frac{-\left|y_{r d}\right|^{2}}{N_{0}}} \cdot P_{e}^{R},  \tag{3.13}\\
& \Lambda_{1}=\left[p\left(y_{s d}, y_{r d} \mid \theta=1, \hat{h}_{s d}, \hat{h}_{r d}, x=+1\right)+p\left(y_{s d}, y_{r d} \mid \theta=1, \hat{h}_{s d}, \hat{h}_{r d}, x=-1\right)\right] \times P(\theta=1) \\
& =\frac{1}{\pi\left(\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}\right)} \frac{1}{\pi\left(\mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}\right)}\left[e^{\frac{-\left|y_{s d}-\sqrt{\mathcal{P}_{s}} \hat{h}_{s d}\right|^{2}}{\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}}} \cdot e^{\frac{-\left|y_{r d}-\sqrt{\mathcal{P}_{r}} \hat{h}_{r d}\right|^{2}}{\mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}}}\right. \\
& \left.+e^{\frac{-\left|y_{s d}+\sqrt{\mathcal{P}_{h}} \hat{h}_{s d}\right|^{2}}{\mathcal{P}_{s} \sigma_{e_{s d}}+N_{0}}} \cdot e^{\frac{-\left|y_{r d}+\sqrt{\mathcal{P}_{r}} \hat{h}_{r d}\right|^{2}}{\mathcal{P}_{r} \sigma_{e_{r d}}+N_{0}}}\right] \times\left(1-P_{e}^{R}\right) . \tag{3.14}
\end{align*}
$$

Optimal spectrum detection based on (3.12) has still high computational complexity. In the next subsection, we present two sub-optimal detection rules for spectrum sensing.

### 3.4.2 Sub-optimal detection of $\theta$

In the following, we present two sub-optimal schemes, which are computationally less burdensome than optimal scheme (3.12), for detecting $\theta$. The two sub-optimal schemes to be shortly presented do not use the whole information of $\left(y_{s d}, y_{r d}, \hat{h}_{s d}, \hat{h}_{r d}\right)$. Another basic feature of these two suboptimal schemes is to perform ternary hypothesis test on the values of $x^{\prime}=\theta x \in\{-1,0,1\}$ instead of binary hypothesis test on $\theta \in\{0,1\}$. By performing the ternary hypothesis test, one can avoid the computation of exponential functions and their addition in (3.13) and (3.14) at the expense of giving up optimality. By denoting $\theta x=x^{\prime}$, the received signal at the second time slot $\left(y_{r d}\right)$ can be rewritten as:

$$
\begin{equation*}
y_{r d}=\sqrt{\mathcal{P}_{r}} x^{\prime} \hat{h}_{r d}+\sqrt{\mathcal{P}_{r}} x^{\prime} e_{r d}+n_{r d}, \tag{3.15}
\end{equation*}
$$

where $x^{\prime} \in\{-1,0,+1\}$ performs a ternary signal modulation.
Scheme I: In this scheme, first, a primary detection of the transmitted data symbol, $x$, is performed at the destination based on the received signal in the first time slot. We first consider the case in which $\hat{\hat{x}}=+1$ where $\hat{\hat{x}}$ is the estimate of $x$ based on $y_{s d}$ in (2.2). We denote by $P_{e}^{\prime}$, the probability that the destination's detection from the signal received at first time slot is in error (i.e., $P_{e}^{\prime}=P(\hat{\hat{x}} \neq x)$ ). By using the results of [35], $P_{e}^{\prime}$ can be obtained as in the following:

$$
\begin{equation*}
P_{e}^{\prime}=\frac{1}{2}\left(1-\sqrt{\frac{A_{2}}{A_{2}+\lambda_{s d}}}\right), \tag{3.16}
\end{equation*}
$$

where $A_{2}=\frac{\mathcal{P}_{s}}{\mathcal{P}_{s} \sigma_{e_{s d}}^{s}+N_{0}}$ and $\lambda_{s d}=\frac{\alpha \mathcal{P}_{1} \sigma_{h}^{2}+N_{0}}{\alpha \mathcal{P}_{1} \sigma_{h}^{4}}$. Using $y_{r d}, \hat{h}_{r d}$ and $\hat{\hat{x}}=+1$ as the observations, the MAP detection of $x^{\prime}$ yields,

$$
\begin{align*}
\hat{x}^{\prime} & =\arg \max _{x^{\prime}}\left\{p\left(x^{\prime} \mid y_{r d}, \hat{h}_{r d}, \hat{\hat{x}}=+1\right)\right\} \\
& =\arg \max _{x^{\prime}}\left\{P\left(\hat{\hat{x}}=+1, y_{r d} \mid \hat{h}_{r d}, x^{\prime}\right) \cdot p\left(\hat{h}_{r d}, x^{\prime}\right)\right\} . \tag{3.17}
\end{align*}
$$

Due the fact that $x^{\prime}$ and $\hat{h}_{r d}$ are independent, we have:

$$
\begin{equation*}
\hat{x}^{\prime}=\arg \max _{x^{\prime}}\left\{P\left(\hat{\hat{x}}=+1 \mid \hat{h}_{r d}, x^{\prime}\right) \cdot p\left(y_{r d} \mid \hat{h}_{r d}, \hat{\hat{x}}=+1, x^{\prime}\right) \times p\left(\hat{h}_{r d}\right) p\left(x^{\prime}\right)\right\} . \tag{3.18}
\end{equation*}
$$

Since $P\left(\hat{\hat{x}}=+1 \mid \hat{h}_{r d}, x^{\prime}\right)=P\left(\hat{\hat{x}}=+1 \mid x^{\prime}\right)$, the detection rule can be simplified to

$$
\begin{equation*}
\hat{x^{\prime}}=\arg \max _{x^{\prime}}\left\{P\left(\hat{\hat{x}}=+1 \mid x^{\prime}\right) \cdot p\left(y_{r d} \mid \hat{h}_{r d}, \hat{\hat{x}}=+1, x^{\prime}\right) \cdot p\left(x^{\prime}\right)\right\} . \tag{3.19}
\end{equation*}
$$

From (3.15), it can be easily seen that given $x^{\prime}$ and $\hat{h}_{r d}$, the received signal at the second time slot $\left(y_{r d}\right)$ and $\hat{\hat{x}}=+1$ are independent. We can therefore simplify (3.19) as:

$$
\begin{equation*}
\hat{x}^{\prime}=\arg \max _{x^{\prime}}\left\{p\left(y_{r d} \mid \hat{h}_{r d}, x^{\prime}\right) \cdot P\left(\hat{\hat{x}}=+1 \mid x^{\prime}\right) \cdot p\left(x^{\prime}\right)\right\} . \tag{3.20}
\end{equation*}
$$

We define $\Lambda_{i}^{\prime}$ as:

$$
\begin{equation*}
\Lambda_{i}^{\prime}=p\left(y_{r d} \mid \hat{h}_{r d}, x^{\prime}=i\right) \cdot P\left(\hat{\hat{x}}=+1 \mid x^{\prime}=i\right) \cdot P\left(x^{\prime}=i\right), \tag{3.21}
\end{equation*}
$$

where $i \in\{-1,0,+1\}$. If $\Lambda_{0}^{\prime}>\Lambda_{-1}^{\prime}$ and $\Lambda_{0}^{\prime}>\Lambda_{+1}^{\prime}, x^{\prime}=0$ is chosen. Since $x^{\prime}=0$ implies that $\theta=0$, we formulate detection of $\theta$ as in the following:

$$
\hat{\theta}= \begin{cases}0 & \text { if } \Lambda_{0}^{\prime}>\max \left\{\Lambda_{-1}^{\prime}, \Lambda_{+1}^{\prime}\right\}  \tag{3.22}\\ 1 & \text { otherwise }\end{cases}
$$

Conditioned on the estimated relay-destination channel gain $\left(\hat{h}_{r d}\right)$ and transmitted symbol $\left(x^{\prime}\right)$, $y_{r d}$ is a complex Gaussian random variable with mean $\sqrt{\mathcal{P}_{r}} \hat{h}_{r d} x^{\prime}$ and variance $\mathcal{P}_{r} \sigma_{e_{r d}}^{2}\left|x^{\prime}\right|+N_{0}$. By using the following equalities (proof in appendix B):

$$
\begin{gather*}
P\left(\hat{\hat{x}}=+1 \mid x^{\prime}=+1\right) P\left(x^{\prime}=+1\right)=\left(1-P_{e}^{\prime}\right)\left(1-P_{e}^{R}\right)\left(\frac{1}{2}\right),  \tag{3.23}\\
P\left(\hat{\hat{x}}=+1 \mid x^{\prime}=0\right) P\left(x^{\prime}=0\right)=\frac{1}{2} P_{e}^{R} \tag{3.24}
\end{gather*}
$$

and,

$$
\begin{equation*}
P\left(\hat{\hat{x}}=+1 \mid x^{\prime}=-1\right) P\left(x^{\prime}=-1\right)=P_{e}^{\prime}\left(1-P_{e}^{R}\right)\left(\frac{1}{2}\right) \tag{3.25}
\end{equation*}
$$

and in accordance with (3.22), $\hat{\theta}=0$ is chosen at the destination if

$$
\begin{equation*}
\underbrace{\frac{1}{2} \frac{P_{e}^{R}}{\pi \sigma_{0}^{2}} e^{-\frac{\left|y_{r d}\right|^{2}}{\sigma_{0}^{2}}}>\underbrace{\frac{1}{2} \frac{\left(1-P_{e}^{R}\right)\left(1-P_{e}^{\prime}\right)}{\pi \sigma_{1}^{2}} e^{-\frac{\left|y_{r d}-\sqrt{\mathcal{T}_{P}} \hat{h}_{r d}\right|^{2}}{\sigma_{1}^{2}}}}_{\Lambda_{+1}^{\prime}}, .,{ }^{\frac{1}{2}}}_{\Lambda_{0}^{\prime}} \tag{3.26}
\end{equation*}
$$

and,
where $\sigma_{1}^{2}=\mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}$ and $\sigma_{0}^{2}=N_{0}$. From (3.26) and (3.27), decision rule (3.22) can be simplified as:

$$
\hat{\theta}= \begin{cases}0 & \left|2 \sqrt{\mathcal{P}_{r}} \operatorname{Re}\left\{y_{r d} \hat{h}_{r d}^{*}\right\}-T_{1}\right|<T_{2}  \tag{3.28}\\ 1 & \text { otherwise }\end{cases}
$$

where $T_{1}$ and $T_{2}$ are as follows:

$$
\begin{align*}
& T_{1}=\frac{1}{2} \sigma_{1}^{2} \ln \left(\frac{P_{e}^{\prime}}{1-P_{e}^{\prime}}\right), \\
& T_{2}=\mathcal{P}_{r}\left|\hat{h}_{r d}\right|^{2}-\left(\frac{\sigma_{1}^{2}-\sigma_{0}^{2}}{\sigma_{0}^{2}}\right)\left|y_{r d}\right|^{2}-\sigma_{1}^{2} \ln \left(\frac{\sigma_{0}^{2}\left(1-P_{e}^{R}\right) \sqrt{\left(1-P_{e}^{\prime}\right) P_{e}^{\prime}}}{\sigma_{1}^{2} P_{e}^{R}}\right) . \tag{3.29}
\end{align*}
$$

It can be simply shown that if $\hat{\hat{x}}=-1$, the detection of $\theta$ based on scheme $I$ becomes

$$
\hat{\theta}= \begin{cases}0 & \left|2 \sqrt{\mathcal{P}_{r}} \operatorname{Re}\left\{y_{r d} \hat{h}_{r d}^{*}\right\}+T_{1}\right|<T_{2}  \tag{3.30}\\ 1 & \text { otherwise }\end{cases}
$$

Scheme II: In this scheme, destination detects $\theta$ only based on the received signal at the second time slot, (i.e., $y_{r d}$ ). As in scheme $I$, the destination performs MAP detection for $x^{\prime}$ with the difference that it only considers $y_{r d}$ and $\hat{h}_{r d}$ as the observation. The MAP detection of $x^{\prime}$ becomes

$$
\begin{equation*}
\hat{x^{\prime}}=\arg \max _{x^{\prime}}\left\{p\left(x^{\prime} \mid y_{r d}, \hat{h}_{r d}\right)\right\}=\arg \max _{x^{\prime}}\left\{p\left(y_{r d} \mid x^{\prime}, \hat{h}_{r d}\right) p\left(x^{\prime}\right)\right\} . \tag{3.31}
\end{equation*}
$$

As in scheme $I$, we define $\Lambda_{i}^{\prime \prime}$ as:

$$
\begin{equation*}
\Lambda_{i}^{\prime \prime}=p\left(y_{r d} \mid \hat{h}_{r d}, x^{\prime}=i\right) \cdot P\left(x^{\prime}=i\right), \tag{3.32}
\end{equation*}
$$

where $i \in\{-1,0,+1\}$. If $\Lambda_{0}^{\prime \prime}>\Lambda_{-1}^{\prime \prime}$ and $\Lambda_{0}^{\prime \prime}>\Lambda_{+1}^{\prime \prime}, x^{\prime}=0$ is chosen. Since $x^{\prime}=0$ implies that $\theta=0$, we formulate detection of $\theta$ as in the following:

$$
\hat{\theta}= \begin{cases}0 & \text { if } \Lambda_{0}^{\prime \prime}>\max \left\{\Lambda_{-1}^{\prime \prime}, \Lambda_{+1}^{\prime \prime}\right\}  \tag{3.33}\\ 1 & \text { otherwise }\end{cases}
$$

We note that the detection based on scheme $I I$, can be obtained by scheme $I$, by replacing $P_{e}^{\prime}$ by $1 / 2$. In other words, the detection based on scheme $I I$ simply becomes

$$
\hat{\theta}= \begin{cases}0 & \left|2 \sqrt{\mathcal{P}_{r}} \operatorname{Re}\left\{y_{r d} \hat{h}_{r d}^{*}\right\}\right|<T_{2}^{\prime}  \tag{3.34}\\ 1 & \text { otherwise }\end{cases}
$$

where

$$
\begin{equation*}
T_{2}^{\prime}=\mathcal{P}_{r}\left|\hat{h}_{r d}\right|^{2}-\left(\frac{\sigma_{1}^{2}-\sigma_{0}^{2}}{\sigma_{0}^{2}}\right)\left|y_{r d}\right|^{2}-\sigma_{1}^{2} \ln \left(\frac{\sigma_{0}^{2}\left(1-P_{e}^{R}\right)}{2 \sigma_{1}^{2} P_{e}^{R}}\right) . \tag{3.35}
\end{equation*}
$$

Using the proposed spectrum sensing schemes in our symbol detection scheme at the destination, for the purpose of detecting the symbol $x$, first the destination detects $\theta$ and then treats the detected value of $\theta$ as the true $\theta$. It should be noted as there can be an error in $\theta$ detection, BEP performance of the system in which the destination perfectly knows $\theta$ differs from that of the system in which the destination treats the detected value of $\theta$ as the true value. However, our simulation results indicate that this difference, which is caused by possible detection error, is negligibly small. In the next subsection, we will study the symbol detection based on having the error-free value of $\theta$ at the destination. We show that having perfect knowledge of $\theta$ at the destination results in a simple signal detection scheme.

### 3.4.3 Optimal symbol-by-symbol detection conditional on $\theta$

In this section, we assume that destination knows $\theta$ perfectly; In other words, at each time slot, destination knows whether the relay is in transmission mode or not. Then, we derive the optimal signal detection rule. We point out that this system model is the same as the "Ideal System" introduced in chapter 2. With the destination knowing $\theta$, the optimal detection rule can be written as in the following:

$$
\begin{equation*}
\hat{x}=\arg \max _{x \in\{-1,+1\}}\left\{p\left(y_{s d}, y_{r d} \mid x, \hat{h}_{s d}, \hat{h}_{r d}, \theta\right)\right\} . \tag{3.36}
\end{equation*}
$$

By using (3.1), conditioned on the estimated channel gains ( $\hat{h}_{s d}$ and $\hat{h}_{r d}$ ), transmitted symbol $(x)$ and $\theta$, the decision rule becomes

$$
\begin{align*}
\hat{x} & =\arg \max _{x \in\{-1,+1\}}\left(\frac{1}{\pi\left(\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}\right)} e^{\frac{-\left|y_{s d}-\sqrt{\mathcal{P}_{\hat{s}}} \hat{h}_{s d} x\right|^{2}}{\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}}}\right. \\
& \left.\times \frac{1}{\pi\left(\theta \mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}\right)} e^{\frac{-\left|y_{r d}-\theta \sqrt{\mathcal{P}_{r}} \hat{h}_{r d} x\right|^{2}}{\theta \mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}}}\right) . \tag{3.37}
\end{align*}
$$

The decision rule can be written as:

$$
\begin{align*}
\hat{x} & =\arg \min _{x \in\{-1,+1\}}\left(\frac{\left|y_{s d}-\sqrt{\mathcal{P}_{s}} \hat{h}_{s d} x\right|^{2}}{\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}}+\frac{\left|y_{r d}-\theta \sqrt{\mathcal{P}_{r}} \hat{h}_{r d} x\right|^{2}}{\theta \mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}}\right) \\
& =\arg \min _{x \in\{-1,+1\}}\left(\frac{\left|y_{s d}\right|^{2}+\mathcal{P}_{s}\left|\hat{h}_{s d}\right|^{2}-2 \operatorname{Re}\left\{\sqrt{\mathcal{P}_{s}} y_{s d} \hat{h}_{s d}^{*} x\right\}}{\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}}\right. \\
& \left.+\frac{\left|y_{r d}\right|^{2}+\theta \mathcal{P}_{r}\left|\hat{h}_{r d}\right|^{2}-2 \operatorname{Re}\left\{\theta \sqrt{\mathcal{P}_{r}} y_{r d} \hat{h}_{r d}^{*} x\right\}}{\theta \mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}}\right) \\
& =\arg \max _{x \in\{-1,+1\}} \operatorname{Re}\left\{\left(\frac{\sqrt{\mathcal{P}_{s}}}{\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}} \hat{h}_{s d}^{*} y_{s d}+\frac{\theta \sqrt{\mathcal{P}_{r}}}{\mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}} \hat{h}_{r d}^{*} y_{r d}\right) x\right\} . \tag{3.38}
\end{align*}
$$

In order to implement this decision rule, we can use maximum ratio combining (MRC) which treats the estimated channels as true channels [39]:

$$
\begin{equation*}
y^{\mathrm{MRC}}=\frac{\sqrt{\mathcal{P}_{s}}}{\mathcal{P}_{s} \sigma_{e_{s d}}^{2}+N_{0}} \hat{h}_{s d}^{*} y_{s d}+\frac{\theta \sqrt{\mathcal{P}_{r}}}{\mathcal{P}_{r} \sigma_{e_{r d}}^{2}+N_{0}} \hat{h}_{r d}^{*} y_{r d} . \tag{3.39}
\end{equation*}
$$

### 3.5 Performance Evaluation

In the following system setup, we present Monte-Carlo simulation results to corroborate the theoretical analysis. The transmitted symbols are drawn from an BPSK constellation. The


Figure 3.1: BEP against $\mathcal{P} / N_{0}$ for different spectrum detection scenarios
node-to-node channel is assumed to be zero mean independent Gaussian random variable with unit variance. The variance of noise components is set to $N_{0}=1$. We assume that a fixed total power is distributed between the source and the relay such that $\mathcal{P}_{1}+\mathcal{P}_{2}=\mathcal{P}$. This power constraint is imposed to guarantee a fair performance comparison with the direct transmission scenario [65] [66].

We considered four different schemes for signal detection: optimal signal detections (i.e., Eq. (3.6)), sub-optimal signal detection (schemes I and II) and the Ideal System where destination perfectly knows $\theta$ (i.e., Eq. (3.36)). It can be shown that the following inequality holds for the BEP performance of three different detection schemes

$$
\begin{equation*}
\mathrm{P}_{\mathrm{e}}^{\text {sub-optimal }} \geq \mathrm{P}_{\mathrm{e}}^{\text {optimal }} \geq \mathrm{P}_{\mathrm{e}}^{\text {ideal }} . \tag{3.40}
\end{equation*}
$$

Since the optimal detection scheme has better performance in comparison with sub-optimal detection scheme, the first inequality can be easily concluded, and the second inequality is proved in Theorem 2.5.1. As simulation results show (Fig. 3.1), performances of sub-optimal scheme and ideal scheme are very close.

Figure 3.1 shows the BEP performances of proposed sub-optimal schemes and the ideal

Table 3.1: BEP against $\mathcal{P} / N_{0}$ for different spectrum detection schemes

|  | Scheme $I$ | Scheme $I I$ | Ideal system |
| :---: | :---: | :---: | :---: |
| $\mathcal{P} / N_{0}=20 \mathrm{~dB}$ | $1.027 \times 10^{-2}$ | $1.096 \times 10^{-2}$ | $9.393 \times 10^{-3}$ |
| $\mathcal{P} / N_{0}=25 \mathrm{~dB}$ | $8.073 \times 10^{-4}$ | $8.301 \times 10^{-4}$ | $7.688 \times 10^{-4}$ |
| $\mathcal{P} / N_{0}=30 \mathrm{~dB}$ | $1.401 \times 10^{-4}$ | $1.406 \times 10^{-4}$ | $1.347 \times 10^{-4}$ |

system against $\mathcal{P} / N_{0}$ for $\mathrm{m}=8, \mathcal{P}_{1} / \mathcal{P}=0.61$ and $\alpha=\beta=0.30$. It can be observed that the performance of scheme $I$ is better than scheme $I I$. On the other hand, scheme $I$ has higher complexity than scheme $I I$, whereas the enhancement in performance is not significant. This tradeoff between complexity and performance suggests that scheme $I I$ is the best candidate for the considered scheme.

In Table 3.1 the BEP performance under $\mathrm{SNR}=20 \mathrm{~dB}, 25 \mathrm{~dB}$ and 30 dB for three different schemes are tabulated. In order to compare the performance of schemes $I, I I$, and ideal scheme, we define the ratio $d_{i}$ as $d_{i}=(\mathrm{BEP}$ of scheme $i-\mathrm{BEP}$ of ideal scheme) $/ \mathrm{BEP}$ of scheme $i$. For $\mathcal{P} / N_{0}=30 \mathrm{~dB}$, we have $d_{1}=0.0387$ and $d_{2}=0.0420$ and for $\mathcal{P} / N_{0}=25$ dB , we have $d_{1}=0.0477$ and $d_{2}=0.0738$ which demonstrates a slight difference between performances of the proposed schemes (scheme $I, I I$ and ideal scheme).

### 3.6 Conclusion and Future Work

We have explored the issues related to optimally detecting data symbols in the SDF relay communication system in the presence of CEE. We designed two novel schemes that can be used by the destination for detecting whether the relay has forwarded the symbols in the frame or not. We have shown that our signal detection schemes result in BEP performances very close to the Ideal System presented in chapter 2. In this chapter we assumed that the relay node perfectly knows whether in each frame any particular symbol is detected with error or not. We are currently designing the relay's schemes for detecting whether the frame is error free or not. The study of these schemes is left for future research.

## Part II

## Cross Layer Issues between Physical Layer and Link Layer in Wireless Communication Systems

## Chapter 4

## Frame Error Probability for Imperfectly Known Fading Channel Gains

### 4.1 Objective

In this chapter, we study the issue of optimally allocating the transmission energy between a pilot symbol and data symbols for a point-to-point communication system over the slow fading channel. In the system studied, our performance criterion for the optimal energy allocation is the frame error probability (FEP). A pilot symbol-assisted modulation (PSAM) scheme is used along with a channel estimation scheme based on the minimum mean square error (MMSE) criterion. We derive an approximate expression for the FEP in the presence of channel estimation error and use this expression for minimizing the FEP in allocating the transmission energy. Numerical simulation results are presented to show that the derived approximate FEP expression is very close to the actual FEP.

### 4.2 Related work and contribution

Much work has been presented on the power allocation between training and data sequences for a wireless communication system. For instance, B. Hassibi et al. [61] optimized the training data, power, and duration in multiple-antenna wireless links by maximizing a lower
bound on the channel capacity. K. Ahmed et al. [62] investigated the effect of power allocation between pilot and data symbols on pair-wise error probability in orthogonal frequencydivision multiplexing (OFDM) system. M. Wu et al. [63] optimized power allocation between pilot and data by minimizing the instantaneous symbol error probability outage. A. Z. Ghanavati et al. [64] optimized power allocation between pilot and data symbols in a vehicular Ad-Hoc network. In [35], the power allocation problem between pilot and data sequences for cooperative communication system has been studied.

In the present chapter, we consider FEP performance metric and optimally allocate power between pilot and data symbols for minimizing the FEP expression. In section 4.3, we model the general wireless communication system and its frame structure. In section 4.4, we will derive the FEP expression under the assumption of the receiver's imperfect estimation of the channel gain. As the exact FEP takes the form of complicated integrals, we will suggest a new approximate formula for the FEP and use it for optimizing the energy allocation between the pilot and data symbols. In section 4.5, we will present our simulation results and discuss the quality of our approximation.

### 4.3 System Model and Channel Estimation

We consider a point-to-point communication system which consists of a source and a destination node. We assume binary phase shift keying (BPSK) transmission over flat fading channel and complex baseband system representation is used such that the transmitted signal, is either $\sqrt{\mathcal{P}_{x}}$ or $-\sqrt{\mathcal{P}_{x}}$. We represent the channel gain by $h$, a zero-mean complex Gaussian random variable with variance $\sigma_{h}^{2}$. Furthermore, the channel is assumed to be constant during the frame transmission where each frame consists of a fixed number of symbols. The transmission frame consists of two phases-training phase and data transmission phase. Over these phases the source is subject to the following power constraint [34]:

$$
\begin{equation*}
\left\|\mathbf{x}_{t}\right\|^{2}+\mathrm{E}\left\{\left\|\mathbf{x}_{d}\right\|\right\}^{2} \leq m \mathcal{P}_{s} . \tag{4.1}
\end{equation*}
$$

where $\mathbf{x}_{t}, \mathbf{x}_{d}, m$ and $\mathcal{P}_{s}$ are the source training vector, data signal vector, the frame length and average symbol energy, respectively.

### 4.3.1 Training Phase

We assume that the communication between nodes is through single-input-single-output (SISO) channel. As in section 2.3, we assume that only one pilot symbol is used to estimate the channel coefficient. We assume that the source can allocate power to the pilot and data signals in different proportions. We also assume that in the frame of $m$ symbols, one symbol time is used to send the pilot signal and the rest are used for data transmission (Figure 4.1). At the beginning of the frame, the source sends a pilot symbol, which we denote as $x_{t}$, to the destination. The received pilot signal, $y_{t}$ can be expressed as follows:

$$
\begin{equation*}
y_{t}=h x_{t}+n_{t} . \tag{4.2}
\end{equation*}
$$

The noise term $n_{t}$ is modelled as a zero mean complex Gaussian random variables with variance $N_{0}\left(N_{0} / 2\right.$ per real dimension). Also, $\left|x_{t}\right|^{2}$, the transmit energy for the training phase is equal to $\alpha m \mathcal{P}_{s}$, where $0<\alpha<1$ is the ratio of pilot energy to the total energy of each frame. The communication system considered in the present chapter assumes that the destination estimates the wireless channel gain from the received pilot signal using MMSE channel estimation method. MMSE estimate of the channel at the destination is given by [34]:

$$
\begin{equation*}
\hat{h}=\mathrm{E}\left\{h y_{t}^{*}\right\}\left(\mathrm{E}\left\{y_{t} y_{t}^{*}\right\}\right)^{-1} y_{t} . \tag{4.3}
\end{equation*}
$$

In accordance with [37], we can write

$$
\begin{equation*}
h=\hat{h}+e, \tag{4.4}
\end{equation*}
$$

where $e$ is the channel estimation error modelled as a zero mean complex Gaussian random variable with variance $\sigma_{e}^{2}$ and we have [37]:

$$
\begin{equation*}
\hat{h} \sim \mathcal{C N}\left(0, \frac{\sigma_{h}^{4}\left|x_{t}\right|^{2}}{\sigma_{h}^{2}\left|x_{t}\right|^{2}+N_{0}}\right), e \sim \mathcal{C N}\left(0, \frac{\sigma_{h}^{2} N_{0}}{\sigma_{h}^{2}\left|x_{t}\right|^{2}+N_{0}}\right), \tag{4.5}
\end{equation*}
$$

where $\mathcal{C N}(\cdot, \cdot)$ denotes complex Gaussian distribution. It can be easily shown that $e$ and $\hat{h}$ are uncorrelated random variables and since they have jointly Gaussian distribution, they are also independent.

| Pilot | $\mathrm{x}_{1}$ | $\mathrm{x}_{2}$ | $\cdots$ | $\mathrm{x}_{m-1}$ |
| :--- | :--- | :--- | :--- | :--- |

Figure 4.1: Transmission structure in a block of $m$ symbols

### 4.3.2 Data Transmission Phase

As mentioned in the previous subsection, during a block of $m$ symbols, the first symbol is allocated for channel training. In the remaining duration of $m-1$ symbols, data transmission takes place. Denoting the transmitted data signals by $(m-1)$ dimensional vector $\mathbf{x}_{d}=\left[x_{1}, x_{2}, \ldots, x_{m-1}\right]$, and the received data signals by $(m-1)$ dimensional vector $\mathbf{y}_{d}=\left[y_{d}^{1}, y_{d}^{2}, \ldots, y_{d}^{m-1}\right]$, we have:

$$
\begin{equation*}
\mathbf{y}_{d}=h \mathbf{x}_{d}+\mathbf{n}_{d}, \tag{4.6}
\end{equation*}
$$

where $x_{i} \in\left\{\sqrt{\mathcal{P}_{x}},-\sqrt{\mathcal{P}_{x}}\right\}$. The input vector $\mathbf{x}_{d}$ is assumed to be composed of independent random variables with equal energy and the corresponding covariance matrix is:

$$
\begin{equation*}
\mathrm{E}\left\{\mathbf{x}_{d} \mathbf{x}_{d}{ }^{\mathrm{H}}\right\}=\frac{(1-\alpha) m \mathcal{P}_{s}}{m-1} \mathbf{I}=\mathcal{P}_{x} \mathbf{I} \tag{4.7}
\end{equation*}
$$

where I is the $m-1$ dimensional identity matrix. Also the elements of noise vector $\mathbf{n}_{d}$ are assumed to be zero mean independent complex Gaussian random variables with variance $N_{0}\left(N_{0} / 2\right.$ per real dimension).

### 4.3.3 Optimal detection of symbols in a block

In this section, for theoretical perspective we study the optimal symbol detection rule in the presence of channel estimation error using MMSE channel estimator. Using (4.4) and (4.6), received signals at the destination can be written as:

$$
\begin{equation*}
y_{d}^{i}=\hat{h} x_{i}+e x_{i}+n_{d}^{i} \quad, i=1,2, \ldots, m-1 . \tag{4.8}
\end{equation*}
$$

Assuming that the transmitted symbol has equal a priori probability, the maximum a posteriori (MAP) detection is reduced to the maximum likelihood (ML) detection. Signals available at the destination are pilot signal received $\left(y_{t}\right)$ and data signals received $\left(y_{d}^{1}, y_{d}^{2}, \ldots\right.$
and $y_{d}^{m-1}$ ). ML detection of $\mathbf{x}_{d} \equiv\left[x_{1} x_{2} \ldots x_{m-1}\right]^{\mathrm{T}}$ can be obtained at the receiver as:

$$
\begin{align*}
\hat{\mathbf{x}}_{d} & =\underset{x_{1}, x_{2}, \ldots, x_{m-1}}{\arg } \max _{d} p\left(y_{t}, y_{d}^{1}, y_{d}^{2}, \ldots, y_{d}^{m-1} \mid x_{1}, x_{2}, \ldots, x_{m-1}\right) \\
& =\underset{x_{1}, x_{2}, \ldots, x_{m-1}}{\arg } \max _{t}\left(y_{1}, x_{2}, \ldots, x_{m-1}\right) \times p\left(y_{d}^{1}, y_{d}^{2}, \ldots, y_{d}^{m-1} \mid x_{1}, x_{2}, \ldots, x_{m-1}, y_{t}\right) \tag{4.9}
\end{align*}
$$

where $\hat{\mathbf{x}}_{d} \equiv\left[\hat{x}_{1} \hat{x}_{2} \ldots \hat{x}_{m-1}\right]^{\mathrm{T}}$. Since $y_{t}$ is independent from data sequences $x_{1}, x_{2}, \ldots, x_{m-1}$, (4.9) can be written as:

$$
\begin{align*}
\hat{\mathbf{x}}_{d} & =\underset{x_{1}, x_{2}, \ldots, x_{m-1}}{\arg \max } p\left(y_{t}\right) \times p\left(y_{d}^{1}, y_{d}^{2}, \ldots, y_{d}^{m-1} \mid x_{1}, x_{2}, \ldots, x_{m-1}, y_{t}\right) \\
& =\underset{x_{1}, x_{2}, \ldots, x_{m-1}}{\arg } p\left(y_{d}^{1}, y_{d}^{2}, \ldots, y_{d}^{m-1} \mid x_{1}, x_{2}, \ldots, x_{m-1}, y_{t}\right) . \tag{4.10}
\end{align*}
$$

As shown in the MMSE channel estimator formula (4.3), $\hat{h}$ and $y_{t}$ have one-to-one correspondence, so in (4.10), $y_{t}$ can be replaced by $\hat{h}$ and we can write

$$
\begin{equation*}
\hat{\mathbf{x}}_{d}=\underset{x_{1}, x_{2}, \ldots, x_{m-1}}{\arg } \max _{d} p\left(y_{d}^{1}, y_{d}^{2}, \ldots, y_{d}^{m-1} \mid x_{1}, x_{2}, \ldots, x_{m-1}, \hat{h}\right) \tag{4.11}
\end{equation*}
$$

Let us assume that

$$
\begin{equation*}
w_{d}^{i}=e x_{i}+n_{d}^{i} \quad, i=1,2, \ldots, m-1 . \tag{4.12}
\end{equation*}
$$

We can therefore rewrite (4.8) as:

$$
\begin{equation*}
\mathbf{y}_{d}=\hat{h} \mathbf{x}_{d}+\mathbf{w}_{d} \tag{4.13}
\end{equation*}
$$

where $\mathbf{w}_{d}=\left[w_{d}^{1} w_{d}^{2} \ldots w_{d}^{m-1}\right]^{\mathrm{T}}$. Since $e, n_{d}^{1}, n_{d}^{2}, \ldots$ and $n_{d}^{m-1}$ are zero mean complex jointly Gaussian random variables, it can be easily concluded that conditioned on the transmitted data symbols, $w_{d}^{1}, w_{d}^{2}, \ldots$ and $w_{d}^{m-1}$ are zero mean complex jointly Gaussian random variables. Conditioned on the transmitted data symbols, we define $\Sigma_{\mathbf{w}_{d}}$ as:

$$
\begin{equation*}
\Sigma_{\mathbf{w}_{d}}=\mathrm{E}\left\{\mathbf{w}_{d} \mathbf{w}_{d}^{\mathrm{H}}\right\} \tag{4.14}
\end{equation*}
$$

where $\Sigma_{\mathbf{w}_{d}}$ is the complex covariance matrix: If $i \neq j$ :

$$
\begin{equation*}
\Sigma_{\mathbf{w}_{d}}(i, j)=\mathrm{E}\left\{\left(e x_{i}+n_{d}^{i}\right)\left(e^{*} x_{j}+n_{d}^{j^{*}}\right)\right\}=\mathrm{E}\left\{|e|^{2}\right\} x_{i} x_{j}=\sigma_{e}^{2} x_{i} x_{j} . \tag{4.15}
\end{equation*}
$$

If $i=j$ :

$$
\begin{equation*}
\Sigma_{\mathbf{w}_{d}}(i, i)=\mathrm{E}\left\{\left(e x_{i}+n_{d}^{i}\right)\left(e^{*} x_{i}+n_{d}^{i *}\right)\right\}=\mathrm{E}\left\{|e|^{2}\right\}\left|x_{i}\right|^{2}+\mathrm{E}\left\{\left|n_{d}^{i}\right|^{2}\right\}=\sigma_{e}^{2} \mathcal{P}_{x}+N_{0} . \tag{4.16}
\end{equation*}
$$

Conditioned on the estimated channel gain and the transmitted data symbols, $y_{d}^{1}, y_{d}^{2}, \ldots$ and $y_{d}^{m-1}$ are complex jointly Gaussian random variables. We can therefore rewrite (4.11) as:

$$
\begin{equation*}
\hat{\mathbf{x}}_{d}=\arg \max _{x_{1}, x_{2}, \ldots, x_{m-1}}\left\{\frac{1}{\pi^{m-1} \operatorname{det}\left(\Sigma_{\mathbf{w}_{d}}\right)} \exp \left\{-\left(\mathbf{y}_{d}-\hat{h} \mathbf{x}_{d}\right)^{\mathrm{H}} \Sigma_{\mathbf{w}_{d}}^{-1}\left(\mathbf{y}_{d}-\hat{h} \mathbf{x}_{d}\right)\right\}\right\} \tag{4.17}
\end{equation*}
$$

We note that detection based on (4.17) has unmanageable computational complexity because the number of hypotheses to choose from is $2^{m-1}$. In this chapter, we consider a simpler detection, which is discussed in the next subsection.

### 4.3.4 Symbol-by-symbol detection

We now consider a method in which symbols are detected individually (i.e., in a symbol-bysymbol fashion); the symbol-by-symbol detection requires much less computation than the block detection. Sub-optimal detection rule can be written as in the following:

$$
\begin{equation*}
\hat{x}_{i}=\arg \max _{x_{i}} p\left(y_{d}^{i} \mid x_{i}, \hat{h}\right), i=1,2, \ldots, m-1 \tag{4.18}
\end{equation*}
$$

Conditioned on the transmitted data symbol and estimated channel gain, $y_{d}^{i}$ is a complex Gaussian random variable and the decision rule becomes minimum distance rule and after some simple manipulations we can write [67]

$$
\begin{equation*}
\hat{x}_{i}=\arg \max _{x_{i}} \operatorname{Re}\left\{y_{d}^{i} \hat{h}^{*} x_{i}\right\}, \quad i=1,2, \ldots, m-1 . \tag{4.19}
\end{equation*}
$$

### 4.4 FEP Analysis and Power Allocation

For the purpose of determining the FEP-minimizing power allocation, in this section we discuss the FEP performance of BPSK modulation for the wireless communication system model presented in section 4.3. We will present how the statistical correlation among received signals within the frame complicates the mathematical expression of the FEP. We will suggest an approximate expression and then apply the approximate expression of FEP as the performance metric of the system for determining the power allocation among the pilot and data signals. Due to symmetry, the conditional probability (conditioned on estimated channel gain $\hat{h}$ ) of frame error can be expressed as:

$$
\begin{align*}
P(F E \mid \hat{h}) & =P\left(F E \mid \hat{h}, x_{1}=x_{2}=\cdots=x_{m-1}=+\sqrt{\mathcal{P}_{x}}\right) \\
& =1-P\left(\hat{x}_{1}=\hat{x}_{2}=\cdots=\hat{x}_{m-1}=+\sqrt{\mathcal{P}_{x}} \mid \hat{h}, x_{1}=x_{2}=\cdots=x_{m-1}=+\sqrt{\mathcal{P}_{x}}\right) . \tag{4.20}
\end{align*}
$$

Since $y_{d}^{i}=\hat{h} x_{i}+w_{d}^{i}$, conditioned on $x_{i}=+\sqrt{\mathcal{P}_{x}}$, we have $y_{d}^{i}=\hat{h} \sqrt{\mathcal{P}_{x}}+w_{d}^{i}$ and by using (4.19), the $i^{\text {th }}$ symbol is detected correctly if and only if $\operatorname{Re}\left\{|\hat{h}|^{2} \sqrt{\mathcal{P}_{x}}+\hat{h}^{*} w_{d}^{i}\right\} \geq 0$ for each realization of the estimated channel gain. After some modifications, we can write the conditional frame error probability as in the following:

$$
\begin{align*}
P(F E \mid \hat{h}) & =1-P\left(|\hat{h}|^{2} \sqrt{\mathcal{P}_{x}}+\operatorname{Re}\left\{\hat{h}^{*} w_{d}^{1}\right\} \geq 0,|\hat{h}|^{2} \sqrt{\mathcal{P}_{x}}\right. \\
& \left.+\operatorname{Re}\left\{\hat{h}^{*} w_{d}^{2}\right\} \geq 0, \cdots,|\hat{h}|^{2} \sqrt{\mathcal{P}_{x}}+\operatorname{Re}\left\{\hat{h}^{*} w_{d}^{m-1}\right\} \geq 0\right) \tag{4.21}
\end{align*}
$$

Conditioned on $\hat{h}$ and assuming that all the transmitted symbols are $+\sqrt{\mathcal{P}_{x}}$, the conditional FEP can be written as:

$$
\begin{equation*}
P(F E \mid \hat{h})=1-\int_{-|\hat{h}| \sqrt{\mathcal{P}_{x}}}^{\infty} \int_{-|\hat{h}| \sqrt{\mathcal{P}_{x}}}^{\infty} \cdots \int_{-|\hat{h}| \sqrt{\mathcal{P}_{x}}}^{\infty} p_{\tilde{\mathbf{w}}_{d}}\left(\tilde{\mathbf{w}}_{d}\right) d \tilde{w}_{d}^{1} d \tilde{w}_{d}^{2} \cdots d \tilde{w}_{d}^{m-1}, \tag{4.22}
\end{equation*}
$$

where $\tilde{\mathbf{w}}_{d}=\operatorname{Re}\left\{\mathbf{w}_{d}\right\}$. We denote $|\hat{h}|^{2}$ by $Z$. In accordance with the complex Gaussian channel model, $Z$ is exponentially distributed ; we can write

$$
\begin{equation*}
f_{Z}(z)=\lambda e^{-\lambda z}, z \geq 0 \tag{4.23}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda=\frac{1}{\sigma_{\hat{h}}^{2}}=\frac{\sigma_{h}^{2} \alpha m \mathcal{P}_{s}+N_{0}}{\sigma_{h}^{4} \alpha m \mathcal{P}_{s}} . \tag{4.24}
\end{equation*}
$$

The unconditional frame error probability is given by:

$$
\begin{array}{r}
P(F E)=1-\int_{0}^{\infty} \int_{-\sqrt{z \mathcal{P}_{x}}}^{\infty} \int_{-\sqrt{z \mathcal{P}_{x}}}^{\infty} \cdots \int_{-\sqrt{z \mathcal{P}_{x}}}^{\infty} \frac{1}{\sqrt{(2 \pi)^{m-1} \operatorname{det}\left(\Sigma_{\left.\tilde{\mathbf{w}}_{d}\right)}\right.}} \exp \left(-\frac{1}{2} \tilde{\mathbf{w}}_{d}^{\mathrm{T}} \Sigma_{\tilde{\mathbf{w}}_{d}}{ }^{-1} \tilde{\mathbf{w}}_{d}\right) \\
\lambda e^{-\lambda z} d \tilde{w}_{d}^{1} d \tilde{w}_{d}^{2} \cdots d \tilde{w}_{d}^{m-1} d z .( \tag{4.25}
\end{array}
$$

We could take a linear transformation of $\tilde{\mathbf{w}}_{d}$ to obtain an statistically independent set of Gaussian random variables. Although such a transform provides a product form of joint probability density function, the lower limits of the integrals in (4.25) would have dependency, which complicates the computation of the FEP. We experiment with ignoring the correlation between the random variables in $\tilde{\mathbf{w}}_{d}$. In other words, we approximate (4.14) by $\left(\sigma_{e}^{2} \mathcal{P}_{x}+N_{0}\right) \mathbf{I}$, and accordingly we approximate $\Sigma_{\tilde{\mathbf{w}}_{d}}$ by a diagonal matrix as:

$$
\Sigma_{\tilde{\mathbf{w}}_{d}}(i, j) \approx \begin{cases}\frac{1}{2}\left(\sigma_{e}^{2} \mathcal{P}_{x}+N_{0}\right) & i=j  \tag{4.26}\\ 0 & i \neq j\end{cases}
$$

By substituting (4.26) in (4.25), we have:

$$
\begin{align*}
P(F E) & \approx 1-\int_{0}^{\infty} \lambda e^{-\lambda z} \prod_{i=1}^{m-1} \int_{-\sqrt{z \mathcal{P}_{x}}}^{\infty} \frac{1}{\sqrt{\pi\left(\sigma_{e}^{2} \mathcal{P}_{x}+N_{0}\right)}} \times e^{-\frac{\left(\tilde{w}_{d}^{i}\right)^{2}}{\sigma_{e}^{2} \mathcal{P}_{x}+N_{0}}} d \tilde{w}_{d}^{i} d z \\
& =1-\int_{0}^{\infty} \lambda e^{-\lambda z}\left(1-Q\left(\sqrt{\frac{2 \mathcal{P}_{x} z}{\sigma_{e}^{2} \mathcal{P}_{x}+N_{0}}}\right)\right)^{m-1} d z . \tag{4.27}
\end{align*}
$$

By using the bionomial expansion, the FEP expression becomes

$$
\begin{equation*}
P(F E) \approx 1-\int_{0}^{\infty} \lambda e^{-\lambda z} \sum_{k=0}^{m-1}\binom{m-1}{k}(-1)^{k} Q^{k}(\sqrt{2 C \cdot z}) d z \tag{4.28}
\end{equation*}
$$

where $C=\frac{\mathcal{P}_{x}}{\sigma_{e}^{2} \mathcal{P}_{x}+N_{0}}$. By using the result of [68], we can approximate the Q-function as:

$$
\begin{equation*}
Q(x) \approx \frac{1}{\sqrt{2 \pi}} \frac{1}{\sqrt{1+x^{2}}} e^{-\frac{x^{2}}{2}}, \text { for } x \gg 1 \tag{4.29}
\end{equation*}
$$

and frame error probability can be approximated as the following:

$$
\begin{equation*}
P(F E) \approx 1-\int_{0}^{\infty} \lambda e^{-\lambda z} \sum_{k=0}^{m-1}\binom{m-1}{k}(-1)^{k}\left(\frac{1}{\sqrt{2 \pi}}\right)^{k}\left(\frac{1}{\sqrt{1+2 C \cdot z}}\right)^{k} e^{-k C \cdot z} d z \tag{4.30}
\end{equation*}
$$

After some simple manipulations, (4.30) can be rewritten as follows:

$$
\begin{equation*}
P(F E) \approx 1-\sum_{k=0}^{m-1} \lambda\binom{m-1}{k}(-1)^{k}\left(\frac{1}{\sqrt{2 \pi}}\right)^{k} \frac{1}{2 C} \int_{0}^{\infty}(1+z)^{-\frac{k}{2}} e^{-\left(\frac{k C+\lambda}{2 C}\right) z} d z \tag{4.31}
\end{equation*}
$$

By using the result from [73, p. 347], which is

$$
\begin{equation*}
\int_{0}^{\infty}(1+x)^{-v} e^{-\mu x} d x=\mu^{\frac{v}{2}-1} e^{\frac{\mu}{2}} W_{-\frac{v}{2}, \frac{1-v}{2}}(\mu) \tag{4.32}
\end{equation*}
$$

where $W_{\lambda, \mu}(z)$ is Whittaker function. The probability of frame error can be expressed as:

$$
\begin{equation*}
P(F E) \approx 1-\sum_{k=0}^{m-1} \lambda\binom{m-1}{k}(-1)^{k}\left(\frac{1}{\sqrt{2 \pi}}\right)^{k} \frac{1}{2 C} I(k) \equiv g\left(\alpha, \frac{\mathcal{P}_{s}}{N_{0}}\right) \tag{4.33}
\end{equation*}
$$

where

$$
\begin{equation*}
I(k)=\left(\frac{\lambda+k C}{2 C}\right)^{\frac{k}{4}-1} e^{\frac{\lambda+k C}{4 C}} W_{-\frac{k}{4}, \frac{2-k}{4}}\left(\frac{\lambda+k C}{2 C}\right) . \tag{4.34}
\end{equation*}
$$

To obtain the optimal values of $\alpha$, an optimization problem is formulated as follows:

$$
\begin{align*}
\alpha_{\text {opt }} & =\arg \min _{\alpha} g\left(\alpha, \frac{\mathcal{P}_{s}}{N_{0}}\right) \\
& \text { subject to :0} \leq \alpha \leq 1 . \tag{4.35}
\end{align*}
$$

The results of optimization are tabulated in table 4.1.


Figure 4.2: FEP against $\mathcal{P}_{s} / N_{0}$ for $\alpha=0.30$

### 4.5 Simulation Results

In this section, Monte-Carlo simulation results are presented in order to evaluate the accuracy of our approximation in (4.33). Matlab was used for Monte-Carlo simulation, and $10^{7}$ transmitted symbols were drawn from the BPSK constellation in order to estimate the FEP. The node-to-node channel is modelled by zero mean independent Gaussian random variable with unit variance.

Figure 4.2 shows the present chapter's FEP analysis resulting in (4.33) in comparison with the simulation results for $m=32$ and 64 where $m$ is the frame length. Parameter $\alpha$ is set to 0.30 . As the figure shows, all simulation curves and the approximate analytical expression are very close.

In Figure 4.3, the FEP is plotted against $\alpha$ for $\mathcal{P}_{s} / N_{0}=10 \mathrm{~dB}$. From the derived FEP expression (4.33), it is apparent that for a fixed total power, the power allocation among pilot and data affects the FEP performance. If we allocate too much power for pilots, channel estimation error will be reduced but detection of the data in noise is more difficult


Figure 4.3: FEP against $\alpha$ for $\mathcal{P}_{s} / N_{0}=10 \mathrm{~dB}$
because of low data SNR. On the other hand, lower power for pilots results in poor channel estimation and thus in poor detection [64] [35]. The optimum values of $\alpha$ under $\mathcal{P}_{s} / N_{0}=10$ dB and $m=16,32$ and 64 turns out to be at $\alpha=0.25, \alpha=0.18$ and $\alpha=0.13$, respectively.

In order to numerically compare the FEP curve obtained by simulation and the FEP curve obtained by analytical expression, for each frame length $(m)$ we define the ratio $d_{m}$ as $d_{m}=\left(\mathrm{FEP}_{\text {analytical expression }}-\mathrm{FEP}_{\text {simulation }}\right) / \mathrm{FEP}_{\text {analytical expression }}$. Figure 4.4 shows the error percentage (i.e., $100 d_{m}$ ) against $\alpha$ for $\mathcal{P}_{s} / N_{0}=20 \mathrm{~dB}$ and $m=32$. As it can be seen from this figure, increasing $\alpha$ decreases the error percentage. This can be explained as the following. By increasing $\alpha$, more power is allocated to the pilot symbol, which reduces channel estimation error. By decreasing the channel estimation error variance, the correlation between error events entire a frame decreases in accordance with (4.15). Thus, our approximation in (4.26) becomes more accurate, and finally our approximation (4.33) becomes more accurate.

Figure 4.5 shows the FEP expression proposed in this chapter in comparison with the


Figure 4.4: Error Percentage against $\alpha$ for $m=32$
simulation results for $m=32$ and two different values of $\alpha=0.10$ and $\alpha=0.90$. As figure shows, for $\alpha=0.90$, the difference between simulation curve and our analytic expression (Eq. 4.33) is smaller.

In table 4.1, the optimum values for $\alpha$ for $m=16,32$, and 64 are tabulated. These values are obtained by solving the optimization problem in (4.35). It is noteworthy that the optimum values of $\alpha$ are insensitive to per-symbol SNRs. In table 4.2, the values of error difference $\left(d_{m}\right)$ for three different frame lengths are tabulated. These results indicate that there is a slight difference between the values of FEP obtained from simulation and analytical expression. Table 4.3 shows $d_{m}$ for analytic expression which is obtained by using Chenroff bound for three different frame lengths. These results indicate that there is huge difference between the values of FEP obtained from simulation and analytical expression based on Chernoff bound. By comparing this table with table 4.2, the accuracy of our approximation can be readily observed.

|  |  | $\mathrm{m}=64$ | $\mathrm{~m}=32$ | $\mathrm{~m}=16$ |
| :--- | :--- | :---: | :---: | :---: |
| $\mathcal{P}_{s} / N_{0}=30 \mathrm{~dB}$ | $\alpha_{\mathrm{opt}}$ | 0.13 | 0.18 | 0.25 |
|  | FEP | 0.0037 | 0.0033 | 0.0029 |
| $\mathcal{P}_{s} / N_{0}=25 \mathrm{~dB}$ | $\alpha_{\mathrm{opt}}$ | 0.13 | 0.18 | 0.25 |
|  | FEP | 0.0118 | 0.0104 | 0.0091 |
| $\mathcal{P}_{s} / N_{0}=20 \mathrm{~dB}$ | $\alpha_{\mathrm{opt}}$ | 0.13 | 0.18 | 0.25 |
|  | FEP | 0.0367 | 0.0324 | 0.0284 |
| $\mathcal{P}_{s} / N_{0}=15 \mathrm{~dB}$ | $\alpha_{\text {opt }}$ | 0.13 | 0.18 | 0.25 |
|  | FEP | 0.1110 | 0.0986 | 0.0866 |
| $\mathcal{P}_{s} / N_{0}=10 \mathrm{~dB}$ | $\alpha_{\text {opt }}$ | 0.13 | 0.18 | 0.25 |
|  | FEP | 0.3081 | 0.2771 | 0.2455 |

Table 4.1: Results of optimization for $m=16,32$ and 64

|  | $\mathrm{m}=32$ | $\mathrm{~m}=64$ | $\mathrm{~m}=80$ |
| :---: | :---: | :---: | :---: |
| $\mathcal{P}_{s} / N_{0}=5 \mathrm{~dB}$ | 0.0740 | 0.0342 | 0.0307 |
| $\mathcal{P}_{s} / N_{0}=10 \mathrm{~dB}$ | 0.0913 | 0.0463 | 0.0514 |
| $\mathcal{P}_{s} / N_{0}=15 \mathrm{~dB}$ | 0.0937 | 0.0624 | 0.0679 |
| $\mathcal{P}_{s} / N_{0}=20 \mathrm{~dB}$ | 0.0830 | 0.0729 | 0.0705 |
| $\mathcal{P}_{s} / N_{0}=25 \mathrm{~dB}$ | 0.0689 | 0.0813 | 0.0477 |
| $\mathcal{P}_{s} / N_{0}=30 \mathrm{~dB}$ | 0.0393 | 0.0617 | 0.0440 |

Table 4.2: Ratio $d_{m}$ for $m=32,64$ and 80 for $\alpha=0.30$ based on (4.33)

|  | $\mathrm{m}=32$ | $\mathrm{~m}=64$ | $\mathrm{~m}=80$ |
| :---: | :---: | :---: | :---: |
| $\mathcal{P}_{s} / N_{0}=5 \mathrm{~dB}$ | 0.2298 | 0.1615 | 0.1482 |
| $\mathcal{P}_{s} / N_{0}=10 \mathrm{~dB}$ | 0.3232 | 0.2516 | 0.2337 |
| $\mathcal{P}_{s} / N_{0}=15 \mathrm{~dB}$ | 0.3584 | 0.2982 | 0.2651 |
| $\mathcal{P}_{s} / N_{0}=20 \mathrm{~dB}$ | 0.3835 | 0.3283 | 0.2619 |
| $\mathcal{P}_{s} / N_{0}=25 \mathrm{~dB}$ | 0.3949 | 0.3403 | 0.2712 |
| $\mathcal{P}_{s} / N_{0}=30 \mathrm{~dB}$ | 0.4193 | 0.3139 | 0.3613 |

Table 4.3: Ratio $d_{m}$ for $m=32,64$ and 80 for $\alpha=0.30$ based on Chernoff bound


Figure 4.5: FEP against $\mathcal{P}_{s} / N_{0}$ for $m=32, \alpha=0.10$ and $\alpha=0.90$

### 4.6 Conclusion

We have explored the issues related to optimally allocating the transmit energy between pilot and data symbols. We have investigated the effect of power allocation between training and data sequences on the FEP performance of a point-to-point communication system over a slow fading channel. We have also derived an approximation for FEP performance of BPSK modulation. We presented simulation results to show the proposed approximate analytical expression is close to the actual FEP. The accuracy of our approximation depends on power allocation between pilot and data symbols and also the frame length. The more power is allocated to the pilot symbol and the larger is the frame length, the more accurate our approximation of the FEP is. It is observed that our analytic approximation is more accurate than the approximations based on the Chenroff bound for all power allocation and frame lengths we tried in our numerical study.

## Chapter 5

## Optimizing Bit Transmission Power for Link Layer Energy Efficiency

### 5.1 Objective

In this chapter, we study the issue of optimizing transmission power (energy per symbol) for minimizing the total expected energy, including energy for retransmissions, required to deliver a frame to the destination node in a point-to-point link employing an automatic repeat request (ARQ) scheme over a fading channel. We derive the expected energy as a function of the transmission power and derive a simple optimization algorithm based on the properties of this function.

### 5.2 Related work and contribution

There has been much work on the link layer performance analysis of wireless networks. However, most of the current work in this area focus on the goodput and delay as the link layer performance metric [42]-[53]. In this chapter, we focus on the transmit energy efficiency under delay constraint in point to point wireless communication systems. We study the issue of optimizing transmission power for minimizing the expected energy required to successfully deliver a frame for wireless communication systems that employ ARQ scheme over a fading channel.

In section 5.3, we will present a simple system model. In section 5.4, we will present a simple derivation of the expected transmission energy for link layer. In section 5.5, which
is the main contribution of this chapter, we will formulate an optimization problem for determining the transmission power. Then, we will present a simple algorithm to determine the optimal transmission power.

### 5.3 System Model and Symbol Detection

We consider a point-to-point communication system which consists of a source and a destination node. We assume binary phase shift keying (BPSK) transmission over a fast fading channel and the complex baseband system representation is used. The transmitted signal is either $\sqrt{\mathcal{P}_{x}}$ or $-\sqrt{\mathcal{P}_{x}}$. Let $h$ represent the channel gain which is assumed to be a zero mean complex Gaussian random variable with variance $\sigma_{h}^{2}$. For transmission of each frame, source transmits $m$ data symbols as:

$$
\begin{equation*}
y_{i}=h_{i} x_{i}+n_{i}, i=1,2, \ldots, m \tag{5.1}
\end{equation*}
$$

The noise term $n_{i}$ is modelled as a zero mean complex Gaussian random variables with variance $N_{0}\left(N_{0} / 2\right.$ per real dimension). Since fast fading channel is considered, $h_{1}, h_{2}, \ldots$, $h_{m}$ form a sequence of i.i.d. (independent and identically distributed) random variables. Assuming that the transmitted symbol is a priori equally likely to be $\sqrt{\mathcal{P}_{x}}$ or $-\sqrt{\mathcal{P}_{x}}$, the maximum a posteriori (MAP) detection is reduced to the maximum likelihood (ML) detection. ML detection of $\mathbf{x}_{d} \equiv\left[x_{1} x_{2} \ldots x_{m}\right]$ can be obtained at the receiver as:

$$
\begin{equation*}
\hat{\mathbf{x}}_{d}=\arg \max _{x_{1}, x_{2}, \ldots, x_{m}} p\left(y_{1}, y_{2}, \ldots, y_{m} \mid x_{1}, x_{2}, \ldots, x_{m}, h_{1}, h_{2}, \ldots, h_{m}\right), \tag{5.2}
\end{equation*}
$$

where $\hat{\mathbf{x}}_{d} \equiv\left[\hat{x}_{1} \hat{x}_{2} \ldots \hat{x}_{m}\right]$. Conditioned on the channel gains and the transmitted data symbols, $y_{1}, y_{2}, \ldots$ and $y_{m}$ are independent complex Gaussian random variables. We can therefore rewrite (5.2) as:

$$
\begin{equation*}
\hat{\mathbf{x}}_{d}=\arg \max _{x_{1}, x_{2}, \ldots, x_{m}} \prod_{i=1}^{m} p\left(y_{i} \mid x_{i}, h_{i}\right) . \tag{5.3}
\end{equation*}
$$

The optimal decision rule becomes

$$
\begin{equation*}
\hat{x}_{i}=\arg \max _{x_{i}} p\left(y_{i} \mid x_{i}, h_{i}\right)=\arg \max _{x_{i}} \operatorname{Re}\left\{y_{i} h_{i}^{*} x_{i}\right\}, i=1,2, \ldots, m . \tag{5.4}
\end{equation*}
$$

### 5.4 Expected Transmission Energy for Reliable Frame Delivery

In this section, we discuss the FEP performance of BPSK modulation for the wireless communication system model presented in section 5.3. We will then discuss the expected frame energy needed for reliable transmission of a single frame. Due to the symmetric nature of a complex-valued proper Gaussian noise model, the frame error probability conditioned on the channel gains can be expressed as:

$$
\begin{equation*}
P\left(F E \mid h_{1}, h_{2}, \ldots, h_{m}\right)=P\left(F E \mid h_{1}, h_{2}, \ldots, h_{m}, x_{1}=x_{2}=\cdots=x_{m}=+\sqrt{\mathcal{P}_{x}}\right) . \tag{5.5}
\end{equation*}
$$

By using the optimal decision rule (5.4), we can write the conditional frame error probability as in the following:

$$
\begin{align*}
P\left(F E \mid h_{1}, h_{2}, \ldots, h_{m}\right)=1-P & \left(\left|h_{1}\right|^{2} \sqrt{\mathcal{P}_{x}}+\operatorname{Re}\left\{h_{1}^{*} n_{1}\right\} \geq 0,\right.  \tag{5.6}\\
& \left.\left|h_{2}\right|^{2} \sqrt{\mathcal{P}_{x}}+\operatorname{Re}\left\{h_{2}^{*} n_{2}\right\} \geq 0, \cdots,\left|h_{m}\right|^{2} \sqrt{\mathcal{P}_{x}}+\operatorname{Re}\left\{h_{m}^{*} n_{m}\right\} \geq 0\right) .
\end{align*}
$$

Conditioned on $h_{1}, h_{2}, \ldots, h_{m}$ and assuming that all the transmitted symbols are equal to $+\sqrt{\mathcal{P}_{x}}$, the FEP can be written as:

$$
\begin{equation*}
P\left(F E \mid h_{1}, h_{2}, \ldots, h_{m}\right)=1-\int_{-\left|h_{1}\right| \sqrt{\mathcal{P}_{x}}}^{\infty} \int_{-\left|h_{2}\right| \sqrt{\mathcal{P}_{x}}}^{\infty} \cdots \int_{-\left|h_{m}\right| \sqrt{\mathcal{P}_{x}}}^{\infty} p_{\tilde{\mathbf{n}}}(\tilde{\mathbf{n}}) d \tilde{n}_{1} d \tilde{n}_{2} \cdots d \tilde{n}_{m} \tag{5.7}
\end{equation*}
$$

where $\left.\left.\tilde{\mathbf{n}}=\left[\operatorname{Re}\left\{\frac{h_{1}^{*}}{\left|h_{1}\right|} n_{1}\right\} \operatorname{Re}\left\{\frac{h_{2}^{*}}{\left|h_{2}\right|} n_{2}\right\}\right\} \cdots \operatorname{Re}\left\{\frac{h_{m}^{*}}{\left|h_{m}\right|} n_{m}\right\}\right\}\right]$. Since $n_{1}, n_{2}, \ldots, n_{m}$ are independent zero mean circular symmetric complex Gaussian random variables with variance $N_{0}$, $\operatorname{Re}\left\{n_{1}\right\}, \operatorname{Re}\left\{n_{2}\right\}, \ldots$, and $\operatorname{Re}\left\{n_{m}\right\}$ become independent zero mean real Gaussian random variables with variance $N_{0} / 2$ and conditional FEP becomes

$$
\begin{align*}
P\left(F E \mid h_{1}, h_{2}, \ldots, h_{m}\right) & =1-\prod_{i=1}^{m} \int_{-\sqrt{\mathcal{P}_{x}}\left|h_{i}\right|}^{\infty} \frac{1}{\sqrt{\pi N_{0}}} \times e^{-\frac{\left(\tilde{n}_{i}\right)^{2}}{N_{0}}} d \tilde{n}_{i} \\
& =1-\prod_{i=1}^{m}\left(1-Q\left(\sqrt{\frac{2 \mathcal{P}_{x}\left|h_{i}\right|^{2}}{N_{0}}}\right)\right) . \tag{5.8}
\end{align*}
$$

We denote $\left|h_{i}\right|^{2}$ by $Z_{i}$. In accordance with the complex Gaussian channel model, $Z_{1}, Z_{2}$, ..., $Z_{m}$ are i.i.d and exponentially distributed; we can write

$$
\begin{equation*}
f_{Z_{i}}\left(z_{i}\right)=\lambda e^{-\lambda z_{i}}, z_{i} \geq 0, \quad \lambda=\frac{1}{\sigma_{h}^{2}} \tag{5.9}
\end{equation*}
$$

Unconditional frame error probability can be written as:

$$
\begin{align*}
P(F E) & =1-\prod_{i=1}^{m}\left(1-\int_{0}^{\infty} \lambda e^{-\lambda z_{i}} Q\left(\sqrt{\frac{2 \mathcal{P}_{x} z_{i}}{N_{0}}}\right) d z_{i}\right) \\
& =1-\left(1-\int_{0}^{\infty} \lambda e^{-\lambda z} Q\left(\sqrt{\frac{2 \mathcal{P}_{x} z}{N_{0}}}\right) d z\right)^{m}=1-(1-\mathbf{J})^{m} \tag{5.10}
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{J}=\int_{0}^{\infty} \lambda e^{-\lambda z} Q\left(\sqrt{\frac{2 \mathcal{P}_{x} z}{N_{0}}}\right) d z \tag{5.11}
\end{equation*}
$$

By using the following equality for the $Q$-function [40]:

$$
\begin{equation*}
Q(x)=\frac{1}{\pi} \int_{0}^{\frac{\pi}{2}} e^{-\frac{x^{2}}{2 \sin ^{2} \theta}} d \theta \tag{5.12}
\end{equation*}
$$

J can be written as:

$$
\begin{equation*}
\mathbf{J}=\int_{0}^{\infty} \lambda e^{-\lambda z} \frac{1}{\pi} \int_{0}^{\frac{\pi}{2}} e^{-\frac{A z}{\sin ^{2} \theta}} d \theta d z=\frac{1}{\pi} \int_{0}^{\frac{\pi}{2}} \int_{0}^{\infty} \lambda e^{-\left(\lambda+\frac{A}{\sin ^{2} \theta}\right) z} d z d \theta \tag{5.13}
\end{equation*}
$$

where $A=\frac{\mathcal{P}_{x}}{N_{0}}$. After some simple manipulations, $\mathbf{J}$ can be written as in the following:

$$
\begin{equation*}
\mathbf{J}=\frac{1}{2}-\frac{A}{\pi} \int_{0}^{\frac{\pi}{2}} \frac{d \theta}{A+\lambda \sin ^{2} \theta} \tag{5.14}
\end{equation*}
$$

By using the result from [73, p. 177] which is

$$
\int \frac{d x}{a+b \sin ^{2} x}=\frac{\operatorname{sign} a}{\sqrt{a(a+b)}} \tan ^{-1}\left(\sqrt{\frac{a+b}{a}} \tan x\right)
$$

FEP becomes

$$
\begin{equation*}
P(F E)=1-\left(\frac{1}{2}\right)^{m}\left(1+\sqrt{\frac{A}{A+\lambda}}\right)^{m} \tag{5.15}
\end{equation*}
$$

Thus, $P(F E)$ is a function of transmission power $\mathcal{P}_{x}$. Figure 5.1 shows $P(F E)$ in terms of $\mathcal{P}_{x} / N_{0}$ for $m=5,10,20,40$ and 80 . In our analysis, we also use a variable $E \equiv m \mathcal{P}_{x}$, which denotes the energy consumed for transmitting a frame once. Due to the simple relation $E \equiv m \mathcal{P}_{x}$, a function of $\mathcal{P}_{x}$ can be expressed as a function of $E$, and vice versa. Energy for transmitting a frame is simply energy required for transmitting a symbol times frame length (i.e., $E=m \mathcal{P}_{x}$ ). From (5.15) follows

$$
\begin{equation*}
P(F E)=1-\left(\frac{1}{2}\right)^{m}\left(1+\sqrt{\frac{E}{E+\frac{m N_{0}}{\sigma_{h}^{2}}}}\right)^{m} \tag{5.16}
\end{equation*}
$$



Figure 5.1: FEP per $\mathcal{P}_{x} / N_{0}$ for different frame lengths

Since the original transmission and subsequent retransmissions of a frame are independent events, it follows that the number of transmissions needed for successful delivery of a frame is geometrically distributed with parameter $P(F E)$ [54] where $P(F E)$ is the frame error probability. Accordingly, the expected number of transmissions needed for the reliable transfer of one frame is $1 /(1-P(F E))$. Since each reliable transfer of a frame needs $1 /(1-P(F E))$ attempts on average, the expected consumed energy for such reliable transfer of each frame can be obtained as follows:

$$
\begin{equation*}
\nu(E)=\frac{E}{1-P(F E)}, \tag{5.17}
\end{equation*}
$$

where $\nu(E)$ and $E$ are expected energy required for reliable transfer of a frame and the transmit energy of each frame, respectively. $\nu(E)$ can be written as:

$$
\begin{equation*}
\nu(E)=\frac{2^{m} E}{[1+g(E)]^{m}}, \tag{5.18}
\end{equation*}
$$



Figure 5.2: $\nu(E)$ per $E$ for different frame lengths and $\sigma_{h}^{2} / N_{0}=1$
where

$$
\begin{equation*}
g(E)=\sqrt{\frac{E}{E+\beta}}, \beta=\frac{m N_{0}}{\sigma_{h}^{2}} . \tag{5.19}
\end{equation*}
$$

Note that energy function $\nu(E)$ of $E$ can be expressed as a function, $\nu\left(m \mathcal{P}_{x}\right)$ of $\mathcal{P}_{x}$. Figure 5.2 shows $\nu(E)$ versus $E$ for different values of $m$. In the next section, we discuss minimizing these functions. From the derived expression for $\nu(E)=\nu\left(m \mathcal{P}_{x}\right)$, it is clear that the energy required for each frame transmission affects the expected energy required for a reliable frame transmission. We point out that with constraint $E \geq 0$ without an additional constraint, the minimum value of $\nu(E)$ is obtained at $E=0$. However, at $E=0$, the expected number of transmission needed for frame delivery may become extremely large. We assume that the system has a constraint on the expected frame delivery time; namely, $s\left(\frac{2^{m}}{[1+g(E)]^{m}}\right) \leq d$ where $s(\cdot)$ is a monotonically increasing function, $\frac{2^{m}}{[1+g(E)]^{m}}$ is the expected number of trials required to successfully deliver a frame and $d$ represents the delay requirement [55] [56]. This is equivalent to constraint $E \geq E_{T}$ for some $E_{T}$. Thus, in the following, we try to design


Figure 5.3: $\nu(E)$ per $E$ for $\mathrm{m}=12$ and $\sigma_{h}^{2} / N_{0}=1$
an algorithm for minimizing $\nu(E)$ in terms of $E$ under the delay-constrained condition.

### 5.5 Optimization of Transmission Power (Symbol Energy)

To obtain the optimum value of $E$, an optimization problem is formulated as follows:

$$
\begin{align*}
& E_{\mathrm{opt}}=\arg \min _{E} \nu(E) \\
& \text { subject to }: E \geq E_{T} . \tag{5.20}
\end{align*}
$$

We point out that since the transmitted energy required for transmission of a single symbol is $\mathcal{P}_{x}=E / m$, we do our analysis based on the frame energy $(E)$ and the optimal value of symbol energy can be simply obtained as $P_{x, \text { opt }}=E_{\text {opt }} / m$. We start solving the optimization problem with taking the derivative of $\nu(E)$ with respect to $E$ as in the following:

$$
\begin{equation*}
\frac{\partial \nu(E)}{\partial E}=\frac{2^{m}}{[1+g(E)]^{m+1}}\left(1+g(E)-m E g^{\prime}(E)\right) \tag{5.21}
\end{equation*}
$$

By taking the derivative of $g(E)$ with respect to $E$, we have

$$
\begin{equation*}
g^{\prime}(E)=\frac{\beta g^{3}(E)}{2 E^{2}} \tag{5.22}
\end{equation*}
$$

we can therefore write (5.21) as:

$$
\begin{equation*}
\frac{\partial \nu(E)}{\partial E}=\frac{2^{m}}{[1+g(E)]^{m+1}}\left(1+g(E)-\frac{m \beta g^{3}(E)}{2 E}\right) \tag{5.23}
\end{equation*}
$$

Eqn. (5.23) is equivalent to

$$
\begin{equation*}
\frac{\partial \nu(E)}{\partial E}=\frac{2^{m}}{[1+g(E)]^{m+1}}(1+g(E) \underbrace{\left[1-\frac{m \beta}{2(E+\beta)}\right]}_{h(E)}) \tag{5.24}
\end{equation*}
$$

It can be readily shown that for each value of $E \geq \beta\left(\frac{m}{2}-1\right)$, we have $h(E) \geq 0$, and thus we have $\frac{\partial \nu(E)}{\partial E}>0$ for $E \geq \beta\left(\frac{m}{2}-1\right)$. That is, function $\nu(E)$ is monotonically increasing in interval $\left[\beta\left(\frac{m}{2}-1\right), \infty\right)$. For $E<\beta\left(\frac{m}{2}-1\right)$, we now examine if there is a local maximum or minimum. To this end we find the roots of $\frac{\partial \nu(E)}{\partial E}$ in interval $\left[0, \beta\left(\frac{m}{2}-1\right)\right)$. From (5.24) it follows that $\frac{\partial \nu(E)}{\partial E}$ is zero if

$$
\begin{equation*}
1+g(E)\left[1-\frac{m \beta}{2(E+\beta)}\right]=0 \tag{5.25}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
g(E)=\frac{2(E+\beta)}{(m-2) \beta-2 E} \tag{5.26}
\end{equation*}
$$

For $E<\beta\left(\frac{m}{2}-1\right)$, the right-hand side of (5.26) is positive; by substituting (5.19) into (5.26), squaring both sides of the equation, and some simple modifications, we can show that (5.26) is equivalent to

$$
\begin{equation*}
(m+1) E^{2}+\beta\left(-\frac{m^{2}}{4}+m+2\right) E+\beta^{2}=0 \tag{5.27}
\end{equation*}
$$

We denote $\left(-\frac{m^{2}}{4}+m+2\right)^{2}-4(m+1)$ by $\Delta_{m}$. It can be easily shown that if $\Delta_{m}>0$, Eq. (5.27) has two positive roots:

$$
\begin{align*}
& E_{1}=\frac{\beta}{2(m+1)}\left[\frac{m^{2}}{4}-m-2-\sqrt{\Delta_{m}}\right] \\
& E_{2}=\frac{\beta}{2(m+1)}\left[\frac{m^{2}}{4}-m-2+\sqrt{\Delta_{m}}\right] \tag{5.28}
\end{align*}
$$

and we have $E_{1}<E_{2}$. It can be shown that for $m<8$ we have $\Delta_{m}<0$; for $m=8$ we have $\Delta_{m}=0$; for $m>8$ we have $\Delta_{m}>0$. Also, we note that $\frac{\partial \nu(E)}{\partial E}$ is a continuous function and $\lim _{E \rightarrow 0+} \frac{\partial \nu(E)}{\partial E}=2^{m}>0$. For $m<8$ we have $\Delta_{m}<0$ and therefore Eq. (5.27) does not have any root, which implies function $\nu(E)$ being monotonically increasing. For $m=8$ we have $\Delta_{m}=0$, which implies function $\nu(E)$ being monotonically nondecreasing due to the fact that (5.27) has only one root and $\frac{\partial \nu(E)}{\partial E}$ is positive in the positive neighbourhood of 0 . For $m>8$ we can conclude that (5.27) has two different roots $E_{1}$ and $E_{2}$ in the interval $\left[0, \beta\left(\frac{m}{2}-1\right)\right)$, as Appendix C shows $E_{2}<\beta\left(\frac{m}{2}-1\right)$. In this case, $\nu(E)$ is monotonically increasing in $\left(0, E_{1}\right)$ and $\left(E_{2}, \infty\right)$ and decreasing in $\left(E_{1}, E_{2}\right)$. Figure 5.3 shows $\nu(E)$ against $E$ for $m=12$ under $N_{0} / \sigma_{h}^{2}=1$. As it can be seen from this figure, for $E<E_{1}$ and $E>E_{2}$, $\nu(E)$ increases as $E$ increases. Also when $E_{1}<E<E_{2}, \nu(E)$ decreases as $E$ increases. Based on the previous analysis, we suggest an algorithm for solving the optimization problem defined in (5.20) as in the following:

For $m \leq 8$, since $\nu(E)$ is monotonically nondecreasing function of $E$, we can easily conclude that $E_{\mathrm{opt}}=E_{T}$. If the frame length is larger than 8, first, the value of $E_{T}$ is compared with $\beta\left(\frac{m}{2}-1\right)$. If $E_{T} \geq \beta\left(\frac{m}{2}-1\right)$, we conclude that $E_{\text {opt }}=E_{T}$; otherwise, $E_{1}$ and $E_{2}$ are calculated as in (5.28) and compared with $E_{T}$. If $E_{T}>E_{2}$, then $E_{\text {opt }}=E_{T}$. If $E_{1}<E_{T}<E_{2}$, then based on the figure 5.3 it is obvious that $E_{\text {opt }}=E_{2}$. Finally, if $E_{T}<E_{1}, \nu\left(E_{T}\right)$ is compared with $\nu\left(E_{2}\right)$; if $\nu\left(E_{T}\right)>\nu\left(E_{2}\right)$, we conclude that $E_{\text {opt }}=E_{2}$, otherwise $E_{\mathrm{opt}}=E_{T}$.

### 5.6 Discussions

In this chapter, we discussed optimizing the transmission power (bit transmission energy) for minimizing the expected transmission energy for successful delivery of the link layer frame. The expected transmission energy has nice properties, which we exploited for the optimization. The nice property of the expected energy function is somewhat attributed to our simple model. For obtaining simple insight, we used very simple models for wireless channels and ARQ schemes. In the physical layer, we assumed that the random channel gains for different symbols are statistically independent. Thus, this model is suitable for fast fading channels [57] or a for the system in which bit interleaving is employed. We assumed that the transmitter does not know the channel gain and thus there is no adaptation at the transmitter side. We limited the scope of our ARQ schemes to the ones in which a packet

```
Algorithm 1
    if \(m \leq 8\) then
        \(E_{\mathrm{opt}}=E_{T}\)
    else
        if \(E_{T} \geq \beta\left(\frac{m}{2}-1\right)\) then
            \(E_{\text {opt }}=E_{T}\)
        else
            Calculate \(\mathrm{E}_{1}\) and \(\mathrm{E}_{2}\)
            if \(E_{T}>E_{2}\) then
                \(E_{\text {opt }}=E_{T}\)
            else
                if \(E_{1} \leq E_{T}<E_{2}\) then
                    \(E_{\text {opt }}=E_{2}\)
                else
                        Compare \(\nu\left(\mathrm{E}_{\mathrm{T}}\right)\) with \(\nu\left(\mathrm{E}_{2}\right)\)
                        if \(\nu\left(E_{T}\right)>\nu\left(E_{2}\right)\) then
                        \(E_{\mathrm{opt}}=E_{2}\)
                        else
                            \(E_{\mathrm{opt}}=E_{T}\)
                        end if
                end if
            end if
        end if
    end if
```

that is considered error-free by the receiver's link layer entity will never be retransmitted by the transmitting side. Thus, Go-Back-N ARQ will be excluded by our model, for example. Also, we implicitly assumed that the frame is successfully delivered to the destination only if there is no bit error at all, while in a real ARQ scheme the frame can be delivered even though it contains some bit errors [58]. However, the probability that a bit error is undetected in most error detection codes used by an ARQ scheme is very low. We study the optimization problem under more complex model in the next chapter.

Because this chapter focuses on the expected transmission energy rather than throughput, the findings of this chapter are more relevant to wireless networks in which energy efficiency is more important that data throughput.

## Chapter 6

## Optimizing Bit Transmission Power for Link Layer Energy Efficiency under Channel Estimation Error

### 6.1 Objective

In chapter 5 we studied the issue of optimizing the transmission power (energy per symbol) for minimizing the expected energy required to reliably deliver a frame to the destination node through ARQ, assuming perfect channel estimation at the receiver. In this chapter, we relax the assumption of perfect channel estimation and study the issue of optimizing the transmission power for a bit-interleaved system. A pilot symbol-assisted modulation (PSAM) scheme is used along with a channel estimation scheme based on the minimum mean square error (MMSE) criterion. We derive a closed-form expression for the frame error probability (FEP) in the presence of channel estimation error and use this expression for minimizing the FEP in allocating the transmission energy. We also derive the expected energy as a function of the transmission power and design an optimization algorithm based on the properties of this function.

### 6.2 Related work and contribution

Most of the existing work in the link-layer analysis assumes perfect channel information at the receiver side and the communication system is designed for a known channel [42]-[53]. In this chapter, we analyze link-layer performance in a point-to-point wireless communication system in which channel estimation error exists. In particular, we study the issue of transmit energy efficiency under an expected delay constraint for a bit-interleaved wireless communication system. Furthermore, we consider the FEP performance metric and allocate power optimally between pilot and data symbols for minimizing the FEP expression.

In section 6.3, we will derive the FEP expression under the assumption of the receiver's imperfect estimation of the channel gain. Section 6.4 is the main contribution of this chapter, we will formulate an optimization problems for determining the transmission power and show a special property the cost (the expected packet transmission energy for successful delivery). Then, we will present an algorithm to determine the optimal transmission power. In section 6.5, we will present our simulation results, followed by discussion in section 6.6.

### 6.3 FEP Analysis and Power Allocation

In this section, we discuss the FEP performance of BPSK modulation for the wireless communication system model presented in section 4.3. We will apply the expression of FEP as the performance metric of the system for determining the power allocation among the pilot and data signals. We will then discuss the expected frame energy needed for reliable transmission of a single frame. For the purpose of security and privacy, we assume bit interleaving at the transmitter. After bit interleaving, since the transmitted symbols entire each frame experience different channel gains, by using (4.4) and (4.6), received signals at the destination can be written as:

$$
\begin{equation*}
y_{d}^{i}=\hat{h}_{i} x_{i}+e_{i} x_{i}+n_{d}^{i}=\hat{h}_{i} x_{i}+w_{d}^{i} \quad, i=1,2, \ldots, m-1, \tag{6.1}
\end{equation*}
$$

where $w_{d}^{i}=e_{i} x_{i}+n_{d}^{i}$. Due to the symmetric nature of a complex-valued proper Gaussian noise model, the frame error probability conditioned on the estimated channel gains can be expressed as [60]:

$$
\begin{equation*}
P\left(F E \mid \hat{h}_{1}, \hat{h}_{2}, \cdots, \hat{h}_{m-1}\right)=P\left(F E \mid \hat{h}_{1}, \hat{h}_{2}, \cdots, \hat{h}_{m-1}, x_{1}=x_{2}=\cdots=x_{m-1}=+\sqrt{\mathcal{P}_{x}}\right) . \tag{6.2}
\end{equation*}
$$

In this chapter, we just focus on receiver that does symbol-by-symbol detection for each frame ${ }^{1}$. Maximum likelihood (ML) detection rule applied to an individual symbol is

$$
\begin{equation*}
\hat{x}_{i}=\arg \max _{x_{i} \in\left\{\sqrt{\mathcal{P}_{x}},-\sqrt{\mathcal{P}_{x}}\right\}} p\left(y_{d}^{i} \mid x_{i}, \hat{h}_{i}\right)=\arg \max _{x_{i}} \operatorname{Re}\left\{y_{d}^{i} \hat{h}_{i}^{*} x_{i}\right\}, i=1,2, \ldots, m-1 . \tag{6.3}
\end{equation*}
$$

For the optimal decision rule (6.3), in accordance with (6.2), we can write the conditional frame error probability as:

$$
\begin{align*}
& P\left(F E \mid \hat{h}_{1}, \hat{h}_{2}, \ldots, \hat{h}_{m-1}\right)=1-P\left(\sqrt{\mathcal{P}_{x}}\left|\hat{h}_{1}\right|^{2}+\operatorname{Re}\left\{\hat{h}_{1}^{*} w_{d}^{1}\right\} \geq 0,\right. \\
& \left.\sqrt{\mathcal{P}_{x}}\left|\hat{h}_{2}\right|^{2}+\operatorname{Re}\left\{\hat{h}_{2}^{*} w_{d}^{2}\right\} \geq 0, \cdots, \sqrt{\mathcal{P}_{x}}\left|\hat{h}_{m-1}\right|^{2}+\operatorname{Re}\left\{\hat{h}_{m-1}^{*} w_{d}^{m-1}\right\} \geq 0\right) \\
& =1-\int_{-\sqrt{\mathcal{P}_{x}}\left|\hat{h}_{1}\right|}^{\infty} \int_{-\sqrt{\mathcal{P}_{x}}\left|\hat{h}_{2}\right|}^{\infty} \cdots \int_{-\sqrt{\mathcal{P}_{x}}\left|\hat{h}_{m-1}\right|}^{\infty} p_{\tilde{w}_{d}}\left(\tilde{\mathbf{w}}_{d}\right) d \tilde{w}_{d}^{1} d \tilde{w}_{d}^{2} \cdots d \tilde{w}_{d}^{m-1}, \tag{6.4}
\end{align*}
$$

where $\tilde{\mathbf{w}}_{d}=\left[\operatorname{Re}\left\{w_{d}^{1}\right\} \operatorname{Re}\left\{w_{d}^{2}\right\} \cdots \operatorname{Re}\left\{w_{d}^{m-1}\right\}\right]$. It can be easily shown that $\operatorname{Re}\left\{w_{d}^{1}\right\}, \operatorname{Re}\left\{w_{d}^{2}\right\}$, $\ldots$, and $\operatorname{Re}\left\{w_{d}^{m-1}\right\}$ are independent zero-mean real Gaussian random variables with variance $\left(\mathcal{P}_{x} \sigma_{e}^{2}+N_{0}\right) / 2$. From (6.4) follows:

$$
\begin{align*}
P\left(F E \mid \hat{h}_{1}, \hat{h}_{2}, \ldots, \hat{h}_{m-1}\right) & =1-\prod_{i=1}^{m-1} \int_{-\sqrt{\mathcal{P}_{x}}\left|\hat{h}_{i}\right|}^{\infty} \frac{1}{\sqrt{\pi\left(\sigma_{e}^{2} \mathcal{P}_{x}+N_{0}\right)}} \times e^{-\frac{\left(\tilde{w}_{d}^{i}\right)^{2}}{\sigma_{e}^{2} \mathcal{P}_{x}+N_{0}}} d \tilde{w}_{d}^{i} \\
& =1-\prod_{i=1}^{m-1}\left(1-Q\left(\sqrt{\frac{2 \mathcal{P}_{x}\left|\hat{h}_{i}\right|^{2}}{\sigma_{e}^{2} \mathcal{P}_{x}+N_{0}}}\right)\right) \tag{6.5}
\end{align*}
$$

We denote $\left|\hat{h}_{i}\right|^{2}$ by $Z_{i}$. In accordance with the complex Gaussian channel model, $Z_{1}, Z_{2}$, ..., $Z_{m-1}$ are i.i.d and exponentially distributed ; we can write

$$
\begin{equation*}
f_{Z_{i}}\left(z_{i}\right)=\lambda e^{-\lambda z_{i}}, z_{i} \geq 0 \tag{6.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda=\frac{1}{\sigma_{\hat{h}}^{2}}=\frac{\sigma_{h}^{2} \alpha m \mathcal{P}_{s}+N_{0}}{\sigma_{h}^{4} \alpha m \mathcal{P}_{s}} . \tag{6.7}
\end{equation*}
$$

[^1]Unconditional frame error probability can be written as:

$$
\begin{align*}
P(F E) & =1-\prod_{i=1}^{m-1}\left(1-\int_{0}^{\infty} \lambda e^{-\lambda z_{i}} Q\left(\sqrt{\frac{2 \mathcal{P}_{x} z_{i}}{\sigma_{e}^{2} \mathcal{P}_{x}+N_{0}}}\right) d z_{i}\right) \\
& =1-\left(1-\int_{0}^{\infty} \lambda e^{-\lambda z} Q\left(\sqrt{\frac{2 \mathcal{P}_{x} z}{\sigma_{e}^{2} \mathcal{P}_{x}+N_{0}}}\right) d z\right)^{m-1}=1-(1-\mathbf{J})^{m-1} \tag{6.8}
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{J}=\int_{0}^{\infty} \lambda e^{-\lambda z} Q\left(\sqrt{\frac{2 \mathcal{P}_{x} z}{\sigma_{e}^{2} \mathcal{P}_{x}+N_{0}}}\right) d z \tag{6.9}
\end{equation*}
$$

By using $Q(x)=\frac{1}{\pi} \int_{0}^{\frac{\pi}{2}} \exp \left(-\frac{x^{2}}{2 \sin ^{2} \theta}\right) d \theta$ [40], J can be written as:

$$
\begin{align*}
\mathbf{J} & =\int_{0}^{\infty} \lambda e^{-\lambda z} \frac{1}{\pi} \int_{0}^{\frac{\pi}{2}} \exp \left(-\frac{A z}{\sin ^{2} \theta}\right) d \theta d z=\frac{1}{\pi} \int_{0}^{\frac{\pi}{2}} M_{Z}\left(-\frac{A}{\sin ^{2} \theta}\right) d \theta \\
& =\frac{1}{\pi} \int_{0}^{\frac{\pi}{2}} \frac{\sin ^{2} \theta}{\sin ^{2} \theta+A / \lambda} d \theta \tag{6.10}
\end{align*}
$$

where $M_{Z}()$ denotes the moment generating function of $Z$, and

$$
\begin{equation*}
Z_{i}=\left|\hat{h}_{i}\right|^{2}, A=\frac{\mathcal{P}_{x}}{\sigma_{e}^{2} \mathcal{P}_{x}+N_{0}} \tag{6.11}
\end{equation*}
$$

Then, using (5A.9) of [40], we obtain

$$
\begin{equation*}
\mathbf{J}=\frac{1}{2}\left(1-\sqrt{\frac{A}{A+\lambda}}\right) . \tag{6.12}
\end{equation*}
$$

From (6.8) and (6.12), we have the following FEP expression:

$$
\begin{equation*}
P(F E)=1-\left(\frac{1}{2}\right)^{m-1}\left(1+\sqrt{\frac{A}{A+\lambda}}\right)^{m-1} \tag{6.13}
\end{equation*}
$$

For the purpose of determining the FEP-minimizing power allocation, we derive the FEP expression in terms of $\alpha$. Based on (4.5) and (4.7) we have:

$$
\begin{equation*}
\mathcal{P}_{x}=\frac{(1-\alpha) m \mathcal{P}_{s}}{m-1}, \sigma_{e}^{2}=\frac{\sigma_{h}^{2} N_{0}}{\alpha \sigma_{h}^{2} m \mathcal{P}_{s}+N_{0}} . \tag{6.14}
\end{equation*}
$$

By using (6.14) and (6.13), we can write FEP as the following:

$$
\begin{align*}
P(F E) & =1-\left(\frac{1}{2}+\frac{1}{2} \sqrt{\frac{\alpha(1-\alpha) \sigma_{h}^{4} m^{2} \mathcal{P}_{s}^{2}}{\alpha(1-\alpha) \sigma_{h}^{4} m^{2} \mathcal{P}_{s}^{2}+[1-\alpha+\alpha(m-1)] \sigma_{h}^{2} N_{0} m \mathcal{P}_{s}+(m-1) N_{0}^{2}}}\right)^{m-1} \\
& \equiv f(\alpha, m, \bar{\gamma}) . \tag{6.15}
\end{align*}
$$

We point out that FEP in (6.15) is a function of $\alpha, m$ and $\bar{\gamma}$ where

$$
\begin{equation*}
\bar{\gamma}=\mathcal{P}_{s} \sigma_{h}^{2} / N_{0} \tag{6.16}
\end{equation*}
$$

To obtain the optimal values of $\alpha$, for a given frame length and $\bar{\gamma}$, an optimization problem is formulated as follows:

$$
\begin{array}{r}
\alpha_{\text {opt }}=\arg \min _{\alpha} f(\alpha, m, \bar{\gamma}), \\
\quad \text { subject to : } 0 \leq \alpha \leq 1 . \tag{6.17}
\end{array}
$$

where $f(\alpha, m, \bar{\gamma})$ is defined in (6.15). The optimal value of $\alpha$ can be obtained as:

$$
\begin{equation*}
\left.\frac{\partial f(\alpha, m, \bar{\gamma})}{\partial \alpha}\right|_{\alpha=\alpha_{o p t}}=0 . \tag{6.18}
\end{equation*}
$$

From (6.18) follows:

$$
\begin{equation*}
(2-m) \alpha^{2}-2\left(1+\frac{m-1}{m \bar{\gamma}}\right) \alpha+1+\frac{m-1}{m \bar{\gamma}}=0 . \tag{6.19}
\end{equation*}
$$

The optimal value of $\alpha$ is given by

$$
\begin{equation*}
\alpha_{\mathrm{opt}}=\frac{\sqrt{(m \bar{\gamma}+m-1)(m-1)(m \bar{\gamma}+1)}-m \bar{\gamma}-m+1}{m \bar{\gamma}(m-2)} . \tag{6.20}
\end{equation*}
$$

The results of optimization for the unitary channel variance (i.e., $\sigma_{h}^{2}=1$ ) are tabulated in table 6.1. We point out that when $\bar{\gamma}$ is sufficiently large (i.e., $\bar{\gamma} \gg 1$ ), $\alpha_{\text {opt }}$ can be closely approximated as:

$$
\begin{equation*}
\alpha_{\mathrm{opt}} \approx \frac{\sqrt{m-1}-1}{m-2} \tag{6.21}
\end{equation*}
$$

### 6.4 Energy Consumption for Frame Delivery and Optimization of Transmission Power (Symbol Energy)

In the previous section, we derived the frame error probability (FEP) expression (6.15). We have shown that for a given symbol transmission power $\mathcal{P}_{s}$ (average transmission energy per both pilot and data symbols), the FEP depends on the energy allocation $\alpha$ and we have taken an interest in optimizing the value of $\alpha$. In the present section, we consider a system that exercises an Automatic Repeat Request (ARQ) and focus on the expected
total transmission energy consumed to deliver a frame of source information to the receiver for an arbitrary $\alpha$. Then, we discuss tuning transmission power $\mathcal{P}_{s}$ to minimize the total expected transmission energy for a successful delivery of a frame of information. Because $\mathcal{P}_{s}$ and the energy, $E$, for one transmission of a frame are simply related by $E=m \mathcal{P}_{s}$ for a fixed frame size $m$, we will use $E$ instead of $m \mathcal{P}_{s}$ as a variable to optimize for simplicity of mathematical expressions.

Since the original transmission and subsequent retransmissions of a frame are independent events, it follows that the number of transmissions needed for successful delivery of a frame is geometrically distributed with parameter $P(F E)$ [54] where $P(F E)$ is the frame error probability. Accordingly, the expected number of transmissions needed for the reliable transfer of one frame is $1 /(1-P(F E))$. Since each reliable transfer of a frame needs $1 /(1-P(F E))$ attempts on average, the total expected transmission energy, $\nu(E)$, consumed for reliable transfer of each frame can be obtained as follows:

$$
\begin{equation*}
\nu(E)=\frac{E}{1-P(F E)} \tag{6.22}
\end{equation*}
$$

We point out that $P(F E)$ in (6.15) can be written as a function of $\alpha, m$ and $\bar{\gamma}$ where $\bar{\gamma}=\sigma_{h}^{2} \mathcal{P}_{s} / N_{0}$ and for the simplicity of notations, we assume that $\sigma_{h}^{2} / N_{0}=1$. By using (6.15) and (6.22), $\nu(E)$ can be written as:

$$
\begin{equation*}
\nu(E)=\frac{2^{m-1} E}{[1+g(E)]^{m-1}}, \tag{6.23}
\end{equation*}
$$

where

$$
\begin{equation*}
g(E)=\sqrt{\frac{\alpha(1-\alpha) E^{2}}{\alpha(1-\alpha) E^{2}+[1-\alpha+\alpha(m-1)] E+(m-1)}} . \tag{6.24}
\end{equation*}
$$

We focus on finding the value of $E$ that minimizes $\nu(E)$.
It is noteworthy that for any practical value of frame size (for any value of $m \geq 2$ ), we have:

$$
\begin{equation*}
\lim _{E \rightarrow 0} \nu(E)=0 \tag{6.25}
\end{equation*}
$$

That is, in the absence of an energy constraint other than the obvious positivity constraint, (6.25) leads to the conclusion that infinitesimally small transmission energy $E$ for single frame transmission ends up with infinitesimally small total expected energy $\nu(E)$. However, we note that at very small value of $E$, the expected number of transmission needed for
successful frame delivery may become extremely large, which results in extremely long frame delivery time. We assume that the system has a constraint on the expected frame delivery time; namely, $s\left(\frac{2^{m-1}}{[1+g(E)]^{m-1}}\right) \leq d$ where $s(\cdot)$ is a monotonically increasing function, $\frac{2^{m-1}}{[1+g(E)]^{m-1}}$ is the expected number of trials required to successfully deliver a frame and $d$ represents the delay requirement [55] [56]. This is equivalent to constraint $E \geq E_{T}$ for some $E_{T}$. Thus, in the following, we try to design an algorithm to determine the value of $E$ for minimizing $\nu(E)$ under the delay-constrained condition. That is, our optimization problem is formulated as follows:

$$
\begin{array}{r}
E_{\text {opt }}=\arg \min _{E} \nu(E), \\
\text { subject to }: E \geq E_{T} . \tag{6.26}
\end{array}
$$

Although (6.26) seems to be a simple optimization of a single variable, we try to design a very time efficient algorithm for solving (6.26). We will show that the function $\nu(E)$ has nice properties, which we exploit for the optimization. In this section, we will explore the shape of the curve $\nu(E)$ and establish some results about the shape that can be exploited to simply obtains the solution to (6.26). We will later show that $\nu(E)$ is either monotonically nondecreasing or has an up-down-up shape, as is illustrated in Figure 6.3. Since the derivative of a function gives a good perspective about the shape of the function, we start this section with taking the derivative of $\nu(E)$ with respect to $E$.

For the simplicity of notations, we define $a=\alpha(1-\alpha), b=1-\alpha+\alpha(m-1)$ and $c=m-1$. We can then write $g(E)$ in (6.24) as:

$$
\begin{equation*}
g(E)=\sqrt{\frac{a E^{2}}{a E^{2}+b E+c}} . \tag{6.27}
\end{equation*}
$$

The derivative of $\nu(E)$ with respect to $E$ is given by

$$
\begin{equation*}
\frac{\partial \nu(E)}{\partial E}=\frac{2^{c}}{[1+g(E)]^{c+1}}\left(1+g(E)-c E g^{\prime}(E)\right) . \tag{6.28}
\end{equation*}
$$

Taking the derivative of $g(E)$ with respect to $E$, we have:

$$
\begin{equation*}
g^{\prime}(E)=\frac{(b E+2 c) g^{3}(E)}{2 a E^{3}}, \tag{6.29}
\end{equation*}
$$

so we can write (6.28) as:

$$
\begin{equation*}
\frac{\partial \nu(E)}{\partial E}=\frac{2^{c}}{[1+g(E)]^{c+1}}\left(1+g(E)-\frac{c(b E+2 c) g^{3}(E)}{2 a E^{2}}\right) . \tag{6.30}
\end{equation*}
$$

From (6.27) and (6.30) follows that:

$$
\begin{equation*}
\frac{\partial \nu(E)}{\partial E}=\frac{2^{c}}{[1+g(E)]^{c+1}}(1+g(E) \underbrace{\left[1-\frac{c(b E+2 c)}{2\left(a E^{2}+b E+c\right)}\right]}_{h(E)}) \tag{6.31}
\end{equation*}
$$

We are interested in the intervals in which $\nu(E)$ is increasing (i.e., derivative $\nu^{\prime}(E)$ is positive). Since $g(E) \geq 0$, it can be concluded that we have $\nu^{\prime}(E)>0$ if:

$$
\begin{equation*}
h(E) \triangleq 1-\frac{c(b E+2 c)}{2\left(a E^{2}+b E+c\right)} \geq 0 . \tag{6.32}
\end{equation*}
$$

$h(E) \geq 0$ if and only if:

$$
\begin{equation*}
2 a E^{2}+b(2-c) E+2 c(1-c) \geq 0 \tag{6.33}
\end{equation*}
$$

Since $E \geq 0$, the inequality in (6.33) holds if and only if:

$$
\begin{equation*}
E \geq \frac{\sqrt{b^{2}(c-2)^{2}+16 a c(c-1)}+b(c-2)}{4 a} \equiv \eta>0 . \tag{6.34}
\end{equation*}
$$

Thus, the following Lemma is proved:
Lemma 6.4.1. $\nu^{\prime}(E)>0$ in $\left[\delta_{T},+\infty\right)$; that is, $\nu(E)$ is monotonically increasing in $\left[\delta_{T},+\infty\right)$.
Lemma 6.4.2 (monotonic increase). There exists a positive number $\epsilon<\delta_{T}$, such that $\nu^{\prime}(E)>0$ in $(0, \epsilon]$.

Proof. From (6.31), it is clear that if $E \rightarrow 0^{+}$, then $\nu^{\prime}(E) \rightarrow 2^{c}>0$. By using the continuity of $\nu^{\prime}(E)$, we conclude that there exists a positive number $\epsilon<\delta_{T}$ such that $\nu^{\prime}(E)>0$ in $(0, \epsilon]$.

### 6.4.1 Roots of $\nu^{\prime}(E)$

Theorem 6.4.1. For any frame length $m \geq 2$, there exist no more than two distinct positive values of $E$ at which $\nu^{\prime}(E)=0$ for any allocation $0<\alpha<1$.

Proof. In accordance with (6.31), $\nu^{\prime}(E)=0$ implies $1+g(E) h(E)=0$ or equivalently:

$$
\begin{equation*}
g(E)=-\frac{2\left(a E^{2}+b E+c\right)}{2 a E^{2}+b(2-c) E+2 c(1-c)} . \tag{6.35}
\end{equation*}
$$

Equality (6.35) implies the following, which is obtained by squaring both sides of (6.35):

$$
\begin{equation*}
P(E)=\mu_{5} E^{5}+\mu_{4} E^{4}+\mu_{3} E^{3}+\mu_{2} E^{2}+\mu_{1} E+\mu_{0}=0 . \tag{6.36}
\end{equation*}
$$

where

$$
\begin{align*}
& \mu_{5}=4 a^{2} b c+4 a^{2} b>0 \\
& \mu_{4}=8 a^{2} c^{2}+4 a^{2} c-a b^{2} c^{2}+4 a b^{2} c+8 a b^{2}, \\
& \mu_{3}=-4 a b c^{3}+12 a b c^{2}+16 a b c+4 b^{3}, \\
& \mu_{2}=-4 a c^{4}+8 a c^{3}+8 a c^{2}+12 b^{2} c, \\
& \mu_{1}=12 b c^{2}>0, \\
& \mu_{0}=4 c^{3}>0 . \tag{6.37}
\end{align*}
$$

Thus, the number of distinct roots of $\nu^{\prime}(E)$ can not be more than the number of distinct positive roots of the polynomial $P(E)$. Invoking the Descartes' rule of signs [69], we will prove Theorem 6.4.1 by showing that $P(E)$ does not have more than two positive roots (the polynomial's multiple roots of the same value being separately counted.)

The Descartes' rule of signs states, "If a single-variable polynomial is written from highest to lowest power exponent, then the number of positive real roots of the polynomial is the same or less than by an even numbers as the number of changes in the sign of the coefficients. Multiple roots of the same value are counted separately [69]."

It can be obviously seen from (6.37) that $\mu_{5}, \mu_{1}$ and $\mu_{0}$ are positive. Also, each coefficient of $\mu_{4}, \mu_{3}$ and $\mu_{2}$ can be zero, positive or negative, so we consider 27 different sign combinations of $\mu_{4}, \mu_{3}$ and $\mu_{2}$ (considering zero as a different sign from positive and negative signs). If $\mu_{4}<0, \mu_{3}>0$ and $\mu_{2}<0$, in accordance with Descartes' rule of signs, $P(E)$ has at most 4 positive roots. For all other cobinations, $P(E)$ has no more than 2 positive roots. Therefore, Theorem 6.4.1 is proven if we show that $\mu_{4}<0, \mu_{3}>0$ and $\mu_{2}<0$ is an impossible combination.

We can write $\mu_{2}$ and $\mu_{3}$ in (6.37) as $\mu_{2}=4 c \cdot \tilde{\mu}_{2}$ and $\mu_{3}=4 b \cdot \tilde{\mu}_{3}$ where

$$
\begin{align*}
& \tilde{\mu}_{3}=-a c^{3}+3 a c^{2}+4 a c+b^{2} \\
& \tilde{\mu}_{2}=-a c^{3}+2 a c^{2}+2 a c+3 b^{2} \tag{6.38}
\end{align*}
$$

Since $b>0$ and $c>0$, we have : $\operatorname{sign}\left(\mu_{2}\right)=\operatorname{sign}\left(\tilde{\mu}_{2}\right)$ and also $\operatorname{sign}\left(\mu_{3}\right)=\operatorname{sign}\left(\tilde{\mu}_{3}\right)$. In order to prove Theorem 6.4.1, we just need to show that $\tilde{\mu}_{3}>0$ and $\tilde{\mu}_{2}<0$ is an impossible combination.


Figure 6.1: $\tilde{\mu}_{2}(m, \alpha)$ and $\tilde{\mu}_{3}(m, \alpha)$ against $\alpha$ for $m=6$

By substituting $a=(1-\alpha) \alpha, b=1-\alpha+(m-1) \alpha$ and $c=m-1$, we can write $\tilde{\mu}_{2}$ and $\tilde{\mu}_{3}$ in terms of $\alpha$ and $m$ as:

$$
\begin{aligned}
& \tilde{\mu}_{3}=\left(m^{3}-5 m^{2}+m+4\right) \alpha^{2}+\left(-m^{3}+6 m^{2}-3 m-4\right) \alpha+1 \triangleq a_{3}(m) \alpha^{2}+b_{3}(m) \alpha+1, \\
& \tilde{\mu}_{2}=\left(m^{3}-2 m^{2}-7 m+11\right) \alpha^{2}+\left(-m^{3}+5 m^{2}+m-11\right) \alpha+3 \triangleq a_{2}(m) \alpha^{2}+b_{2}(m) \alpha+3,
\end{aligned}
$$

where

$$
\begin{array}{ll}
a_{3}(m)=m^{3}-5 m^{2}+m+4, & b_{3}(m)=-m^{3}+6 m^{2}-3 m-4, \\
a_{2}(m)=m^{3}-2 m^{2}-7 m+11, & b_{2}(m)=-m^{3}+5 m^{2}+m-11 . \tag{6.40}
\end{array}
$$

For $m \geq 6$, both $\tilde{\mu}_{3}$ and $\tilde{\mu}_{2}$ are quadratic functions of $\alpha$ with positive coefficients of quadratic terms. The key idea of the proof of Theorem 6.4.1 from the cases of $m \geq 6$ is to show that the roots of $\tilde{\mu}_{2}(m, \alpha)=0$ are surrounded by the roots of $\tilde{\mu}_{3}(m, \alpha)=0$, as illustrated in Figure 6.1 and elaborated later. For each value of $m$ between 2 and 5 , inclusive, $\tilde{\mu}_{2}$ in (6.39) as a quadratic function of $\alpha$ has coefficients that make $\tilde{\mu}_{2}$ non-negative for each value of $\alpha$ between 0 and 1 . Thus, Theorem 6.4.1 is proved for the cases of $2 \leq m \leq 5$.

For the rest of the proof, we consider the case of $m \geq 6$ and we will show that $\mu_{2}<0$ and $\mu_{3}<0$ are an impossible combination.

We denote by $\alpha_{1}^{(2)}(m)$ and $\alpha_{2}^{(2)}(m)$, the roots of $\tilde{\mu}_{2}(m, \alpha)=0$ and $\alpha_{1}^{(3)}(m)$ and $\alpha_{2}^{(3)}(m)$, the roots of $\tilde{\mu}_{3}=0(m, \alpha)$ :

$$
\begin{align*}
& \alpha_{1}^{(2)}(m)=\frac{-b_{2}(m)-\sqrt{\Delta_{2}(m)}}{2 a_{2}(m)}, \alpha_{2}^{(2)}(m)=\frac{-b_{2}(m)+\sqrt{\Delta_{2}(m)}}{2 a_{2}(m)}, \\
& \alpha_{1}^{(3)}(m)=\frac{-b_{3}(m)-\sqrt{\Delta_{3}(m)}}{2 a_{3}(m)}, \alpha_{2}^{(3)}(m)=\frac{-b_{3}(m)+\sqrt{\Delta_{3}(m)}}{2 a_{3}(m)}, \tag{6.41}
\end{align*}
$$

where

$$
\begin{align*}
& \Delta_{3}(m)=b_{3}{ }^{2}(m)-4 a_{3}(m)=m^{6}-12 m^{5}+42 m^{4}-32 m^{3}-19 m^{2}+20 m \\
& \Delta_{2}(m)=b_{2}{ }^{2}(m)-12 a_{2}(m)=m^{6}-10 m^{5}+23 m^{4}+20 m^{3}-85 m^{2}+62 m-11 . \tag{6.42}
\end{align*}
$$

For $m \geq 6$ we have:

$$
\begin{equation*}
a_{2}(m)>0, a_{3}(m)>0, b_{2}(m)<0, b_{3}(m)<0, \Delta_{2}(m)>0, \Delta_{3}(m)>0 \tag{6.43}
\end{equation*}
$$

It turns out that the following inequality holds (Proof in the next subsection):

$$
\begin{equation*}
\alpha_{1}^{(3)}(m)<\alpha_{1}^{(2)}(m)<\alpha_{2}^{(2)}(m)<\alpha_{2}^{(3)}(m) . \tag{6.44}
\end{equation*}
$$

For each frame length $(m \geq 6)$ we have: $\tilde{\mu}_{2}(m, \alpha)<0$ if and only if $\alpha$ is in set $\left\{\alpha \mid \alpha_{1}^{(2)}(m)<\right.$ $\left.\alpha<\alpha_{2}^{(2)}(m)\right\}$, and $\tilde{\mu}_{3}(m, \alpha)>0$ if and only if $\alpha$ is in set $\left\{\alpha \mid \alpha<\alpha_{1}^{(3)}(m)\right.$ or $\left.\alpha>\alpha_{2}^{(3)}(m)\right\}$ (Figure 6.1). In accordance with (6.44), these two sets are non-overlapping, so for any value of $\alpha, \mu_{2}<0$ and $\mu_{3}>0$ are an impossible combination.

### 6.4.2 Proof of (6.44)

In this subsection, we prove (6.44). The key idea of the proof is to first find a lower bound on $\alpha_{1}^{(2)}(m)$. We then show that this lower bound, is an upper bound on the $\alpha_{1}^{(3)}(m)$ which results in the first inequality in (6.44). It turns out that the following inequality holds (proof in the following two Lemmas):

$$
\begin{equation*}
\alpha_{1}^{(2)}(m)>\alpha_{1}^{\prime}(m)>\alpha_{1}^{(3)}(m) \tag{6.45}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{1}^{\prime}(m)=\frac{-b_{2}(m)-\sqrt{b_{2}^{2}(m)-12 a_{3}(m)}}{2 a_{3}(m)} . \tag{6.46}
\end{equation*}
$$

We point out that $b_{2}^{2}(m)-12 a_{3}(m)>0$ because from (6.43) we have: $\Delta_{2}(m)=b_{2}^{2}(m)-$ $12 a_{2}(m)>0$. On the other hand, we have $a_{2}(m)>a_{3}(m)$ (proof in Appendix D, D.4), which follows that $b_{2}^{2}(m)-12 a_{3}(m)>0$.

Lemma 6.4.3. For $m \geq 6$ we have: $\alpha_{1}^{(2)}(m)>\alpha_{1}^{\prime}(m)$.
proof: See Appendix D.
Lemma 6.4.4. For $m \geq 6$ we have: $\alpha_{1}^{\prime}(m)>\alpha_{1}^{(3)}(m)$.
proof: See Appendix E.
By using Lemma 6.4.3 and Lemma 6.4.4, we can therefore conclude that $\alpha_{1}^{(3)}(m)<$ $\alpha_{1}^{(2)}(m)$ and first inequality in (6.44) is proved.

Lemma 6.4.5. For $m \geq 6$ we have: $\alpha_{2}^{(2)}(m)<\alpha_{2}^{(3)}(m)$.
proof: See Appendix F.
By using the Lemma 6.4.5, the last inequality in (6.44) is proved.

### 6.4.3 Shape of $\nu(E)$

Theorem 6.4.2. The function $\nu(E)$ is either monotonically non-decreasing in the interval $(0,+\infty)$, or there exist two positive numbers $\xi_{1}<\xi_{2}$ such that $\nu(E)$ is monotonically nondecreasing over $\left(0, \xi_{1}\right]$, monotonically non-increasing over ( $\xi_{1}, \xi_{2}$ ), and monotonically nondecreasing over $\left[\xi_{2},+\infty\right)$.

Proof. In accordance with Lemma 6.4.1 and Lemma 6.4.2, there exist positive numbers $\epsilon<\eta$ such that $\nu^{\prime}(E)>0$ in $[\eta,+\infty)$ and $(0, \epsilon]$. If $\nu^{\prime}(E) \geq 0$ in $(\epsilon, \eta)$, then we have $\nu^{\prime}(E) \geq 0$ in $(0, \infty)$, so $\nu(E)$ is monotonically nondecreasing in $(0, \infty)$. Now we consider the case in which there exists a value $E^{*} \in(\epsilon, \eta)$ such that $\nu^{\prime}\left(E^{*}\right)$ is negative. Then there exists $\xi_{1} \in\left(\epsilon, E^{*}\right)$ such that $\nu^{\prime}\left(\xi_{1}\right)=0$ and there exists $\xi_{2} \in\left(E^{*}, \eta\right)$ such that $\nu^{\prime}\left(\xi_{2}\right)=0$ because $\nu^{\prime}(E)$ is a continuous function on $(0, \infty)$ (the intermediate value theorem [70]). In accordance with Theorem 6.4.1, there are no other positive roots of $\nu^{\prime}(E)$ than $\xi_{1}$ and $\xi_{2}$. This together with the continuity of $\nu^{\prime}(E)$ implies that $\nu^{\prime}(E) \geq 0$ in $\left[\epsilon, \xi_{1}\right]$ and $\nu^{\prime}(E) \leq 0$ in $\left[\xi_{1}, \xi_{2}\right]$ and $\nu^{\prime}(E) \geq 0$ in $\left[\xi_{2}, \eta\right]$.

### 6.4.4 Exploiting the shape of $\nu(E)$ for optimization

In the previous subsection, we discussed the different possible shapes of $\nu(E)$ and we showed that $\nu(E)$ is either monotonically non-decreasing in $(0, \infty)$ or has an "up-down-up" shape. In this subsection, we use this property of $\nu(E)$ and suggest an algorithm for solving the optimization problem defined in (6.26).

Whichever kind of shape $\nu(E)$ has, it is clear that if $E_{T}>\eta, E_{T}$ is optimal because $\nu(E)$ in $[\eta,+\infty)$ is monotonically increasing (Lemma 6.4.1).

For the case in which $\nu(E)$ is monotonically non-decreasing function of $E$ in $(0, \infty)$, we can easily conclude that $E_{T}$ is optimal because $\nu(E)$ is monotonically non-decreasing function of $E$ in $\left[E_{T}, \infty\right)$.

For the case in which $\nu(E)$ has an "up-down-up" shape, $\nu(E)$ is monotonically nondecreasing over $\left(0, E_{1}\right]$ and $\left[E_{2},+\infty\right)$, and monotonically non-increasing over $\left[E_{1}, E_{2}\right]$ (Theorem 6.4.2) where $E_{1}$ and $E_{2}$ are two roots of $\nu^{\prime}(E)=0$. If $E_{T}>E_{2}$, then $E_{T}$ is optimal because $\nu(E)$ is monotonically non-decreasing in $\left[E_{T},+\infty\right)$. If $E_{1}<E_{T}<E_{2}$, then it can be seen that $E_{\mathrm{opt}}=E_{2}$ as illustrated in Figure 6.2.

Finally, if $E_{T}<E_{1}, \nu\left(E_{T}\right)$ is compared with $\nu\left(E_{2}\right)$; if $\nu\left(E_{T}\right)>\nu\left(E_{2}\right)$, we conclude that $E_{\mathrm{opt}}=E_{2}$, otherwise $E_{\mathrm{opt}}=E_{T}$.

We have shown that for solving (6.26), the value of $E_{2}$ is needed. It was also shown in subsection 6.4.1 that if $E<\eta$, then the roots of $\nu^{\prime}(E)$ and the roots of $P(E)=0$ in (6.36) are equal. In the following, we present a method for finding $E_{2}$. From (6.35) and (6.36) follows that $E_{2}$ is the largest root of $P(E)=0$. We can therefore use $P(E)$ for finding $E_{2}$. By using Sturm's theorem [72], we can find $N_{P}$, the number of roots of $P(E)=0$. If $N_{P}<2$, it means that $\nu(E)$ has at most one root and therefore it is monotonically non-increasing and we have $E_{\text {opt }}=E_{T}$. If $N_{P}=2$, we first find the largest root $\left(E_{2}\right)$. Since $\nu(E)$ in $[\eta,+\infty)$ is monotonically increasing (Lemma 6.4.1), it can be readily concluded that if $E_{2}>\eta, E_{2}$ can not be a root of $\nu^{\prime}(E)=0$. In this case, $\nu^{\prime}(E)$ has at most one root. In other words, if $E_{2}>\eta, \nu(E)$ is monotonically non-decreasing and $E_{T}$ is optimal.

We point out that one of the methods that can be used to find $E_{2}$, is Newton's algorithm [71]. It can be shown that $P(E)$ is convex in $\left[E_{2},+\infty\right)$. If we set a proper point as the initial point of Newton's algorithm, the algorithm converges to $E_{2}$. Our suggestion is to use Cauchy's upper bound [72] on the largest root as the initial point.

```
Algorithm 2
    Find \(N_{P}\), the number of roots of \(P(E)=0\)
    if \(N_{P}<2\) then
        \(E_{\text {opt }}=E_{T}\)
    else
    Find \(E_{2}\), the largest root of \(P(E)=0\)
        if \(E_{2} \geq \delta_{T}\) then
            \(E_{\text {opt }}=E_{T}\)
        else
            if \(E_{2}<E_{T}\) then
                \(E_{\text {opt }}=E_{T}\)
            else
                Compare \(\nu\left(\mathrm{E}_{\mathrm{T}}\right)\) with \(\nu\left(\mathrm{E}_{2}\right)\)
                if \(\nu\left(E_{T}\right)>\nu\left(E_{2}\right)\) then
                        \(E_{\text {opt }}=E_{2}\)
                else
                        \(E_{\text {opt }}=E_{T}\)
                end if
            end if
        end if
    end if
```



Figure 6.2: $\nu(E)$ against $E, \alpha=0.30, \mathrm{~m}=12$

### 6.5 SIMULATION RESULTS

In the following system setup, we present Monte-Carlo simulation results to corroborate the theoretical analysis. Matlab was used for Monte-Carlo simulation, and $10^{7}$ transmitted symbols were drawn from the BPSK constellation in order to estimate the FEP. The node-to-node channel is modelled by zero mean independent Gaussian random variable with unit variance. The variance of noise components is set to $N_{0}=1$.

Figure 6.3 shows the $\nu(E)$ against frame energy $(E)$ for $m=5,10,15$ and 20 and $\alpha=0.30$. As the figure shows, in the case of $m=5$, expected frame energy required for a reliable transmission of a frame $(\nu(E))$ is monotonically increasing with respect to $E$. Figure 6.4 shows the present chapter's FEP analysis resulting in (6.15) in comparison with the simulation results for $m=5,10,20,40$ and 80 where $m$ is the frame length. Parameter $\alpha$ is set to 0.30 .

In Figure 6.5, the FEP is plotted against $\alpha$ for $\mathcal{P}_{s} / N_{0}=15 \mathrm{~dB}$. From the derived FEP expression (6.15), it is apparent that for a fixed total power, the power allocation among pilot and data affects the FEP performance. If we allocate too much power for pilots,


Figure 6.3: $\nu(E)$ against $E, \alpha=0.30$
channel estimation error will be reduced but detection of the data in noise is more difficult because of low data SNR. On the other hand, lower power for pilots results in poor channel estimation and thus in poor detection [64] [35]. The optimum value of $\alpha$ under $\mathcal{P}_{s} / N_{0}=15$ dB and $\mathrm{m}=10,20,40$ and 80 turns out to be at $\alpha=0.25, \alpha=0.19, \alpha=0.14$ and $\alpha=0.10$, respectively.

Figure 6.6 shows the $\nu(E)$ against $\alpha$ for $m=10,15$ and 20 under $\mathcal{P}_{s} / N_{0}=10 \mathrm{~dB}$. In table 6.1, the optimum values for $\alpha$ for $\mathrm{m}=16,32$, and 64 are tabulated. These values are obtained by using (6.20). It is noteworthy that the optimum values of $\alpha$ are insensitive to per-symbol SNRs.

### 6.6 Discussions

In this chapter, we discussed optimizing the transmission power (bit transmission energy) for minimizing the expected transmission energy for successful delivery of the link-layer


Figure 6.4: FEP against $\mathcal{P}_{s} / N_{0}$ for $\alpha=0.30$
frame under imperfect channel estimation. The expected transmission energy, as a function of energy of each frame, has nice properties, and we exploited them for the optimization. We presented an efficient algorithm for minimizing the transmit energy under delay constraint in a bit-interleaved point-to-point wireless system.

We have derived a closed-form expression for the FEP performance for a point-to-point wireless communication system in which BPSK modulation and bit interleaving are employed. We have also investigated the issue of optimally allocating the transmit energy between pilot and data symbols to minimize the derived FEP expression.


Figure 6.5: FEP against $\alpha, \mathcal{P}_{s} / N_{0}=15 \mathrm{~dB}$

|  |  | $\mathrm{m}=64$ | $\mathrm{m}=32$ | $\mathrm{m}=16$ |
| :---: | :---: | :---: | :---: | :---: |
| $\frac{\mathcal{P}_{s}}{\mathrm{~N}_{0}}=30 \mathrm{~dB}$ | $\alpha_{\text {opt }}$ | 0.11 | 0.15 | 0.21 |
|  | FEP | 0.0196 | 0.0104 | 0.0055 |
| $\frac{\mathcal{P}_{s}}{\mathrm{~N}_{0}}=25 \mathrm{~dB}$ | $\alpha_{\text {opt }}$ | 0.11 | 0.15 | 0.21 |
|  | FEP | 0.0601 | 0.0324 | 0.0174 |
| $\frac{\mathcal{P}_{s}}{N_{0}}=20 \mathrm{~dB}$ | $\alpha_{\text {opt }}$ | 0.11 | 0.15 | 0.21 |
|  | FEP | 0.1774 | 0.0986 | 0.0538 |
| $\frac{\mathcal{P}_{\mathrm{s}}}{\mathrm{~N}_{0}}=15 \mathrm{~dB}$ | $\alpha_{\text {opt }}$ | 0.11 | 0.15 | 0.21 |
|  | FEP | 0.4561 | 0.2764 | 0.1583 |
| $\frac{\mathcal{P}_{\mathrm{s}}}{\mathrm{N}_{0}}=10 \mathrm{~dB}$ | $\alpha_{\text {opt }}$ | 0.12 | 0.16 | 0.21 |
|  | FEP | 0.8421 | 0.6246 | 0.4062 |

Table 6.1: Results of optimization for $m=16,32$ and 64


Figure 6.6: $\nu(E)$ against $\alpha, \mathcal{P}_{s} / N_{0}=10 \mathrm{~dB}$
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## Appendix A

## Proof of 2.72

From (2.62) follows that:

$$
\begin{equation*}
X=\exp \left(\frac{-4 \mathcal{P}_{r}\left|\hat{h}_{r d}\right|^{2}+4 \sqrt{\mathcal{P}_{r}} \operatorname{Re}\left\{\hat{h}_{r d}^{*} \tilde{n}_{r d}\right\}}{\sigma_{2}^{2}}\right), Y=\exp \left(\frac{-4 \mathcal{P}_{s}\left|\hat{h}_{s d}\right|^{2}-4 \sqrt{\mathcal{P}_{s}} \operatorname{Re}\left\{\hat{h}_{s d}^{*} \tilde{n}_{s d}\right\}}{\sigma_{1}^{2}}\right) \tag{A.1}
\end{equation*}
$$

We define random variable $W$ as:

$$
\begin{equation*}
W=\frac{-4 \mathcal{P}_{r}\left|\hat{h}_{r d}\right|^{2}+4 \sqrt{\mathcal{P}_{r}} \operatorname{Re}\left\{\hat{h}_{r d}^{*} \tilde{n}_{r d}\right\}}{\sigma_{2}^{2}} \tag{A.2}
\end{equation*}
$$

Since $\tilde{n}_{r d}$ is a zero mean complex Gaussian random variable with variance $\sigma_{2}^{2}$, conditioned on $\hat{h}_{r d}, \operatorname{Re}\left\{\hat{h}_{r d}^{*} \tilde{n}_{r d}\right\}$ is a zero mean real Gaussian random variable with variance $\left|\hat{h}_{r d}\right|^{2} \sigma_{2}^{2} / 2$; accordingly $W$ is a real Gaussian random variable as follows:

$$
\begin{equation*}
W \left\lvert\, \hat{h}_{r d} \sim \mathcal{N}\left(-\frac{4 \mathcal{P}_{r}\left|\hat{h}_{r d}\right|^{2}}{\sigma_{2}^{2}}, \frac{8 \mathcal{P}_{r}\left|\hat{h}_{r d}\right|^{2}}{\sigma_{2}^{2}}\right)\right. \tag{A.3}
\end{equation*}
$$

The conditional PDF of $W$ is given by:

$$
\begin{equation*}
f_{W \mid \hat{h}_{r d}}\left(w \mid \hat{h}_{r d}\right)=\frac{1}{\sqrt{2 \pi \sigma_{W \mid \hat{h}_{r d}}^{2}}} \exp \left[-\frac{\left(w-\mu_{W \mid \hat{h}_{r d}}\right)^{2}}{2 \sigma_{W \mid \hat{h}_{r d}}^{2}}\right] \tag{A.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{W \mid \hat{h}_{r d}}=-\frac{4 \mathcal{P}_{r}\left|\hat{h}_{r d}\right|^{2}}{\sigma_{2}^{2}}, \sigma_{W \mid \hat{h}_{r d}}^{2}=\frac{8 \mathcal{P}_{r}\left|\hat{h}_{r d}\right|^{2}}{\sigma_{2}^{2}} \tag{A.5}
\end{equation*}
$$

We denote $\left|\hat{h}_{r d}\right|^{2}$ and $\angle \hat{h}_{r d}$ by $Z_{2}$ and $\Phi_{2}$, respectively. Conditional PDF of $W$ can be also written as:

$$
\begin{equation*}
f_{W \mid \hat{h}_{r d}}\left(w \mid \hat{h}_{r d}\right)=f_{W \mid Z_{2}, \Phi_{2}}\left(w \mid z_{2}, \phi_{2}\right) \tag{A.6}
\end{equation*}
$$

We can derive $f_{W \mid Z_{2}}\left(w \mid z_{2}\right)$ as in the following:

$$
\begin{align*}
f_{W \mid Z_{2}}\left(w \mid z_{2}\right) & =\mathrm{E}_{\Phi_{2}}\left\{f_{W \mid Z_{2}, \Phi_{2}}\left(w \mid z_{2}, \phi_{2}\right)\right\}=\mathrm{E}_{\Phi_{2}}\left\{f_{W \mid \hat{h}_{r d}}\left(w \mid \hat{h}_{r d}\right)\right\} \\
& =\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{\exp \left[-\frac{\left(w-\mu_{W \mid \hat{h}_{r d}}\right)^{2}}{2 \sigma_{W \mid \hat{h}_{r d}}^{2}}\right]}{\sqrt{2 \pi \sigma_{W \mid \hat{h}_{r d}}^{2}}} d \phi_{2}=\frac{\exp \left[-\frac{\left(w-\mu_{W \mid \hat{h}_{r d}}\right)^{2}}{2 \sigma_{W \mid \hat{h}_{r d}}^{2}}\right]}{\sqrt{2 \pi \sigma_{W \mid \hat{h}_{r d}}^{2}}} . \tag{A.7}
\end{align*}
$$

In accordance with (A.1) and (A.2) we have $X=\exp (W)$. The conditional PDF of $X$ can be obtained using [41]:

$$
\begin{equation*}
f_{X \mid Z_{2}}\left(x \mid z_{2}\right)=\frac{f_{W \mid Z_{2}}\left(\ln x \mid z_{2}\right)}{x} . \tag{A.8}
\end{equation*}
$$

We also have:

$$
\begin{equation*}
\frac{f_{X \mid Z_{2}}\left(x \mid z_{2}\right)}{f_{X \mid Z_{2}}\left(\left.\frac{1}{x} \right\rvert\, z_{2}\right)}=\frac{f_{W \mid Z_{2}}\left(\ln x \mid z_{2}\right)}{x^{2} f_{W \mid Z_{2}}\left(\left.\ln \frac{1}{x} \right\rvert\, z_{2}\right)}=\frac{f_{W \mid Z_{2}}\left(\ln x \mid z_{2}\right)}{x^{2} f_{W \mid Z_{2}}\left(-\ln x \mid z_{2}\right)} \tag{A.9}
\end{equation*}
$$

From (A.7) and (A.9) follows that:

$$
\begin{align*}
\frac{f_{X \mid Z_{2}}\left(x \mid z_{2}\right)}{f_{X \mid Z_{2}}\left(\left.\frac{1}{x} \right\rvert\, z_{2}\right)} & =\frac{1}{x^{2}} \exp \left[\frac{\left(-\ln x-\mu_{W \mid \hat{h}_{r d}}\right)^{2}}{2 \sigma_{W \mid \hat{h}_{r d}}^{2}}-\frac{\left(\ln x-\mu_{W \mid \hat{h}_{r d}}\right)^{2}}{2 \sigma_{W \mid \hat{h}_{r d}}^{2}}\right] \\
& =\frac{1}{x^{2}} \exp \left[\frac{2 \mu_{W \mid \hat{h}_{r d}} \ln x}{\sigma_{W \mid \hat{h}_{r d}}^{2}}\right] \tag{A.10}
\end{align*}
$$

Finally, after substituting $\mu_{W \mid \hat{h}_{r d}}$ and $\sigma_{W \mid \hat{h}_{r d}}^{2}$ in (A.10), we obtain:

$$
\begin{equation*}
f_{X \mid Z_{2}}\left(\left.\frac{1}{x} \right\rvert\, z_{2}\right)=x^{3} f_{X \mid Z_{2}}\left(x \mid z_{2}\right) . \tag{A.11}
\end{equation*}
$$

In the same manner, it can be shown that $f_{Y \mid Z_{1}}\left(\left.\frac{1}{y} \right\rvert\, z_{1}\right)=y^{3} f_{Y \mid Z_{1}}\left(y \mid z_{1}\right)$.

## Appendix B

## Proof of 6.2, 3.24 and 3.25

$$
\begin{align*}
& P\left(\hat{\hat{x}}=+1 \mid x^{\prime}=+1\right) P\left(x^{\prime}=+1\right)=P(\hat{\hat{x}}=+1 \mid \theta x=+1) P(\theta x=+1) \\
& =P(\hat{\hat{x}}=+1 \mid x=+1) P(\theta=1) P(x=+1)=\left(1-P_{e}^{\prime}\right)\left(1-P_{e}^{R}\right)\left(\frac{1}{2}\right), \tag{B.1}
\end{align*}
$$

where the third equality in (B.1) is due to the fact that $x^{\prime}=1$ implies that $\theta=1$ and $x=1$. Also given that the transmitted symbol is $x=+1$, probability that $\hat{\hat{x}}=+1$ and $\theta=1$ are independent. In other words, $P(\hat{\hat{x}}=+1 \mid \theta=1, x=+1)=P(\hat{\hat{x}}=+1 \mid x=+1)$. Since the transmitted signal and $\theta$ are independent, we also have $P(\theta=1, x=+1)=P(\theta=1) P(x=+1)$. As in (B.1), we obtain

$$
\begin{align*}
& P\left(\hat{\hat{x}}=+1 \mid x^{\prime}=0\right) P\left(x^{\prime}=0\right)=P(\hat{\hat{x}}=+1 \mid \theta x=0) P(\theta x=0) \\
& =P(\hat{\hat{x}}=+1 \mid \theta=0) P(\theta=0)=\frac{1}{2} P_{e}^{R}, \tag{B.2}
\end{align*}
$$

and,

$$
\begin{align*}
& P\left(\hat{\hat{x}}=+1 \mid x^{\prime}=-1\right) P\left(x^{\prime}=-1\right)=P(\hat{\hat{x}}=+1 \mid \theta x=-1) P(\theta x=-1) \\
& =P(\hat{\hat{x}}=+1 \mid x=-1) P(\theta=1) P(x=-1)=P_{e}^{\prime}\left(1-P_{e}^{R}\right)\left(\frac{1}{2}\right) \tag{B.3}
\end{align*}
$$

## Appendix C

## Proof of $E_{2}<\beta\left(\frac{m}{2}-1\right)$

Based on (5.28), $E_{2}<\beta\left(\frac{m}{2}-1\right)$ if and only if:

$$
\begin{equation*}
\frac{\beta}{2(m+1)}\left[\frac{m^{2}}{4}-m-2+\sqrt{\Delta_{m}}\right]<\beta\left(\frac{m}{2}-1\right) . \tag{C.1}
\end{equation*}
$$

Multiplying both sides of (C.1) by $2(m+1) / \beta$, we see that (C.1) holds if and only if:

$$
\begin{equation*}
\frac{m^{2}}{4}-m-2+\sqrt{\Delta_{m}}<2(m+1)\left(\frac{m}{2}-1\right) . \tag{C.2}
\end{equation*}
$$

Eq. (C.2) holds if and only if:

$$
\begin{equation*}
\frac{m^{2}}{4}-m-2+\sqrt{\Delta_{m}}<m^{2}-m-2 . \tag{C.3}
\end{equation*}
$$

Eq. (C.3) holds if and only if $4 \sqrt{\Delta_{m}}<3 m^{2}$, or equivalently $16 \Delta_{m}<9 m^{4}$. By using the following inequalities for $m>8$ :

$$
\begin{equation*}
\underbrace{\left(\frac{m^{2}}{4}-m-2\right)^{2}-4(m+1)}_{\Delta_{m}}<\left(\frac{m^{2}}{4}-m-2\right)^{2}<\left(\frac{m^{2}}{4}\right)^{2}=\frac{m^{4}}{16}, \tag{C.4}
\end{equation*}
$$

we have $16 \Delta_{m}<m^{4}<9 m^{4}$ which results in $E_{2}<\beta\left(\frac{m}{2}-1\right)$.

## Appendix D

## Proof of Lemma 6.4.3

$\alpha_{1}^{(2)}(m)>\alpha_{1}^{\prime}(m)$ if and only if:

$$
\begin{equation*}
\frac{-b_{2}(m)-\sqrt{b_{2}^{2}(m)-12 a_{2}(m)}}{2 a_{2}(m)}>\frac{-b_{2}(m)-\sqrt{b_{2}^{2}(m)-12 a_{3}(m)}}{2 a_{3}(m)} . \tag{D.1}
\end{equation*}
$$

Eq. (D.1) holds if and only if:

$$
\begin{equation*}
\frac{b_{2}(m)+\sqrt{b_{2}^{2}(m)-12 a_{3}(m)}}{2 a_{3}(m)}>\frac{b_{2}(m)+\sqrt{b_{2}^{2}(m)-12 a_{2}(m)}}{2 a_{2}(m)} . \tag{D.2}
\end{equation*}
$$

Eq. (D.2) holds if and only if:

$$
\begin{equation*}
a_{2}(m) \sqrt{b_{2}^{2}(m)-12 a_{3}(m)}-a_{3}(m) \sqrt{b_{2}^{2}(m)-12 a_{2}(m)}>\left[a_{3}(m)-a_{2}(m)\right] b_{2}(m) . \tag{D.3}
\end{equation*}
$$

From (6.40) we have:

$$
\begin{equation*}
a_{2}(m)-a_{3}(m)=3 m^{2}-8 m+7=3\left[\left(m-\frac{4}{3}\right)^{2}+\frac{5}{9}\right]>0 . \tag{D.4}
\end{equation*}
$$

From (D.4) and the fact that $b_{2}(m)<0$, we can assume that both sides of inequality in (D.3) are positive, and (D.3) is equivalent to:

$$
\begin{equation*}
2 b_{2}^{2}(m)-12 a_{2}(m)-12 a_{3}(m)-2 \sqrt{b_{2}^{2}(m)-12 a_{2}(m)} \sqrt{b_{2}^{2}(m)-12 a_{3}(m)}>0, \tag{D.5}
\end{equation*}
$$

which results from squaring both sides of (D.3). Inequality (D.5) holds since

$$
\begin{equation*}
\left(\sqrt{b_{2}^{2}(m)-12 a_{2}(m)}-\sqrt{b_{2}^{2}(m)-12 a_{3}(m)}\right)^{2}>0 \tag{D.6}
\end{equation*}
$$

## Appendix E

## Proof of Lemma 6.4.4

For $m \geq 6, \alpha_{1}^{\prime}(m)>\alpha_{1}^{(3)}(m)$ if and only if:

$$
\begin{equation*}
\frac{-b_{2}(m)-\sqrt{b_{2}^{2}(m)-12 a_{3}(m)}}{2 a_{3}(m)}>\frac{-b_{3}(m)-\sqrt{b_{3}{ }^{2}(m)-4 a_{3}(m)}}{2 a_{3}(m)} . \tag{E.1}
\end{equation*}
$$

Eq. (E.1) holds if and only if:

$$
\begin{equation*}
b_{3}(m)-b_{2}(m)>\sqrt{b_{2}^{2}(m)-12 a_{3}(m)}-\sqrt{b_{3}^{2}(m)-4 a_{3}(m)} \tag{E.2}
\end{equation*}
$$

From (6.40) we have

$$
\begin{equation*}
b_{3}(m)-b_{2}(m)=m^{2}-4 m+7=(m-2)^{2}+3>0 . \tag{E.3}
\end{equation*}
$$

From (E.3) follows that the left hand side (LHS) of (E.2) is positive; therefore, if the right hand side (RHS) of (E.2) is non positive, then inequality in (E.2) obviously holds. If RHS of (E.2) is non negative, (E.2) holds if and only if:

$$
\begin{equation*}
\left[b_{3}(m)-b_{2}(m)\right]^{2}>\left(\sqrt{b_{2}^{2}(m)-12 a_{3}(m)}-\sqrt{b_{3}^{2}(m)-4 a_{3}(m)}\right)^{2}, \tag{E.4}
\end{equation*}
$$

which is equivalent to:

$$
\begin{equation*}
\sqrt{{b_{2}^{2}}^{2}(m)-12 a_{3}(m)} \cdot \sqrt{b_{3}^{2}(m)-4 a_{3}(m)}>b_{2}(m) b_{3}(m)-8 a_{3}(m) \tag{E.5}
\end{equation*}
$$

If the RHS of (E.5) is non positive, then inequality in (E.5) obviously holds. For the values of $m$ for which the RHS of (E.5) is positive, (E.5) is equivalent to:

$$
\begin{equation*}
4 b_{2}(m) b_{3}(m)-{b_{2}}^{2}(m)-3 b_{3}^{2}(m)-4 a_{3}(m)>0 \tag{E.6}
\end{equation*}
$$

which results from squaring both sides of (E.5). From (6.40) follows that (E.6) is equivalent to:

$$
\begin{equation*}
2 m^{5}-21 m^{4}+72 m^{3}-110 m^{2}+62 m-9>0 . \tag{E.7}
\end{equation*}
$$

Thus, it remains to be shown that (E.7) holds for each values of $m \geq 6$ for which the RHS of (E.5) is non negative. It turns out that for $m \geq 6$ (E.7) holds. For $6 \leq m \leq 10$ the inequality holds and for $m \geq 11$, (E.7) can be written as

$$
\begin{equation*}
(2 m-21) m^{4}+(72 m-110) m^{2}+62 m-9>0 \tag{E.8}
\end{equation*}
$$

Since $2 m-21,72 m-110$ and $62 m-9$ are positive for $m \geq 11$, we proved that for $m \geq 6$ the inequality (E.1) holds.

## Appendix F

## Proof of Lemma 6.4.5

For $m \geq 6, \alpha_{2}^{(2)}(m)<\alpha_{2}^{(3)}(m)$ if and only if:

$$
\begin{equation*}
\frac{-b_{2}(m)+\sqrt{{b_{2}{ }^{2}(m)-12 a_{2}(m)}_{2 a_{2}(m)}^{2}}<\frac{-b_{3}(m)+\sqrt{b_{3}{ }^{2}(m)-4 a_{3}(m)}}{2 a_{3}(m)} . . . . ~}{\text {. }} . \tag{F.1}
\end{equation*}
$$

From Lemma 6.4.3 and Lemma 6.4.4, we have proven that $\alpha_{1}^{(3)}(m)<\alpha_{1}^{(2)}(m)$; therefore we can write:

$$
\begin{equation*}
\frac{-b_{3}(m)-\sqrt{b_{3}{ }^{2}(m)-4 a_{3}(m)}}{2 a_{3}(m)}<\frac{-b_{2}(m)-\sqrt{b_{2}{ }^{2}(m)-12 a_{2}(m)}}{2 a_{2}(m)} . \tag{F.2}
\end{equation*}
$$

From (F.2) follows that

$$
\begin{equation*}
\frac{b_{2}(m)+\sqrt{b_{2}{ }^{2}(m)-12 a_{2}(m)}}{2 a_{2}(m)}<\frac{b_{3}(m)+\sqrt{b_{3}{ }^{2}(m)-4 a_{3}(m)}}{2 a_{3}(m)} . \tag{F.3}
\end{equation*}
$$

We define $L(m)$ as:

$$
\begin{equation*}
L(m)=a_{3}(m) b_{2}(m)-a_{2}(m) b_{3}(m)=2 m^{5}-17 m^{4}+36 m^{3}-19 m^{2}-2 m . \tag{F.4}
\end{equation*}
$$

It can be easily seen that $L(6)=600, L(7)=4200$ and $L(8)=13104$ are positive. Also for $m \geq 9$ we have:

$$
\begin{align*}
L(m) & =2 m^{5}-17 m^{4}+36 m^{3}-19 m^{2}-2 m>2 m^{5}-17 m^{4}+36 m^{3}-21 m^{2} \\
& =(2 m-17) m^{4}+(36 m-21) m^{2}>0 \tag{F.5}
\end{align*}
$$

Since $L(m)$ for $m \geq 6$ is positive, we have $L(m) / a_{2}(m) a_{3}(m)>0$ and we can therefore write:

$$
\begin{equation*}
\frac{b_{2}(m)}{a_{2}(m)}>\frac{b_{3}(m)}{a_{3}(m)}, \tag{F.6}
\end{equation*}
$$

or equivalently:

$$
\begin{equation*}
-\frac{b_{2}(m)}{a_{2}(m)}<-\frac{b_{3}(m)}{a_{3}(m)} . \tag{F.7}
\end{equation*}
$$

Thus, from (F.3) and (F.7) follows that the addition of left (right) hand sides of (F.3) and (F.7) is the left (right) hand sides of (F.1).


[^0]:    ${ }^{1}$ Note that this assumption is imposed only for the convenience of notation. The analysis in this chapter can also be applied, after some minor modifications, to the case wherein the source employs any binary IQ modulation.

[^1]:    ${ }^{1}$ Due to the correlation among the received symbols in different frames, we can improve the performance by applying ML detection to the whole received frames instead of individual symbols in each frame; however, the result has unmanageable computational complexity.

