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Abstract 

With advancing technology in miniature MEMS sensors, wearable devices are becoming 

increasingly popular, facilitating convenient activity detection. One particular application 

is in sports performance monitoring. This thesis presents novel real-time jump detection 

and classification algorithms in skiing and snowboarding using a head-mounted MEMS-

based inertial measurement unit (MEMS-IMU), which is integrated with a barometric 

pressure sensor. The key performance variables of the jump are extracted and 

evaluated for training and/or entertainment purposes. In contrast to the existing jump 

detection algorithms based on acceleration signals, the proposed algorithm uses vertical 

velocity and air time in addition to acceleration in the vertical direction. A support vector 

machine (SVM) is applied to generate a classification model. The jumps are classified 

into four different groups – Ollie, Standard, Drops, and Step up jumps. The experimental 

results show that by incorporating the velocity and air time into the detection algorithm, 

the sensitivity and specificity increase dramatically to 92% and 93%, respectively. In 

addition, the proposed classification model achieved 80.5% accuracy. 

Keywords: Real-time skiing/snowboarding jump classification; wearable technology; 
MEMS sensors; sensor fusion; barometric pressure sensor  
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Chapter 1.  
 
Introduction 

1.1. Overview 

Skiing and snowboarding are two of the most popular winter sports. Ski jumping 

is one of the earliest competitive winter sports, being part of the Winter Olympics since it 

began in 1924 [1]. In 1998, snowboarding, which combines the element of surfing, 

skateboarding, and skiing, made its first debut in the Winter Olympics [2]. While 

competitions are expanding in scope and depth, amateur skiers and snowboarders 

around the world continue to stretch their abilities, striving for greater achievement in 

skill, technique, and difficulty of stunts and tricks. One way to determine athlete 

performance is to define key performance variables (KPVs) for sports. In skiing and 

snowboarding, the basic KPVs used to describe jumps are: 1) air-time, which is the 

duration of the jump from take-off to landing; 2) horizontal distance achieved from take-

off to landing; 3) maximum vertical height achieved during the jump with respect to the 

ground level where the jump begins, and 4) the total rotation [3] achieved during the 

jump. Calculation of these KPVs can be used to provide feedback to these individuals 

and motivate them to improve their performance [4]. 

With the latest advances in wearable sensor technology, measuring these KPVs 

in portable and automatic fashion is becoming possible. With the advent of the 

microelectromechanical systems (MEMS) sensor technology, the sensors have become 

smaller in size and lighter in weight. In the wearable technology, the miniature MEMS 

sensors are used to measure kinematics of body segments that they are mounted to. 

The KPVs can then be extracted from these kinematic information. This project utilizes 

an integrated MEMS sensors to capture the jump KPVs of the skier or snowboarder in 

real-time, which then can be used as features to classify these jumps. 
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1.2. Literature survey 

Motion capture technology has been extensively used in sports performance 

analysis. Over the course of time, athletes are pushing the envelope in their skills and 

abilities, striving to go beyond the limitation of gravity for greater achievement in more 

difficult jump tricks. As a result, camera-based image processing has been introduced to 

aid in analysis of the athletes' performance [5]-[7]. Camera-based optical motion tracking 

systems are widely used due to their measurement accuracy. However, they present the 

limitation of requiring an external source (i.e. cameras) and thus work best in 

controlled/confined areas (e.g., indoor settings). Hence, they are not suitable for outdoor 

motion tracking applications in active sports such as skiing, snowboarding, and biking 

that take place over long distances. On the other hand, an inertial measurement unit 

(IMU) is self-contained, and thus capable of providing unconstrained accessibility to 

kinematic motion information in outdoor/on-field settings [8]-[10]. Recently, researchers 

are exploring the potential in performance analysis with wearable sensors [3],[11]-[14]. 

With the advances in MEMS technology, wearable sensors have become smaller in size 

and more precise in accuracy. These sensors have the advantage of real-time feedback, 

minimal setup time, and minimal space limitation [15]. A MEMS-IMU-based motion 

tracking system can be worn by the athlete for the purpose of providing direct 

information feedback to them with minimal time delay in both recreation and professional 

training [9]-[10],[16]. 

Motion capture technology is useful to athletes for training purposes [15],[17] and 

to judges for evaluation [16]. Previous research applying IMU-based systems for winter 

sports applications include Harding et al. [8], which utilizes a torso-mounted IMU 

consisting of a tri-axial accelerometer and tri-axial gyroscope for jump detection 

applications in half-pipe competitions. A threshold-based three-state filter is applied on 

the acceleration signal to determine whether or not the athlete is in the air. Another 

threshold-based filter is then applied to the air time to validate the jumps. With IMU 

sensors attached to the lower back of the athletes, the air time and degree of rotation 

could be calculated. This information can be used by judges in scoring and ranking of 

the athlete performance in half pipe competition [16]. In Brodie et al. [15], the authors 

applied fusion motion capture (FMC) to capture 3D motion of alpine ski racing through a 
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10-gate slalom course. In the study, 13 IMUs were attached to the athlete's head, torso, 

pelvis, upper and lower arms, thighs, shanks, and ski boots. The data from IMU, GPS, 

and pressure sensitive insoles were combined to improve the position and orientation 

accuracy. The computed results were presented in animation and validated with video 

images for the purpose of improving athlete performance in the future. In Sadi and 

Klukas [18], a head-mounted IMU, consisting of tri-axial accelerometer, tri-axial 

gyroscope, and tri-axial magnetometer is used for jump detection in general skiing 

and/or snowboarding maneuver. The authors applied two methods, Windowed Mean 

Canceled Multiplication (WMCM) and Preceding and Following Acceleration Difference 

(PFAD), on the accelerometer data. This algorithm claims 92% sensitivity and 8% false 

detection rate. Our work presents novel algorithms for detecting and classifying 

snowboarding and ski jumps with a head-mounted IMU system. In addition to the typical 

acceleration signals, a vertical velocity signal is introduced to aid in jump detection. 

Kalman filter-based sensor fusion on accelerometer, gyroscope, magnetometer, and 

barometer pressure sensor is used to obtain the vertical velocity to improve the detection 

rate.  

Commercially, interactive ski goggles have emerged as notable wearable 

devices for the alpine sports market. For example, Recon Instruments Inc., a local 

wearable devices company, has developed sport action goggles, Snow2, in which a 9-

axis IMU, barometric pressure sensor, and GPS are embedded [19]. With its onboard 

sensors, Snow2 allows the users to monitor their speeds, vertical drop during a jump, 

distance travelled, and the altitude achieved, in real-time as well as share this 

information with friends. Also, GPS along with the onboard resort map allows the users 

to track where they are and set up a meet up location with a group of friends. Another 

group of entrepreneurs has recently developed augmented reality goggles, RideOn [20]. 

RideOn allows the users to communicate with each other through text messages and to 

track friends' location through GPS. A HD camera is also integrated in the goggles to 

record different activities the user does. In addition, RideOn creates a virtual 

environment for games and challenges, such as a virtual slalom or chasing after an 

image of your friend or a famous skier, that adds an extra layer of fun in the mountain. 

Still another start-up created a project called GogglePal [21]. In addition to the above 

mentioned features, GogglePal helps the individuals to get fit and stay healthy by 
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providing them their personal fitness stats, such as calories burned, elapsed time, 

distance traveled, etc. These devices not only enrich the users' alpine experience, but 

also provide the users real-time feedback for entertainment purposes. 

1.3. Objective 

The overall objective of this research is to develop accurate jump detection and 

classification algorithms with an integrated head-mounted sensor, consisting of 9 axes 

IMU, barometric pressure sensor, and GPS, which is embedded in a ski goggle. Key 

technical considerations involved in the research are: a) sensor fusion, b) online 

processing, c) algorithm efficiency, d) online learning, e) sensor placement, f) noise, and 

g) sensor accuracy. 

Sensor Fusion 

Sensor fusion is the primary technique used in this project. Several sensors, 

such as 3-axis accelerometer, 3-axis gyroscope, 3-axis magnetometer, barometric 

pressure sensor, and GPS, are involved and each sensor has different update rate and 

accuracy. How the various sensor data are combined to complement each other for the 

purpose of jump detection and classification is the fundamental problem to solve.  

Online Processing 

In addition, the algorithm should be able to process the data online in order to 

provide the instant feedback to the individuals. The data collected by IMU, barometer, 

and GPS, will be processed online and the KPVs will be extracted and displayed on a 

head-up display to provide the instant information to the users. Also, the processor has 

to be powerful enough to process the data. 

Algorithm Efficiency 

This also leads to better algorithm efficiency due to limited energy resource. 

Since the device is portable and is worn by the users, the only power resource is through 

the battery and the size of the battery should be light and small. Efficient algorithm is 

desired so the device will last longer when the individuals are using it.  
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Online Learning 

Lastly, the algorithm should support online learning. Since each individual 

performs jumps differently. As a result, the detection and classification parameters 

should be tuned to fit each individual accordingly. Therefore, online learning is desired to 

tune the device according to the individuals. 

Sensor Placement 

Besides the considerations on the algorithm, other considerations are related to 

the hardware. The sensor is placed and fixed on top of the helmet in order to simulate 

the effect of the sensor embedded in commercial sport action goggles, such as Recon’s 

Snow2. The advantage of embedding the sensor in the goggles is that the individuals do 

not have to wear extra equipment. In addition, the head-up displace can provide the 

feedback to the users instantly. 

Noise 

However, because the sensor is mounted on the head, it captures the motion of 

the head instead of the main body. Some head movements create dynamic noises that 

will affect the detection algorithm. The magnetometer is also susceptible to magnetic 

disturbance. These noises may cause false detection and affect the accuracy of the 

algorithm dramatically. 

Sensor Accuracy 

Also, sensor bias will affect the algorithm performance if not dealt correctly. 

Calibration should be done precisely when the sensor is used. The accuracy of the 

sensor should also be taken into consideration. If the range of motion is greater than the 

capacity of the sensor, the KPVs will not be accurate either. 

1.4. Contributions 

The main contributions of this project are (i) a real-time jump detection algorithm, 

and (ii) a real-time jump classification algorithm, which can be implemented into the 
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sports action goggles with embedded MEMS sensors, for skiing and snowboarding 

applications. The algorithms utilize sensor fusion to extract useful information, such as 

orientation of the athlete, the vertical velocity the athlete travels, the air time the athlete 

achieves, and the vertical position information of the athlete. These information can 

potentially be used for both recreational and professional training purposes, as well as 

for competition scoring purpose. 

This thesis provides novel solutions to improve the accuracy of jump detection 

and classification. In the conventional method, acceleration is the main source for 

detecting the jumps in skiing/snowboarding. In this thesis, two additional parameters, 

change in vertical velocity and air time, are introduced for the first time to improve the 

detection accuracy. Also, for jump classification, characteristic features, such as height, 

drop, and cumulative yaw rotation, are also included in the feature set in addition to 

typical time-domain features to increase the classification accuracy. 

1.5. Thesis outline 

This thesis is divided into the following chapters. In Chapter 2, a threshold-based 

jump detection algorithm on vertical acceleration, vertical velocity, and air time is 

proposed, which is presented in T.J. Lee [22]. After the jumps are detected, the 

classification algorithm is discussed in Chapter 3, which is the work presented in my 

second paper [23]. The multi-class SVM classifier is applied. Chapter 4 conclude his 

thesis and provides suggestions for future research. 



 

7 

Chapter 2.  
 
Automatic Jump Detection 

2.1. Introduction 

The first stage of the proposed application is to detect the jump windows. A novel 

skiing and snowboarding threshold-based jump detection algorithm is proposed in this 

chapter. The remainder of the chapter is organized as follows. In Methodology, the 

theory behind the proposed jump detection algorithm is explained in detail. The 

experimental protocol and setup are described in the following section. After that, 

experimental results consisting of snowboarding jumps are presented and discussed. 

Finally, suggestions and future works are provided in the Conclusions section. 

2.2. Methodology 

The proposed algorithm for jump detection is presented in this section. The IMU 

consists of a tri-axial accelerometer, tri-axial gyroscope, and tri-axial magnetometer. The 

IMU is mounted on the helmet to collect the inertial/magnetic data. The head may not be 

the best place to mount the IMU as the measurement from the head-mounted IMU will 

get affected by head movements, which might not represent true motion of the athletes' 

center of mass [24]. However, it is more practical and convenient to the athletes in a 

sense that they do not need to put on extra equipment other than a helmet and “smart” 

goggles (e.g., Recon’s Snow2). The algorithm utilizes measurements from the IMU, and 

a MEMS barometric pressure sensor. These measurements are passed into the 

proposed jump detection algorithm illustrated in Figure 2.1. As shown in this figure, the 

first step in the jump detection is to estimate the vertical velocity and acceleration with 

the “orientation and position/velocity Kalman filter”. Then, the acceleration, velocity and 
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air time are validated with pre-defined threshold values. Finally, the jump detection is 

performed based on the results of these comparisons. The above-mentioned steps are 

explained below. 

2.2.1. Orientation and Position/Velocity Kalman Filter 

The orientation and velocity Kalman filter uses inertial and barometric pressure 

measurements in the sensor frame to estimate the vertical component of acceleration 

( ) and velocity ( ) in the navigation frame. The structure of this filter is shown in 

Figure 2.2. The sensor frame is the coordinate system fixed to the sensor and the 

navigation frame is the global coordinate system pointing to the East, North and Up 

(ENU) directions. Because the sensor is rigidly mounted on the wearer’s body, for 

simplicity, the body frame and the sensor frame are assigned in a way that they coincide 

with each other. 

To find the vertical component of free acceleration, i.e. the gravity compensated 

acceleration in the navigation frame, the two orientation angles of the body frame with 

respect to the horizontal plane, i.e. roll and pitch angles, need to be estimated. As shown 

in Figure 2.2, a tilt Kalman filter based on our previous work in [25]-[26] is used for this 

purpose. This filter fuses the tri-axial accelerometer and gyroscope measurements to 

estimate the two tilt angles. 
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Figure 2.1. A flowchart of the proposed jump detection algorithm. 
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Figure 2.2. Structure of orientation and position/velocity Kalman filter. 

As illustrated in Figure 2.2, the output of the tilt Kalman filter is passed to the 

position/velocity Kalman filter, which estimates the vertical position and velocity of the 

moving athlete in the navigation frame. This Kalman filter fuses the accelerometer 

measurements with barometric pressure data to overcome the otherwise drift-prone 

inertial navigation due to bias instability and noise in IMU measurements [27]. To further 

reduce the drift, kinematic constraints are applied. These constraints are set on 

acceleration, , and on the change in acceleration of the subject, . Based on 

(2.1), when the acceleration and the change in acceleration are less than the pre-

defined thresholds, the signal is assumed to be caused by noise [28]. As a result, a 

damping factor, α < 1, is applied to the velocity update equation in the previous time 

step as the velocity decreases to zero. On the other hand, if the acceleration data was 

not due to noise, the velocity is updated with the Euler's method: 

[ ] = [ − 1][ − 1] + [ − 1] | [ ]| ≤ ∩ | [ ]| ≤ℎ  (2.1)

where [ ] is the velocity, [ ] is the acceleration, and [ ] is the jerk, which is the 

rate of change in acceleration, at time k, all in the vertical direction. Based on the Euler's 

method, the following model is used in the position/velocity Kalman filter: 
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[ ] = [ − 1] + [ − 1] + 12 [ − 1]  (2.2)[ ] = [ − 1] + [ − 1]  (2.3)

where  is the position. The above equations can be written in the state-space format 

as: [ ] = [ − 1] + [ − 1] + [ − 1] (2.4)[ ] = [ ] + [ − 1] (2.5)

where = , = 10 1 , = , [ ] = 	ℎ  and = [1 0].  and  are 

the process and measurement noise vectors respectively [26]. ℎ  is the relative 

altitude calculated from barometric pressure data using [29]: 

ℎ = 44330 1 − . + ℎ  (2.6)

where  is the standard pressure equal to 101,325 Pa and  is the measured 

pressure. ℎ  is the bias in barometric altitude that can be adjusted by the altitude 

information from the Global Navigation Satellite System (GNSS) when absolute altitude 

tracking is of interest. Since GNSS tends to be less accurate in the vertical direction [30]-

[31], in relatively stable weather conditions barometric altitude tracking is more accurate 

[26]. However, barometric pressure data is noisy, therefore a few seconds of averaging 

is necessary in order to achieve sufficient accuracy [32]. In this study, a moving average 

of 0.5 second square window is applied on the barometric pressure data to filter out the 

noise. The following Kalman filter equations are used for state estimation at each step 

[33]: 

In the time update, the state is updated with [ ] = [ − 1] + [ − 1] (2.7)
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and the process error covariance ( ) is updated with [ ] = [ − 1] +  (2.8)

= 	 12 ∆t2∆t 2 12 ∆t2∆t  (2.9)

where  is the process noise covariance matrix and  is the accelerometer noise 

variance in each axis. The measurement updates contain three equations: (i) Kalman 

gain update equation, (ii) a posteriori state update equation, and (iii) a posteriori 

measurement error covariance update equation [33]: = ( + )  (2.10)=	  (2.11)= + (ℎ − ) (2.12)= + −  (2.13)

where  is the measurement noise covariance matrix, σ  is the barometer noise 

variance, and  is the 3 x 3 identity matrix. The selected outputs of the orientation and 

position/velocity Kalman filter, which are the acceleration and velocity data on the 

vertical axis, are subsequently used to detect potential jump occurrences with a 

threshold-based algorithm. 

2.2.2. Thresholds 

Jumps are detected using a threshold-based method. Linthorne [34] plotted the 

relation between acceleration, velocity and vertical trajectory during a typical jump as 

shown in Figure 2.3. These curves are marked with cursors to show the corresponding 

points between each curve. As shown, before the jump, the acceleration increases to a 

threshold value (point d). After that, the acceleration drops to a negative constant value 

when the subject leaves the ground (point f) and returns to positive value when the 

subject lands (point h). Also, the velocity reaches its maximum just before the jump 
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starts (point e), and its minimum right after the jump ends (point h). Consequently, the 

following four thresholds were selected to verify a jump: (i)  on acceleration at jump 

start, (ii)  on acceleration at jump end, (iii)  on the difference between maximum 

and minimum velocity right before jump start and right after jump end, and iv)  on the 

duration of jump from start to finish. 

 

Figure 2.3. Dynamic and kinematic curves of a jump from force plate [34]1. 

Figure 2.4 shows the vertical acceleration and velocity data of a typical jump 

measured with a head-mounted IMU sensor. Three of the thresholds used to detect a 

 
1 Reproduced with permission from Linthorne NP. Analysis of standing vertical jumps using a 

force platform. Am. J. Phys.2001; 69(11): 1198-1204. Copyright 2001, American Association of 
Physics Teachers. 
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jump are illustrated in the figure. Two thresholds were used on acceleration to detect the 

start and end of jumps. In addition to these thresholds applied on the acceleration, a 

threshold was defined as the difference in vertical velocities before the jump started and 

after the jump ended to verify whether or not a jump occurred. The acceleration values in 

the figure were normalized with respect to gravity. When the subject is standing on the 

ground, the accelerometer has a positive value in the vicinity of 1g in the vertical 

direction. This is caused by the ground reaction force exerted on the body in order to 

counter the gravity force. As the subject is about to jump, acceleration increases 

gradually due to the movement of subject's center of gravity. When the center of gravity 

moves downward, the legs act as springs and store this energy, ready to be exploded on 

the jumping instance. As the subject starts to move back up from the squat position, 

there js an increase in acceleration caused by the release of this energy. The 

acceleration reaches its peak when the energy is fully released. As the subject leaves 

the ground, the acceleration decreases to zero, because no external force is applied on 

the subject. After the subject returns to the ground, a peak is generated in the 

acceleration readout caused by the impact between the subject and ground. The 

acceleration, then, gradually returns to 1g contributed by the normal force exerted on the 

body from the ground. 
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Figure 2.4. Vertical acceleration and velocity curves of a typical jump and the 
respective thresholds. 

Knowing that, ideally, the acceleration will reach zero when the subject leaves 

the ground, the algorithm declares a potential jump whenever the acceleration drops to 

zero. Nevertheless, acceleration alone cannot determine a jump occurrence reliably. 

IMUs are susceptible to high dynamic noise, which could cause the acceleration to drop 

below zero from time to time. In addition, because the sensor is mounted on the head, 

any vertical head movement may cause the acceleration to drop to zero for a short time 

period independent of a jump. Therefore, vertical velocity estimation is utilized for jump 

occurrence validation. Figure 2.5 shows the acceleration and velocity when the subject 

squats. This is a falsely detected jump when acceleration signal alone is used to detect 

jumps. However, as can be seen in Figure 2.5, the difference between the maximum and 

minimum velocity achieved in the vertical velocity curve is less than 0.5 m/s, while in 

Figure 2.4, the velocity difference is close to 4 m/s. Consequently, a threshold on the 

velocity, , is introduced for verification and to filter out falsely detected jumps. 



 

16 

 

Figure 2.5. Acceleration and velocity of a falsely detected jump. 

2.2.3. Detection 

Data is passed to the algorithm in chronological order. The algorithm declares a 

potential jump start once the acceleration data falls below , and it continues 

monitoring the acceleration signal until the data crosses , when a jump end is 

detected. The maximum and minimum velocities achieved in the vicinity before the jump 

start and after the jump end are recorded accordingly. The difference in the vertical 

velocities is then compared to , and the duration between the jump start and jump 

end is compared to . Sometimes, the algorithm detects potential jumps when the 

acceleration signal drops below zero caused by head movement noise or vibration. 

Usually the duration of these false positives is much smaller than that of an actual jump. 

Therefore, the threshold on the air time ( ) is applied on the signal to remove false 

positives caused by head movement noise. If both thresholds are satisfied, a jump 

occurrence is confirmed and the jump window is recorded for further processing (e.g., 

jump classification). 
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2.2.4. Performance Evaluation 

In order to evaluate how well the algorithm performs, three evaluation 

parameters – performance, true positive fraction, and false positive fraction – are defined. 

It is important to understand the concept of true positive (TP), false positive (FP), true 

negative (TN) and false negative (FN) in relation to jump detection. True positives are 

defined as jumps correctly detected by the algorithm for actual jumps that were 

performed. A false positive, on the other hand, is defined as a jump falsely detected by 

the algorithm when there was no jump performed. A true negative means no jump was 

detected by the algorithm given that no jump was indeed performed, and false negative 

means no jump was detected by the algorithm when actually a jump was performed. The 

three performance evaluation parameters are then defined as follows: Performance = 	 TPTP + FP + FN (2.14)

True	Positive	Fraction(Sensitivity) = TPTP + FN (2.15)

False	Positive	Fraction(1 − Speci icity) = FPTN + FP (2.16)

True Positive Fraction (TPF), or sensitivity, is the measure of how well the jumps 

are detected with the proposed algorithm. It is defined as the ratio of the number of 

jumps detected to the total number of jumps performed. False Positive Fraction (FPF) is 

the measure of how well the algorithm distinguishes from other activities. It is a measure 

of falsely detected jumps out of all the activities other than jumps. Performance is used 

to determine the overall jump detection accuracy of the algorithm. Since other activities 

correctly identified are not of concern, TN is not included in the definition of Performance. 

On the other hand, the parameters that are directly related to the detection of jumps, i.e. 

TP, FP, and FN, are included in the equation. 



 

18 

2.3. Experimental Setup 

2.3.1. Experimental Setup and Protocol 

To verify the performance of the proposed algorithm, field tests were conducted 

on local ski hills (Cypress Mountain, British Columbia, Canada and Whistler, British 

Columbia, Canada). An Xsens MTi-G-700 was used to collect sensor data, consisting of 

an IMU sampling at 100Hz, a GPS sampling at 1Hz, and a barometric pressure sensor 

sampling at 20Hz. The Xsens MTi-G-700 was rigidly mounted on a helmet worn by the 

subject, approximating the placement of sensors in consumer wearable computing smart 

goggles for alpine sports with a built-in onboard processor with IMU sensor, GPS, and 

barometric pressure sensor (e.g., Recon’s Snow2). Data was transmitted wirelessly to a 

laptop at the base station. A GoPro Hero3+ camera was also used to keep track of the 

subjects' activities for future reference. The sensors and GoPro camera were 

synchronized with GPS timestamps. The sensors output GPS timestamps when there 

was GPS reception. A device displaying the GPS timestamp was placed in front of the 

camera and was recorded for 2 seconds before each test. The subjects were asked to 

perform various types of jumps listed as follows in a predefined route in the terrain park. 

a. Ollie: Jump in which the test subject springs off a fairly flat surface. 

b. Standard Jump: Jump in which the test subject springs off a ramp. 

c. 180o Jump: Jump in which the test subject springs off a ramp with 180o 
rotation about the vertical axis. 

d. Drop: Jump in which the test subject slides off a ramp or small cliff. 

The accelerometer noise variance σ  is obtained from static measurements and is set to 10 m s⁄ . The barometer noise variance σ   is set to 1	m . 

2.3.2. Participants 

Seven healthy male subjects aged between 19 to 28 participated in the field 

experiment. The participants were recruited through the University’s internal posting and 

invitation on site. These participants have had several years of skiing or snowboarding 
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Figure 2.6. The experimental setup of the test subject with head-mounted IMU 
sensor. 

 

Figure 2.7. An 180o jump performed by the test subject. 

2.4. Results and Discussion 

The algorithm detected 242 potential jumps from 90 actual jumps when no 

thresholds were set on  and . These potential jumps were manually inspected and 
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Figure 2.10. Probability distribution functions of peak acceleration. 

 

Figure 2.11. Probability distribution functions of velocities difference. 
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Figure 2.12. Probability distribution functions of air time. 

The thresholds found were then applied to the algorithm in different combinations. 

Five different combinations of threshold sets were used, as shown in Table 2.2. 

Threshold Sets 1 and 2 were derived from the two methods mentioned above while Sets 

3, 4, and 5 are variations of Set 1, designed to observe the effectiveness of each 

parameter. 

Table 2.2. Threshold parameter values of five threshold sets 
 

 

Figure 2.13 shows the performance of the proposed algorithm on the five types 

of jumps when the above threshold sets were applied. 

Sets Peak Acc. Vel. Diff. Air Time 

Threshold Set 1 1.1g 3.1m/s 0.12s 

Threshold Set 2 1.25g 4.29m/s 0.30s 

Threshold Set 3 1.1g 0m/s 0s 

Threshold Set 4 1.1g 3.1m/s 0s 

Threshold Set 5 1.1g 0m/s 0.12s 
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Figure 2.13. Algorithm performance under different threshold sets. 

The overall performance, sensitivity, and specificity corresponding to each 

threshold set are shown in Figure 2.14, and tabulated in Table 2.3. 

 

Figure 2.14. Overall algorithm performance, sensitivity, and specificity for 
different threshold sets. 

 



 

26 

Table 2.3. Overall performance, sensitivity, and specificity 
 Performance Sensitivity Specificity 

Threshold Set 1 81.7% 91.8% 93.0% 

Threshold Set 2 70.3% 71.2% 99.2% 

Threshold Set 3 51.4% 97.3% 49.6% 

Threshold Set 4 79.8% 91.8% 91.5% 

Threshold Set 5 69.0% 94.5% 79.1% 

By varying the threshold value for each parameter, different sensitivities and 

specificities were achieved. The idea is to attain perfect sensitivity and specificity; 

however, in most cases, sensitivity and specificity are inversely proportional [36]. Thus 

higher sensitivity or higher specificity can be chosen to be more favorable. For instance, 

the detection algorithm can be used for two purposes in skiing/snowboarding. For 

training, one can repeat jumps if they were not detected and missed. Therefore, 

specificity, which is the ability to distinguish jumps from other movements, is more 

important in this case. For entertainment or competition, the athlete usually performs a 

jump or a series of jumps once and would like it to be not missed. As a result, sensitivity, 

which is the ability to detect as many jump occurrences as possible, is more favorable in 

this case. In our study, performance, which is a measure of both sensitivity and 

specificity, is used to evaluate the results. 

Threshold Sets 1 and 2 were derived directly from the method above. The first 

set of thresholds gave 91.8% in sensitivity and 93.0% in specificity. On the other hand, 

with the second set of thresholds, specificity was improved to 99.2% but sensitivity 

dropped to 71.2%, which was to be expected as the thresholds were stricter. From the 

probability distribution graphs, Figure 2.10 to Figure 2.12, the thresholds are set at the 

intersecting points of the true positive and false positive curves. Any value above the 

thresholds is classified as a true positive and any value below the threshold is classified 

as a false positive. It can be observed that as the thresholds increase, some false 

positives would be correctly identified while a lot more true positives would be incorrectly 

classified. In other words, the performance of the algorithm is obviously sensitive to the 

threshold values, and finding the optimal thresholds for each parameter is important. 
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The probability distribution graphs can also be an indicator of how efficient the 

parameters can be used to separate the two groups, TP and FP. From the pdf curves, 

the farther apart the peaks are, the less the overlapping region under the two curves, 

and thus, the fewer the number of misclassified cases. In Figure 2.10, most of the region 

under the two curves overlapped. This indicated that the peak acceleration after the 

jump, alone, was not good enough to separate the two groups. On the other hand, the 

pdf curves of the velocity difference and that of the air time were fairly well separated 

from one group to another. Therefore, in addition to the peak acceleration, the velocity 

difference and air time can be used to improve the performance of the system. 

Threshold Sets 3, 4, and 5, which are variations of Set 1, are used to observe the 

effectiveness of each parameter to the algorithm. Threshold Set 3 used only the peak 

acceleration to distinguish jumps from other activities. Because the criteria were less 

strict, it produced highest sensitivity, but on the contrary, lowest specificity. Because of 

the low performance on specificity, the overall performance of Set 3 was 51.4% even 

though the sensitivity reached 97.3%. In addition, when the velocity difference and air 

time were introduced in the decision making criteria, as illustrated in Threshold Sets 4 

and 5, respectively, the sensitivity dropped a little bit while the specificity increased 

dramatically. Among these two parameters, the threshold on the vertical velocity showed 

a significant improvement on the overall performance, which is a key finding of our work. 

When all of the parameters were introduced into the decision criteria, the best 

performance was achieved. 

The proposed algorithm utilizes only one sensor attached to the head. Any head 

movement would create noise in measurements that can affect the performance of the 

algorithm. To improve performance, one option is to move the sensor to the lower 

back/waist area because the sensor would be less susceptible to unwanted head 

movements. Another option is to increase the number of sensors used (at multiple 

locations) so they can complement each other if any of them is suffering from noises or 

disturbances. 
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2.5. Conclusion 

This chapter presents a real-time jump detection algorithm using head-worn 

sensors specifically for skiing and snowboarding applications. Vertical direction 

information was decoupled from information in other directions in order to filter out the 

errors caused by noise and other uncertainties, such as vibrations of the head from 

breaking or skidding over the hard snow or the skin artefact caused by the helmet on 

which the sensor is attached to is not secured tightly to the head [14]. Four thresholds 

are applied to the algorithm for detecting and verifying jump occurrences. The primary 

signal used is acceleration, while vertical velocity and air time are used as supplemental 

information to verify the jumps. By setting thresholds on vertical velocity and air time, the 

overall performance improved by more than 30% compared to acceleration alone. 

However, this threshold-based algorithm is highly dependent on how well the 

thresholds are set. A small change in the threshold value may have a dramatic effect on 

the overall performance. Determining the threshold values can be challenging, because 

IMU signals vary between individuals. In addition, different type of jumps may cause 

different impacts on the ground before the jump or after the landing, and thus, generate 

various IMU signal values. Nevertheless, with proper selection of threshold values, the 

algorithm showed 91.8% sensitivity with 93.0% specificity in our field experiments. 

After jump detection, features in these jump windows can be extracted for jump 

classification, which will be discussed in next chapter. Furthermore, post processing 

techniques, such as filtering and smoothing, can be applied to these jump windows to 

get more accurate KPVs for both entertainment and training purposes. 
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Chapter 3.  
 
Automatic Jump Classification 

3.1. Introduction 

This chapter presents a two-stage ski/snowboarding jumps classification 

algorithm for both training and entertainment purposes. First, a jump is detected with the 

threshold based algorithm described in the previous chapter, and it is, then, classified by 

a classification model. A support vector machine (SVM) is used to formulate the 

classification model. The remainder of this chapter is organized as follows. In Section 

3.2, the proposed ski/snowboard jump classification algorithm is explained in detail. The 

experimental protocols and setup are explained in Section 3.3. Section 3.4 presents the 

classification results and provides suggestions to improve the performance. Finally, 

Section 3.5 concludes the paper. 

3.2. Methodology 

Our proposed approach to activity classification is illustrated in Figure 3.1. As 

shown, activity classification is typically a multi-stage process. The sensor signal is first 

divided into small segments of windows and this step is called signals segmentation. In 

the proposed jump classification algorithm, sensor fusion with three cascaded Kalman 

filters was used to detect the jumps and divides the signals into jump windows. After 

selecting the windows, feature extraction is applied to each segment. These features are 

then used for activity classification with machine learning algorithms. The following 

sessions discuss each component of the jump classification method in Figure 3.1 in 

details. 
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Figure 3.1. Proposed jump classification method. 

3.2.1. Segmentation Techniques 

The segmentation techniques can be divided into three categories: (i) sliding 

windows, (ii) activity-defined windows, and (iii) event-defined windows [37]. Sliding 

window segmentation is the most widely used approach in activity classification. The 

windows size is predefined and is fixed throughout the entire classification process. In 

some applications, these windows are in conjunction with consecutive windows [38]-[40], 

while in other applications, these windows are overlapping with one another [41]-[42]. 

These sliding windows cover the entire set of data and are very easy to implement. In 

activity-defined windows segmentation, the data is segmented into different windows 
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based on the activities performed [43]. Usually a simple classification algorithm is 

implemented to divide the data into different activity groups based on the intensity level 

of the activities [44]. The entire data set is divided into different window segments, which 

vary in length depending on the duration of the activities performed. The event-defined 

windows segmentation uses similar approach. An algorithm is first implemented to 

detect the start of the event and the end of the event. In Nyan et al. [45], the windows 

are segmented by gait cycles. The lengths of the windows are different because of the 

difference in gait duration. 

Because the duration of the jumps vary from person to person and from style to 

style, a fixed-length sliding window is not appropriate for this application. If the window 

size is too big, it may contains two or more jumps in one window. On the other hand, if 

the window size is too small, it may not be enough to cover the entire jump. Furthermore, 

the activity-defined window is not suitable for signal segmentation, because jumps 

usually happen in a short period of time and the intensity level of jumps may or may not 

be very different from other skiing/snowboarding activities. The event-defined windows 

are thus best suited for jump classification. The jump windows are detected as described 

in our recent work [22]. Novel Kalman filtering-based sensor fusion is applied on IMU 

and barometer pressure data to extract vertical acceleration, which is the primary data 

for jump detection, and vertical velocity, which is used as supplementary information to 

validate the jumps. Three cascaded Kalman filters - Tilt Kalman filter, Yaw Kalman filter, 

and Velocity/Position Kalman filter - are applied on the raw data to obtain the desired 

signals mentioned above. The details of the Tilt Kalman filter and Yaw Kalman filter are 

summarized in the Appendix and the Velocity Kalman filter in the previous chapter. 

Based on this, a threshold-based algorithm is implemented to detect the start and the 

end of the jumps. The vertical acceleration is the primary detection signal. Once the 

vertical acceleration exceeds the threshold value, a potential jump start is recorded and, 

when the vertical acceleration drops to zero and goes back up to the standard value, a 

potential jump end is recorded. Other thresholds set on the vertical velocity and the air 

time are used to validate the jump window. Following that, the window is defined from 

half a seconds before the start of the jump to half a seconds after the end of the jump. 

After the windows are selected, features are extracted from these windows for 

classification as described below. 
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3.2.2. Features Extraction and Selection 

Feature extraction and selection are used to reduce the signals into features that 

depict the activities within the given window. Previous classification studies used 

different approaches to generate features, which are then used as input to the 

classification models. Generally, these features can be grouped into different categories: 

(i) time-domain features, (ii) frequency-domain features, and (iii) characteristic features. 

The time-domain features are typically statistical features, such as the maximum, 

minimum, average, variation, skewness, kurtosis, autocorrelation, etc., which are 

normally derived directly from the given windows. On the other hand, to derive frequency 

domain features, the data is transformed into the frequency domain. Since the data is 

discrete, the fast Fourier transformation (FFT) is normally used to convert the windows 

into the frequency domain. The frequency-domain features, which are often used to 

differentiate activities with different intensity levels, include peak frequencies, sum of the 

frequency coefficients, frequency-domain entropy, and so on. Besides these two 

categories, characteristic features portray the essence of the activities performed. 

Examples include the degree of rotation of the body segment, the inclination of the 

posture, the difference in height of the body segment, and other characteristics of the 

repetitive movement sequences. 

Because in some applications, tens and thousands of features can be generated, 

variables and feature selection have been studied to improve the processing time and 

the prediction performance [46]. Three common feature selection methods are (i) filter 

method, which selects the features based on scoring function, (ii) wrapper method, 

which assess the usefulness of a subset of features according to the prediction 

performance, and (iii) embedded methods, which incorporate feature selection into the 

training process [47]. For multi-label classification, because the classes are not usually 

mutually exclusive, the subsets of features may affect the performance differently [48]. 

As a result, a variation of the wrapper method is implemented in our algorithm. The initial 

set of features are the first peak and the last peak of vertical acceleration data within the 

window, the maximum and minimum value in vertical velocity and gyroscope data, the 

average, variance, skewness, and kurtosis in vertical acceleration, vertical velocity, and 

gyroscope data, the cumulative yaw angle from start of the window to the end of it, the 
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height from the starting ground to the maximum height reached, and the drop from 

maximum height to landing. These features, which can be divided into time-domain and 

characteristic features, are calculated as follows: 

- Time-domain features: Peak1 = max ( ( : + ∆t)) (3.1)Peak2 = max ( ( − ∆t: )) (3.2)Max = max ( ( : + ∆t)) (3.3)Min = min ( ( − ∆t: )) (3.4)Max , , = max ( , , ( : + ∆t)) (3.5)Min , , = min ( , , ( − ∆t: )) (3.6)

average(x) = 1N x = x (3.7)

variance(x) = 1N (x − x) = σ  (3.8)

skewness(x) = 1N σ (x − x)  (3.9)

kurtosis(x) = 1N σ (x − x)  (3.10)

 
- Characteristic features: 

cumulative	yaw angle = ( − −1) (3.11)

height = −  (3.12)drop = −  (3.13)

where  is the acceleration data on the vertical direction,  is the velocity data on the 

vertical direction, , ,  are the tri-axial gyroscope data,  is the very first point of the 

window,  is the last point of the window, ∆t is a small interval of time that is smaller 
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than the window size, = {x , x , … , x } are the data points in the window, and  is 

the vertical position data. 

In order to apply the wrapper method for features reduction, the initial set of 

features is divided into two subsets. The first subset consists of statistical features that 

include average, variance, skewness, and kurtosis. The second subset is the 

characteristic features, which are cumulative yaw angle, height, and drop. These two 

subsets of features are passed into the classification model and its performance is 

evaluated based on classification accuracy. Since characteristic features capture the 

essence of different activities, it generally produced higher classification accuracy than 

statistical features. Therefore, characteristic features, such as cumulative yaw angle, 

height, and drop, are used as a base subset. The statistical features are then added to 

the base subset one by one and the classification performance is re-evaluated every 

time when addition features are included. If the additional feature has no effect on the 

accuracy, the feature is removed to increase the efficiency of the classification model. 

Features such as kurtosis of acceleration, the statistical features of gyroscope data on x, 

y, and z axes do not affect the classification result and are thus removed from the 

feature set. 

3.2.3. Classification 

After features are selected, they are passed into the training algorithm to derive a 

classification model. A support vector machine (SVM), one of the most efficient 

classification algorithms, is implemented in our work. The objective of the SVM classifier 

is to find an optimal hyper-plane between different classes in the feature space. Figure 

3.2 is an example of a linearly separable data set in a two-dimensional (2-D) feature 

space. The nature of the SVM classifier can be illustrated with two linearly separable 

classes in a 2-D feature space. The training data is represented by { , }, i =1, 2, …N, ∈ {1, −1}, where  is the feature set of the ith training data point and  is class 

label for the corresponding data point. Let  be the weight of the features and  be an 

arbitrary constant, the simplest representation of a linear boundary in feature space can 

be modeled as 
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(x) = ( ) + , (3.14)

where (∙) is the feature vector in the feature space. 

As shown in Figure 3.2, the data can be separated by infinite number of lines that 

fit into the space between the two classes, but there is only one optimal plane such that 

the margin, which is defined as the closest distance between the decision boundary and 

any of the data points in both classes, is as large as possible. Figure 3.3 shows the 

definition of a margin. The data point lies on the margin is known as support vector. 

 

Figure 3.2. Linear separable data set in 2-D feature space [35]. 

 

Figure 3.3. Illustration of margin, the distance between decision boundary to 
the closest data point in the class [35]. 
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As illustrated in Figure 3.4, the distance, D(x), of the data point to the decision 

boundary can be represented by 

D(x) = 	 | (x)|‖ ‖ = ( )‖ ‖ = ( ( ) + )‖ ‖ , (3.15) 

knowing that ( ) > 0 because only the correctly  classified data points will be used in 

the support vector. 

A SVM seeks the optimal decision boundary by maximizing the margin with the 

following equation: 

argmax, 1‖ ‖min[t ( ( ) + ] .  (3.16) 

Since w  and  are arbitrary, they can be rescaled so that → ζ , → ζ , where ζ = min	(t ( ) + ) is the minimum distance from the data points to the decision 

boundary. The equations become 

argmin, 12 ‖ ‖ ,  (3.17) 

subject to the following constraint: t ( ( ) + ) ≥ 1, i = 1…N. (3.18) 

 

Figure 3.4. The geometry of the linear classier boundary and a data point x [35]. 
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However, in most of the cases, the data points are not linearly separable. 

Therefore, slack variables, ξ , and penalty parameter, , is introduced to (3.17), i.e. 

min, , 12 ‖ ‖ + , (3.19) 

subject to the constraint, t ( ( ) + ) ≥ 1 − , i = 1…N. (3.20) 

Figure 3.5 is an illustration of the slack variables. The slack variables are defined 

such that ξ = 0 if the data points lie either on the margin or on the correct side of the 

margin. If the data points lie inside the margin and is on the correct side of the decision 

boundary, then 0 < ξ < 1 . Data points that lie on the wrong side of the decision 

boundary and are misclassified have slack variables ξ > 1 . The penalty parameter, > 0, is a constant that controls the trade-off between slack variable penalty and the 

margin. With a low penalty parameter, the model may be less accurate since the penalty 

for the falsely classified data points is negligible compared to the margin size. On the 

other hand, if the penalty parameter is too high, the SVM model may over fit to the 

training data and thus have lower generalization ability. 

 

Figure 3.5. Illustration of slack variables [35]. 
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Typically, (3.19) and (3.20) are rearranged to a dual form, by introducing the 

Lagrange multipliers a ≥ 0, i = 1,… , N, which simplifies learning nonlinear SVMs [49]. 

The dual form is represented as 

W = min 12 a a, − a + t a , (3.21) 

where = t t ( ) = t t ( , ) and subjected to the following constraints 0 ≤ a ≤ C, i = 1,… , N. (3.22) 

A positive definite kernel function, ( , ) is used to implicitly map the examples 

into a higher dimensional feature space and compute the dot product. The geometry of 

the nonlinear decision boundary is determined by the dimensions of the kernel function 

employed. Some common kernels are linear, polynomial, Gaussian radial basis, and 

sigmoid [50]. The performance of the SVM classification model depends on the selection 

of the kernel and its parameters. A grid search is carried out on the testing data to find 

the best set of penalty parameter and the parameters for the kernel,  and  respectively. 

As discussed so far, SVM is designed for binary decisions. In the jump 

classification problem, however, there are more than two classes of jumps. Different 

methods, such as one-against-one, one-against-all, and directed acyclic graph SVM 

(DAGSVM), have been proposed to construct a multi-label classifier by combining 

multiple binary SVM classifiers [51]. Generally, one-against-one method produces better 

classification accuracy and requires less training and testing time. Therefore. it is used in 

the proposed jump classification SVM model. 

3.2.4. Performance Evaluation 

The evaluation of classification performance depends greatly on the problem 

itself. A confusion matrix is commonly used to evaluate the accuracy of a multiclass 

classification problem [52]. Table 3.1 is an example of a binary class classification 

confusion matrix. Any size of multiclass classification confusion matrix can be decoupled 

into several binary class classification matrices. The first column from the left is the 
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actual label while the first row is the predicted label. The confusion matrix has four 

categories. True Positive (TP) is defined as positive examples correctly predicted as 

positive. True Negative (TN) is the negative examples correctly predicted as negative. 

When the positive examples are incorrectly predicted as negative, they are counted 

toward the False Negative (FN). Conversely, False Positives (FP) are negative 

examples incorrectly predicted as positive. 

Table 3.1. Confusion matrix 

 Positive 
(Predicted) 

Negative 
(Predicted) 

Positive 
(Actual) 

True Positive 
(TP) 

False Negative 
(FN) 

Negative 
(Actual) 

False Positive 
(FP) 

True Negative 
(TN) 

From the confusion matrix, sensitivity (also known as Recall), Specificity, 

Precision, True Positive Rate (TPR), and False Positive Rate (FPR) can be found with 

the following equations [53]: 

Sensitivity(Recall) = TPTP + FN (3.23) 

Speci icity = TNTN + FP (3.24) 

Precision = TPTP + FP (3.25) 

True	Positive Fraction(TPF) = TPTP + FN (3.26) 

False	Positive Fraction(FPF) = FPTN + FP (3.27) 

Performance = TPTP + FP + FN (3.28) 

In the skiing/snowboarding jump classification, the sensitivity is a measure of 

"within class" accuracy. The correctly classified jumps are assessed out of all the jumps 

in that particular class. On the other hand, the specificity is a measure of "between 

class" accuracy, which evaluates how well one particular class is distinguished from 

other classes. The precision calculates the correctly classified jumps out of all the jumps 

labeled to that particular class. Usually when the data is skewed, i.e. TN >> TP, 

precision is used rather than sensitivity to evaluate an algorithm [54]. Another evaluation 
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parameter, performance, is introduced by combining TP, FP, and FN to evaluate the 

overall performance. TN is not included in the equation because TNs of one group fall in 

TPs, FPs, or FNs of other groups. All these parameters are desired to be as close to 1 

as possible. 

3.3. Experimental Setup 

3.3.1. Experimental Setup and Protocol 

Field tests were carried out at local ski resorts (Cypress Mountain, British 

Columbia, Canada and Whistler Mountain, British Columbia, Canada). An integrated 

sensor consisting of an IMU, a GPS, and a barometric pressure sensor, sampling at 

100Hz, 1Hz, and 20Hz, respectively, was mounted on the top of the helmet as shown in 

Figure 3.6. The helmet was worn by the test subjects and the data was transmitted 

wirelessly through Bluetooth connection to a laptop. Also, the tests were recorded by 

GoPro Hero 3+ at 100 fps to keep track of the activities of subjects. 

 

Figure 3.6. Integrated sensor setup. 
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The subjects were asked to perform the following types of jumps listed as follows: 

1. Ollie: The subject springs off from the level ground and lands. 

2. Standard Jump: The subject springs off from a ramp and lands. 

3. Drop: The subject slides off from a ramp, box, or rail. 

4. Step-up Jump: The subject hops on to a box or a ramp. 

The IMU sensor is calibrated before the start of each test. The accelerometer is 

calibrated by asking the subjects to stay still for about 30 seconds before performing the 

jumps. In addition, the magnetometer is periodically calibrated by asking the subject to 

rotate the IMU sensors in all directions for another 30 seconds. 

3.3.2. Participants 

Nine healthy male subjects aged between 19 and 28 participated in the field 

experiment. The participants were recruited through internal postings at the University 

and invitations on site. All participants had at least several years of skiing or 

snowboarding experience. Some of them have acquired their skiing or snowboarding 

instructor license while others were proficient in skiing or snowboarding and comfortable 

with jumping or doing tricks in terrain parks. They were informed of the experimental 

protocol (No, 2013s0790), which was approved by the Research Ethics Board at Simon 

Fraser University in advance. Signed consent forms were also obtained. The subjects 

were asked to perform the jumps that they were most comfortable with. Table 3.2 shows 

jumps completed by the test subjects. All the jumps are labeled manually, so the 

accuracy of the classification algorithm is independent of that of the jump detection 

algorithm. The fifth subject carried out the jumps on skis while the rest of them used 

snowboards, hence there were one skier (s05) and eight snowboarders in total. 
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Figure 3.7. 2-D features plot of height and drop values. 

Figure 3.8 and Figure 3.9 show the probability distribution curve of drop and 

height feature for different jump categories. The drop feature is a good indicator for the 

Step up jumps. From Figure 3.8, the Step up jumps are very distinctive, because most of 

the time, the drop of the Step up jumps is much smaller than that of the other jumps. On 

the other hand, the height feature may not be as distinct from one category to another, 

because height is dependent on the size of the jump performed. Sometimes, the height 

of a big Drop may be very similar to the height of a small Ollie jump. Nevertheless, the 

peak acceleration, achieved right before the jump starts, can be used to differentiate 

Drops from other type of jumps. 
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Figure 3.8. The probability distribution curve of the drop feature for different 
jump groups. 

 

Figure 3.9. The probability distribution curve of the height feature for different 
jump groups. 
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Figure 3.10 is the probability distribution curve of the first acceleration peak 

feature of the jump windows. Usually, when Drops are carried out, the test subjects do 

not have to exert too much force on the ground. Instead, they slide off the ramp or the 

box to complete the Drops. As a result, the initial acceleration of Drops is smaller than 

that of other classes of jumps. By combining different features together, the jump 

classification can be more efficient and accurate. Having said that, it does not follow that 

more features always improves the overall performance of the classification model. As 

the size of the features increase, the processing time for the classification decision 

increases as well. Not all the features are useful in classifying these jumps. Examples 

are the average of gyroscope data on the x axis and y axis, which are shown in Figure 

3.11 and Figure 3.12 respectively. From the figures, the curves are overlapping each 

other from group to group. Including these features does not add any benefit to the 

classification result, but decreases the decision efficiency. 

 

Figure 3.10. The probability distribution curve of the first acceleration peak 
feature for different jump groups. 
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Figure 3.11. The probability distribution curve of the average of gyroscope x-axis 
feature for different jump groups. 

 

Figure 3.12. The probability distribution curve of the average of gyroscope y-axis 
feature for different jump groups. 











 

51 

The Drops and Step up jumps are distinctive to each other. None of the Drops 

are misclassified into Step up jumps and vise versa. Theoretically, the Drops will have a 

height value close to zero. On the other hand, the Step up jumps will have a drop value 

close to zero. As shown in Figure 3.7, the Drops data scatters along the y-axis, which 

represents a height value of zero, while the Step up jumps data scatters along the x-axis, 

which represents a drop value of zero. Therefore, drop and height features are good 

indicators for Drops and Step up jumps. 

3.5. Conclusion 

In activity classification, raw data is segmented into small windows and these 

windows are then passed into the classification model for activity classification. This 

paper presents a quasi real-time skiing and snowboarding jump classification algorithm. 

A single head-mounted integrated sensor, consisting of IMU, GPS, and barometric 

pressure sensor, is used to capture the jump windows with a threshold-based jump 

detection algorithm. After the jump window is selected, features are extracted from the 

window and are passed into an offline trained SVM decision model which classifies the 

jump into Ollies, Standard jumps, Drops, or Step up jumps.  

The accuracy of the classification result is highly dependent on the amount of the 

training data, the consistency of the training data and the testing data, and the features 

selected for classification. Generally, height and drop defined in our work are good 

features to distinguish Standard jumps, Ollies, Drops, and Step up jumps. Nevertheless, 

different type of jumps may have similar height and/or drop value depending on where 

and who performs it. In addition to features such as height and drop, other time-domain 

features such as peaks value of vertical acceleration, maximum and minimum value of 

vertical velocity and tri-axle gyroscope data were introduced to the classification model 

to map the data points into higher dimensional feature space to better cluster the data 

together. By properly selecting the features and the parameters, the overall sensitivity, 

specificity, precision and performance were improved by 16.1%, 4.0%, 16.1%, and 

25.9%, respectively.  
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The SVM classification model achieves an average of 80.5% precision. In other 

words, four out of five jumps can be accurately classified into their corresponding 

classes. Because only one ski test subject was recruited and the type of jumps 

performed by the test subjects were limited to Ollie, Standard jump, Drop, and Step up, it 

is difficult to generalize that all skiing jumps and snowboarding jumps behave similarly 

for classification purposes. For example, skiers and snowboarders perform 180o rotation 

jumps differently. The dominant feature for 180o jumps is the degree of yaw angle 

rotation of the sensor mounted on the helmet. For snowboarders, to achieve 180o jumps, 

their heads do not have to rotate with the bodies. On the other hands, in order to achieve 

180o jumps in skiing, skiers rotate their heads along with the bodies. Therefore, in a 

follow up pilot study, when 180o jumps of the skiers were included in the training data, 

the classification model misclassified the 180o jumps of the snowboarders into other 

groups because the yaw degree of rotation is considerably small compares to that of the 

180o jumps of the skiers. In our future work, more ski test subject will be recruited and 

more categories of jumps should be included in the classification model. Also, since the 

characteristics of the jumps are different from person to person, to further improve the 

algorithm, on-line SVM learning can be implemented and the classification model can be 

customized to best fit the individual skier or the snowboarder. 
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Chapter 4.  
 
Conclusion 

The overall objective of this research has been to develop a jump detection and 

classification algorithm with a head-mounted integrated sensor, consisting of 9 axes IMU, 

barometric pressure sensor, and GPS. For this purpose, a novel threshold-based jump 

detection algorithm was proposed and the jumps were classified in a pre-trained SVM 

classifier. In this chapter, the obtained results and performance of the proposed 

algorithms are summarized, followed by recommendations on possible future work to 

further explore and advance the technology. 

4.1. Objective and Algorithm Performance 

A jump detection and classification algorithm was presented in this thesis. The 

two-stage algorithm can provide real-time or quasi real-time feedback when the 

individual performs a jump in skiing or snowboarding. First, the jumps were detected with 

a threshold-based detection method. The detected jumps were then classified into one 

of the following groups - Ollie, Standard jump, Drop, or Step up jump - with a SVM 

classifier. The work presented in this thesis was done in post processing, and further 

work is needed for online processing of the proposed algorithm. 

4.1.1. Jump Detection 

A threshold-based detection algorithm was developed, implemented, and tested. 

Vertical acceleration was the primary source to determine whether or not a jump occurs. 

Sensor fusion was applied by combining the barometric pressure data with IMU data to 

extract vertical acceleration, vertical velocity, and vertical position. Once the jump was 

detected, the difference between the maximum and minimum vertical velocity achieved 
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during the jump was evaluated. Thresholds were set on this velocity difference as well 

as the air time of the jump. By setting thresholds on vertical velocity and air time, the 

overall performance improved by more than 30% compared to acceleration alone. 

However, this threshold-based detection method depends highly on the threshold values. 

The values were selected with gird search method, and were found to be 1.1g, 3.1m/s, 

and 0.12s for vertical acceleration, difference in vertical velocity, and air time, 

respectively for our field experiments data. By properly select the threshold values, the 

algorithm showed 91.8% sensitivity with 93.0% specificity in our field experiments, which 

consist Ollies, Standard jumps, 180o Standard jumps, Drops, and Step up jumps. Ollies, 

Standard jumps, and 180o Standard jumps have higher success rate than Drops and 

Step up jumps. 

4.1.2. Jump Classification 

Jump classification was carried out with a multi-labeled SVM classifier. Features 

were extracted from the jump windows detected in the first stage of the proposed 

algorithm. The features extracted from the jump windows were height of the jump, drop 

of the jump, the total degree of rotation about z-axis during the jump, first and second 

vertical acceleration peaks of the jump, maximum and minimum vertical velocity of the 

jump, and the maximum and minimum gyroscope data. These features were passed into 

the SVM classifier and the jumps were classified into one of the following groups - Ollie, 

Standard jump, Drop, Step up jump. 180o Standard jumps were not included in the 

groups because the characteristic features of these jumps performed by skiers and 

snowboarders were inconsistent. The accuracy of the classification result depends 

highly on the amount of the training data, the consistency of the training data and the 

testing data, and the features selected for classification. With the features stated above, 

80.5% accuracy was achieved. Among these jumps, Standard jump achieved the 

highest precision, 91.5%, because other jumps rarely misclassified into this group. On 

the other hand, the precision of Drop and Step up jump, 73.3% and 72.7%, respectively, 

were considerably lower than that of the Standard jump, because some of the Ollies 

were misclassified into these groups due to similar characteristic features. Nevertheless, 

Drop and Step up jump had relatively higher sensitivity values than Standard jumps, 

84.6% and 88.9%, respectively, because their features were more defined, meaning, a 
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Drop or a Step up jump have certain features that other jumps have not. For example, 

the drop value of a Drop is significantly greater than the height value of a Drop and the 

height value of a Step up jump is considerably greater than the drop value of a Step up 

jump. 

4.1.3. Practicality of the Proposed Algorithm 

The accuracy of the proposed jump detection/classification algorithm is 

satisfactory for entertainment purposes. Sensitivity measures how many jumps are 

detected out of all the jumps, while specificity measures how well the jumps are 

distinguished from all the falsely detected jumps. In the jump detection stage, for 

entertainment purpose, the specificity is more important than the sensitivity. The 

individuals could perform the jumps again and again were the jumps not detected. 

However, once a jump is detected, it should be an actual jump and nothing else, i.e. 

100% specificity. Our algorithm can be tuned by increasing the threshold values on 

vertical acceleration, vertical velocity and air time, that it achieves 100% on specificity 

while sacrificing the accuracy on the sensitivity. The accuracy of the classification stage 

is not perfect but is still acceptable for entertainment purpose.   

On the other hand, for competition purposes, the athletes only perform the jumps 

once. Therefore, sensitivity is more important than specificity. The algorithm must 

capture all the jumps during the competition, i.e. 100% on sensitivity. Also, all the jumps 

should be classified into the correct groups (100% accuracy on the classification). As a 

result, this algorithm is not suitable for competition yet. However, for competition, the 

professional skiers or snowboarders performs bigger and higher jumps. In other words, 

the thresholds can be set higher. In addition, the features of these jumps, such as height, 

drop, degree of ration, may be more distinguishable between different groups of jumps. 

Further study needs to be carried out to see how well the algorithm performs on 

professional skiers and snowboarders. 
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4.2. Future Recommendations 

During this research, several challenges were encountered and some 

recommendations are made for future work. 

Sensor mounting location 

In future, different mounting location should be considered. The mounting 

location of the sensor is very important. The sensor captures the motion of the segment 

where it is mounted. In this project, the sensor is mounted on the helmet in order to 

simulate embedding the sensor in the ski goggles. Therefore, any head movement will 

affect the accuracy of the detection method. Also, the head movement cannot represent 

the body motion of the individuals. The better place for mounting the sensor is the torso. 

However, by mounting a sensor on the torso of the individuals may restrict the range of 

motion or make them feel uncomfortable. Another place to mount the sensor would be 

the snowboard or the ski. Mounting the sensor on the snowboard or the ski does not 

require the individuals to wear extra equipment. At the same time, the sensor captures 

the motion of the snowboard or the ski, which is tightly bound to their feet. The vertical 

height and the heading information will be more accurate if the sensor is mounted on the 

snowboard or the ski. 

Online learning 

Also, online learning can be integrated into the system in the future. The 

proposed jump detection method depends highly on the threshold values. Three of the 

thresholds introduced in the jump detection method require proper tuning. The primary 

source of detection signal is the vertical acceleration, vertical velocity, and the air time. 

Determining thresholds for these values is difficult, because these values vary from 

person to person and from jump to jump. The threshold values should be high enough, 

that any false alarm caused by dynamic noise will be removed. However, if the threshold 

is set too high, some of the jumps will not be detected because they are considered as 

false alarm. In addition, the accuracy of the classification results is also individual 

dependant. Some of the characteristic features of the jumps, such as height and drop, 

differ in values depends on how the jumps was carried out. Individuals may have 
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different proficiency in jump skills, and results in bigger or smaller jumps. All these 

defences affect the accuracy of the jump detection and classification algorithm. As a 

result, online learning is desired so that the threshold values and the SVM classifier best 

suit for the each individual. The classification accuracy depends on the number of the 

training data and the consistency between the training data and the testing data. Online 

learning not only allows the system to train itself with more data, but also more 

consistent data. 

Application 

This jump detection and classification algorithm is developed for winter sports 

such as skiing and snowboarding for, mainly, entertainment purpose. As a result, the 

accuracy of the KPVs is not too critical. However, if we want to apply this algorithm for 

training the athlete or for competition scoring, the accuracy of the KPVs, such as height, 

drop, air time, degree of rotation, etc, should be investigated. Higher accuracy is desired 

when the system is used for automatic scoring. In the next phase of this project, this 

algorithm can also be implemented for sports such as skateboarding, BMX biking, and 

rollerblading, where freestyle jumps are desired. 
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Appendix A.  
 
Cascaded Orientation Kalman Filters 

Two Kalman filters are used in finding the orientation: a) Tilt Kalman filter, and b) Yaw 
Kalman filter [32]. These two Kalman filters are used to orient the sensor frame (S) to the 
inertial frame (I) so the data acquired from the IMU sensor, the barometric pressure 
sensor, and GPS are in the same inertial frame. The orientation of the sensor frame with 
respect to the inertial frame can be represented as =  (A.1) 

where  is an arbitrary 3 x 1 vector being rotated and  is the 3 x 3 rotation 

=	 − ++ −−  (A.2) 

where  and  are short for  and  respectively.  (yaw),  (pitch), and  (roll) are 
rotation about z-axis, y-axis, and x-axis respectively. 

Tilt Kalman filter 

The Tilt Kalman filter uses the following system model equations: (k) = (k − 1) (k − 1) + (k − 1) (A.3) (k) = (k) (k) + (k) (A.4) 

where (k) = [− ]  is the state vector and  (k) is the measurement 
vector for the Tilt Kalman filter at step k.  is the state transition matrix.  is the 
observation matrix.  and  are process model noise vector and measurement model 
noise vector respectively. These matrices and vectors can be calculated with the 
following equations: (k − 1) = − ∆t (k − 1) (A.5) (k − 1) = ∆t − (k)  (A.6) (k) = g  (A.7) (k) = − (k) +  (A.8) (k) = (k) − (k) (A.9) (k) = (k − 1) (A.10) 

where  is the 3 x 3 skew-symmetric matrix of tri-axial gyroscope measurements and  
is the skew-symmetric matrix of .  is the 3 x 3 identity matrix.  is the external 
acceleration error in sensor frame and  is the acceleration measurement from the 
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accelerometer. The superscripts +  and −  represents the a posteriori and a priori 
estimates in the Kalman filter respectively.  and  are gyroscope and accelerometer 
measurement noise and are assumed to be uncorrelated and zero-mean white Gaussian. 0 ≤ ≤ 1 is a dimensionless constant and g is the gravity constant. Once all these 
matrices are calculated, the Kalman filter is process with the following steps: 

Step 1: compute the a priori state estimate: (k) = (k − 1) (k − 1) (A.11) 

Step 2: compute the a priori error covariance matrix: (k) = (k − 1) (k − 1) (k − 1) + (k − 1) (A.12) 

where (k) = E[ (k) (k)] is the process noise covariance matrix and E[˙] denotes 
the expected value of the vector within the bracket. 

Step 3: compute the Kalman gain: (k) = (k) (k)[ (k) (k) (k) + (k)]  (A.13) 

where (k) = E[ (k) (k)] is the measurement noise covariance matrix. 

Step 4: compute the a posteriori state estimate: (k) = (k) + (k)[ (k) − (k) (k)] (A.14) 

Step 5: compute the a posteriori error covariance matrix: (k) = [ − (k) (k)] (k) (A.15) 

After the a posteriori state estimate, (k) = [x , x , x , ]  is acquired, the roll and 
the pitch can be found with the following equations: γ(k) = tan x ,x ,  (A.16) β(k) = tan −x ,x , /  (A.17) 

This two angles are used as input to the Yaw Kalman filter. 

Yaw Kalman filter 

With the roll and pitch values available from the previous Kalman filter, the Yaw Kalman 
filter uses the following system mmodel equations: (k) = (k − 1) (k − 1) + (k − 1) (A.18) (k) = (k) (k) + (k) (A.19) 
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where (k) = [ − + ]  is the state vector at step k and , , 

, and  can be calculated as (k − 1) = − ∆t (k − 1) (A.20) (k − 1) = ∆t − (k)  (A.21) (k) =  (A.22) (k) =  (A.23) 

where  is the magnetometer noise and is assumed to be a white noise. 

In order to calculate the measurement vector, , magnetometer data, , is first rotated 
with the following equation: = ,  (A.24) 

where , = 00 1 0− 0 1 0 00 −0 . After that, let = [y , y , y , ], α 

can be calculated. α = tan ,,  (A.25) 

Once all these matrices are calculated, the Yaw Kalman filter is calculated with the 
following steps: 

Step 1: compute the a priori state estimate: (k) = (k − 1) (k − 1) (A.26) 

Step 2: compute the a priori error covariance matrix: (k) = (k − 1) (k − 1) (k − 1) + (k − 1) (A.27) 

where (k) = E[ (k) (k)]. 
Step 3: compute the Kalman gain: (k) = (k) (k)[ (k) (k) (k) + (k)]  (A.28) 

where (k) is the measurement noise covariance matrix. Here, conditions are set on (k)  to filter out the potentially disturbed magnetic field data. If the norm of the 
magnetometer data is greater than the local earth's magnetic field, ℎ, by a threshold 
value, ε , a large number is assigned to (k) so the filter excludes the potentially 
disturbed data and rely less on magnetometer measurement. (k) = E[ (k) (k)]∞ , ‖ − ℎ‖ < εℎ  (A.29) 
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Step 4: compute the a posteriori state estimate: (k) = (k) + (k)[ (k) − (k) (k)] (A.30) 

Step 5: compute the a posteriori error covariance matrix: (k) = [ − (k) (k)] (k) (A.31) 

With the a posteriori state estimate, (k) = [x , x , x , ] , the yaw angle can be 
calculated: α(k) = tan − x , + x ,x , /  (A.32) 

After the roll, pitch, and yaw are calculated, these angles are substituted into (A.2) and 
the rotation matrix is derived. 






