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Abstract

There has been much recent interest in Dirac fermions due to their physical realization

as low energy excitations in graphene. In this thesis we introduce birefringent relativistic

fermions, for which the chiral symmetry usually present for Dirac fermions is broken, and

there can be more than one Fermi velocity. We first introduce a lattice model of spinless

fermions that can arise from a scheme to introduce an artificial magnetic field for cold

atoms. This model has an unusual Hofstadter-like spectrum as a function of the flux per

plaquette. When there is an average of half a flux quantum per plaquette, the model has

Dirac points in its spectrum and exhibits low energy excitations with two different “speeds

of light”, i.e. birefringent fermions. We investigate the effects of several perturbations on

the spectrum such as staggered potentials and topological defects and we study the ordered

phases that can arise from interactions. We find that sufficiently strong nearest neighbour

interactions lead to a charge density wave phase but that next-nearest neighbour interactions

allow the possibility of other phases. We also study the response of birefringent fermions

to a magnetic field and discuss how both Landau levels and the Integer Quantum Hall effect

for regular Dirac fermions are modified for birefringent fermions.
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Chapter 1

Introduction

The idea that particles with integer spin condense into a single quantum state at sufficiently

low temperatures was first discussed by Satyendra Nath Bose in 1924 and then extended

by Albert Einstein [1, 2]. The first experimental realization of Bose-Einstein condensa-

tion took place in 1995 [3], utilizing a gas of rubidium atoms cooled to several hundred

nanokelvin at the University of Colorado JILA-NIST lab. The cooling of fermions to the

quantum degenerate limit followed the work on bosons [4, 5, 6]. These achievements ush-

ered in the field of quantum degenerate cold atoms and Eric Cornell, Carl Wieman and

Wolfgang Ketterle were awarded the 2001 Nobel Prize in Physics for their work on Bose-

Einstein condensation.

Optical lattices are light-induced periodic potentials which can be used to trap atoms in

a spatially regular array. The idea of combining a quantum degenerate gas with the periodic

potential of an optical lattice was developed during the 1990s [7, 8, 9, 10]. Atoms trapped

in optical lattices represent a system in some sense analogous to condensed matter systems

in the sense that quantum particles reside on a spatially periodic lattice. Hence, there has

been much interest in ultracold atoms in optical lattices from the condensed matter com-

munity. Once experimental techniques were established, a number of theoretical papers

were published predicting physics that might be observed in such systems (see Ref. [10]

and references therein), making use of analogies between cold atoms in an optical lattice

and condensed matter systems to suggest the simulation of phenomena that are not real-

ized in condensed matter settings, e.g. bosonic quantum Hall effects. In order to simulate

the phenomenon of the quantum Hall effect, which usually occurs when there is a strong

1



CHAPTER 1. INTRODUCTION 2

magnetic field, the neutrality of atoms requires that any gauge fields generated be artificial.

This has led to many suggestions of schemes to generate such fields, which are reviewed

in Sec.1.2. Another area of activity is the idea of simulating Dirac fermions, which have

been the focus of much recent interest following the discovery of graphene [11], with the

goal of making use of the versatility of optical lattices to manipulate the properties of these

excitations.

1.1 Cold Atoms in Optical Lattices

Ultracold atoms in optical lattices provide model systems to investigate strongly interacting

quantum many-body physics through quantum simulation as proposed by Feynman [12,

13]. Other possible applications include quantum computing and quantum information

processing as the weak interactions between the neutral atoms in the ultracold atoms in

an optical lattice and the environment lead to long coherence times [14]. An experimental

advantage of using optical lattices is that it is possible to control the parameters of the

system, such as lattice depth and the interactions between particles with both high precision

and tunability [10].

Figure 1.1: Formation of a one-dimensional optical lattice by superimposing two travelling

waves [15]. Copyright 2008 by Nature.

Cold atoms can be cooled and consequently be trapped in optical lattices that are gen-

erated by superpositions of laser beams (illustrated for one-dimension in Fig. 1.1) [16].

The first step is to trap the atoms in a harmonic magnetic trap and then the optical lattice

is imposed on top of the harmonic trap. The optical lattice arises from the standing wave

due to the interference between two counterpropagating laser beams. Such a construction

can be generalized to two dimensions via overlapping two optical standing waves along
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orthogonal directions to create a square lattice potential, as shown in Fig. 1.2.

Figure 1.2: Two-dimensional optical lattice formed by superposition of two standing waves

[15]. Copyright 2008 by Nature.

For more complicated lattices or higher dimensions, additional lasers are required. The

main focus in this thesis will be two dimensional square lattices.

The physical basis for the confinement of cold atoms in an optical lattice is the dipole

force [17]:
~F =

1
2

α(ωL)~∇
[
|~E(~r)|2

]
, (1.1)

where |~E(~r)|2 the time-averaged intensity of the electric field associated with the laser

beams and α(ωL) is the polarizability of the atoms at the laser frequency ωL. The time-

average of the intensity enters Eq. (1.1) provided that the time scale for the motion of the

center-of-mass of the atoms is much larger than the inverse frequency of the laser beam

ω
−1
L [17]. Moreover, the sign of the polarizability α(ωL) dictates the direction of the

force. In the vicinity of an atomic resonance, the form of the polarizability is given by

α(ωL) ≈ |
〈
e|d̂~E |g

〉
|2/h̄(ω0−ωL), where ω0 is the transition frequency and d̂~E the dipole

operator in the direction of the field and the ground and excited states are denoted by |g〉
and |e〉, respectively [17]. As one can see, Eq. (1.1) shows that depending on the sign of

the polarizability, the dipole force guides the atoms either towards nodes or antinodes of
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the intensity profile. Thus, one can use this property to locate the neutral atoms at specific

points in a spatially varying intensity profile I(~r)[17]. The optical lattice potential for a

square lattice in two dimensions is of the form:

V (x,y) =V0
[
cos2(kxx)+ cos2(kyy)

]
.

Due to quantum tunneling, atoms can move in an optical lattice even if the well depth of

the lattice is higher than the energy of the atoms. By increasing the depth of the optical

potential, the atomic wave function becomes more localized and consequently the on-site

interaction increases. The trap depth is linearly proportional to the laser power and typically

ranges from a few kHz up to 1 MHz (from the nanokelvin to the microkelvin regime) [17].

The many-body Hamiltonian for N interacting fermions, for the case of cold atoms, in the

presence of a trapping potential, Vext 6= 0, in three dimensions is given by [10]:

Ĥ =
∫

d3xψ
†
σ(~x)

[
− h̄2

2m
∇

2 +Vext

]
ψσ(~x)+

1
2

4πash̄2

m

∫
d3xψ

†
σ(~x)ψ

†
σ′(~x)ψσ′(~x)ψσ(~x),

where ψσ(~x) denotes a field operator for a fermion in a given internal atomic state [10] with

spin σ(′) =↑,(↓) and as represents the p-wave scattering length.

In the regime of deep periodic potentials where the energy width of each band in the

lattice is much smaller than the gaps between energies of two consecutive bands, it is

possible to give a description of the properties of the atoms in terms of a tight-binding

model. This leads to the Bose-Hubbard model for bosons or the fermionic-Hubbard model

for fermions. The general form of the fermionic Hubbard model is:

Ĥ =−J ∑
〈i, j〉

(
ĉ†

i↑ĉ j↑+ ĉ†
i↓ĉ j↓

)
+U ∑

i
n̂i↑n̂i↓,

where 〈i, j〉 indicates nearest neighbour sites on the lattice and ĉ†
iσ(ĉ jσ) represents the

fermionic creation (annihilation) operator of particles with spin σ =↑,↓. The hopping en-

ergy from one site to the other through the wells in the optical lattice is given by [10]:

J ≈−
∫

d3x
[

h̄2

2m
∇φn,σ ·∇φn+1,σ +φn,σVextφn+1,σ

]
,

where the φn,σs are the Wannier functions that are localized wavefunctions in the nth poten-

tial minimum [10]. The Bloch functions, ψn,~q,σ(~r) are connected to the Wannier functions,
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φn,~R,σ(~r), via the Fourier transform on the lattice [17]:

ψn,~q,σ(~r) = ∑
~R

φn,~R,σ(~r)e
i~q.~R,

where ~R is the position the Wannier function is centred on. Since the Wannier functions

have an orthonormality relation for all bands n and sites ~R, they form a complete orthogonal

basis. Therefore, one may expand any operator in terms of the complete basis of Wannier

states. On the other hand, the on-site interaction energy per fermion on a single lattice site

for a given condensate wavefunction can be written as [10]:

U = g
∫

d3x |φn(~x)|4 ,

with g =
4πh̄2as

m
[10] where as represents the p-wave scattering length. As it is stated, cold

atoms can be trapped in optical lattices generated by laser beams, therefore, the ratio of the

on-site energy to the hopping energy can be varied by changing the intensity of the optical

lattice [16, 18, 19]. In the limit where the amplitude of the trapping potential of the lattice

V0 is much larger than the recoil energy Er = h̄2k2/2m, namely V0 � Er, the tunneling

energy may be expressed by [17]:

J ≈ 4√
π

Er

(
V0

Er

)3/4

exp

[
−2
(

V0

Er

)1/2
]
,

and the on-site interaction energy reads as follows [17]:

U =
√

8/πkasEr(V0/Er)
3/4.

1.2 Artificial Magnetic Fields in Cold Atom Systems

Confining electrons in two dimensions in a strong magnetic field results in some fasci-

nating phenomena such as the integer and fractional quantum Hall effects. To date, the

integer and fractional quantum Hall effects have only been observed in fermionic systems:

two-dimensional electron gases (2DEGs), graphene and layered organic conductors [20].

An opportunity suggested by cold atoms is the possibility of realizing the quantum Hall

effects for bosons as well as for fermions. The exploration of such effects with cold atoms
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is complicated by the fact that atoms are electrically neutral and do not couple directly to

an applied magnetic field. This implies that any simulation of bosonic quantum Hall states

requires an artificial rather than a physical magnetic field. The artificial magnetic field can

be generated with or without a lattice and is achieved by ensuring that atoms aquire a phase

as they go around a closed path [21, 22]. Despite numerous proposals for schemes to real-

ize the integer quantum Hall effect (IQHE) and the fractional quantum Hall effect (FQHE)

for bosons [21], this has not yet been achieved experimentally.

Cold atoms offer the advantage of allowing access to other phenomena that are unreach-

able in condensed matter systems. To achieve a sufficiently large flux per plaquette in a two

dimensional electronic system to obtain a Hofstadter Butterfly spectrum, an experimentally

unreachable magnetic field on the order of 105 T is required. However, an equivalent flux

is within reach in cold atom systems [22, 38]. This has led to suggestions for schemes to

generate artificial gauge fields that couple to atoms in the same way as a magnetic field

couples to charged particles [21, 23, 24, 22, 25, 26, 27, 28, 29, 31, 33, 36]. Among the

proposals [21, 23, 24, 22, 25, 26, 27, 28, 29, 31] to couple atoms to an artificial magnetic

field, several have been implemented experimentally [33, 36, 38].

The idea behind all the schemes that have been suggested to generate an artificial mag-

netic field on a lattice is that the motion of particles can be described with a tight-binding

model where there is hopping between spatially localized single-particle states, represented

mathematically by elements in a hopping matrix. As a result, the magnetic field is realized

by the phase that is accumulated by the particle as it hops in a closed loop around a plaque-

tte on the lattice. The phase aquired by each element of the hopping matrix is known as the

Peierls phase [39]. The strength of the magnetic field in a lattice system can be measured

in terms of the magnetic flux through each plaquette. For a particle of a given charge e,

the phase aquired when the particle hops around a plaquette is 2πeφ/h = 2πφ/φ0, where

φ0 = h/e is the flux quantum. This is illustrated in Fig 1.3.

The following subsections are devoted to introducing several proposals for methods

with which magnetic fields in neutral atoms can be generated with discussion of current

experimental results. Specifically, we first introduce rotating systems in which an artificial

magnetic field is created in a system composed of a rapidly rotating cloud of degenerate

neutral cold atoms. Second, we present the method of time-varying quadrupole potential

where the artificial magnetic field is achieved through a time-dependent quadrupolar po-
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Figure 1.3: Schematic picture of a magnetic flux, φ, that goes through a plaquette.

tential applied in conjunction with modulation of nearest neighbour hopping as a function

of time. Third, we discuss Raman-assisted tunnelling in which two Raman lasers are used

in optical lattices to create an artificial magnetic field. Finally, we introduce the optical flux

lattices method where a particular laser configuration enables one to obtain an effective

magnetic field in an optical lattice.

1.2.1 Rotating Systems

One of the first suggestions for achieving artificial magnetic fields for cold atoms was to ro-

tate a Bose-Einstein condensate [36, 40, 41]. The generation of a Bose-Einstein condensate

in ultracold atomic gases in experiment is either through the condensation of atomic bosons

[42, 43], or fermionic pairs [17]. In the case of neutral atoms in a rotating atomic system,

where a lattice is not involved, although the charge neutrality gives rise to no Lorentz force

acting on the particles, an equivalent effect can be provided by the Coriolis force. For a par-

ticle with velocity~v the Coriolis force, ~FC = 2m~v×~Ω, that results in the frame of reference

of a rotating system has the same mathematical structure as the Lorentz force, ~FL = q~v×~B,

for the case of a charged particle in a magnetic field. The Hamiltonian for N identical in-

teracting neutral particles, such as a system of atomic gas, that are confined in a harmonic

trap with natural frequencies ω‖ and ω⊥ and with a symmetric potential about the z axis is
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Figure 1.4: Schematic diagram of the rotating optical lattice for a triangular (on the top

left) and square (on the top right) optical lattices. Bottom left and bottom right are pictures

of vortex lattices on triangular and square optical lattices respectively [40]. Copyright 2006

by the American Physical Society.

given by [23]:

Ĥ =
N

∑
i=1

[
|~Pi|2

2M
+

1
2

Mω
2
⊥(x

2
i + y2

i )+
1
2

Mω
2
‖z

2
i

]
+∑

i< j
V (~ri−~r j).

The Hamiltonian in the rotating frame about the z-axis with an angular frequency ~Ω = Ωẑ

is given by [23]:

HΩ = H−~Ω ·~L,

where the one-body term can be simplified to [23]:

H(1)
Ω

=
|~Pi−M~Ω×~ri|2

2M
+

1
2

M(ω2
⊥−Ω

2)(x2
i + y2

i )+
1
2

Mω
2
‖z

2
i .

The kinetic energy term has exactly the same mathematical structure as for a particle mov-

ing in a uniform magnetic field aligned along the z-direction. Experimentally, applying a

rotation to a Bose-Einstein Condensate gives rise to the observation of quantized vortices

[17, 37, 44, 45].

In the lattice case, one experimental set-up is such that the initial state is a non-rotating

condensate in a static lattice. The lattice is then rotated at an increasing rate, generating

a rotating system where one is able to create an effective magnetic field as above. The
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authors of Refs. [40] and [41] did an experimental study of rotating optical lattices on a

sample of 87Rb kept in a Bose condensed phase. The rapid rotation of the sample gives

rise to the formation of quantized vortices which order themselves into a vortex array. This

is illustrated in Fig. 1.4. The experiment was done on both triangular and square optical

lattices with large lattice spacing in order to lower the strength of interparticle interactions.

The downside of the method of rotating ultracold atoms is that the strength of the arti-

ficial magnetic field is limited by instabilities that result from the centrifugal force. This is

due to the fact that once the rotation frequency and the frequency of the atomic trap equal

each other, the trapping is cancelled by the centrifugal force that is present in the rotating

frame [46]. Another problem is from heating; in the laboratory frame, any static pertur-

bation whose wavelength is less than that of the order of the radius of the rotating cloud

can cause heating as it can excite collective modes of the rotating gas [23]. Additionally,

in order to use rotations, the cold atom system must be held in a trap with axial symmetry.

This limits the experimental configurations that may be used, and suggests that alternative

methods for generating an artificial magnetic field rather than rotation may be desirable.

1.2.2 Time-varying Quadrupole Potential

Sørensen et al. suggested a scheme to create an artificial magnetic field on a lattice by

using a combination of modulation of hopping in time in the presence of a time-varying

quadrupole potential. The scheme suggested in Ref. [21] requires two steps to generate an

artificial magnetic field. First, a time-varying quadrupolar potential V (t) =Vqp sin(ωt)x̂ŷ (x̂

and ŷ are position operators) is applied to the system and second, the hopping is modulated

as a function of time. During the course of one oscillation of the quadrupolar potential,

hopping in the x-direction is turned on for a very short period of time τ� t0 = 2π

ω
at times

t = nt0, where n is an integer, and hopping in the y-direction is turned on for time τ around

t =
(
n+ 1

2

)
t0. The time dependence of the hopping and the potential are illustrated in

Fig. 1.5, and the mechanism by which flux is introduced is illustrated in Fig. 1.6.
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Figure 1.5: Modulation of the hopping in the x and y directions as a function of time during

the course of one period that creates an effective magnetic field [21]. Copyright 2005 by

the American Physical Society.

Figure 1.6: Tunneling in the x- (on the left) and y- (on the right) directions is followed by

a positive potential in the first and third quadrant (on the left) and second and fourth (on

the right), and hence atoms will experience a lower potential by moving in the direction of

the dashed arrows. When the dashed arrows are combined together, they make a circular

cyclotron motion [21]. Copyright 2005 by the American Physical Society.

Due to the periodic oscillation in the Hamiltonian, the time evolution operator after m

periods may be written as U(t = mt0) = U(t = t0)m. An effective Hamiltonian describing

the time evolution results [21]:

Heff ≈−J ∑
x,y

[
c†

x+1,ycx,y + c†
x,y+1cx,yei2παx +h.c

]
,
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where the parameter α = Vqp/πh̄ω acts as an effective magnetic flux and the effective

tunneling strength is represented by J. We give more details about this scheme and consider

a particular modification in Chapter 2.

1.2.3 Raman-Assisted Tunneling

The idea of using Raman-assisted tunnelling to generate an artificial magnetic field was

suggested by Jaksch and Zoller [22]. In the simplest scheme to implement this proposal,

two Raman lasers are used to transfer atoms from one state to another and to make them

hop between different sites. The means by which one generates a non-zero flux through

plaquettes of a lattice is illustrated in Fig. 1.7.

Figure 1.7: A pair of Raman lasers with wave vectors~k1,2 and frequency difference ω1−
ω2 = ∆/h̄, with ∆ the amplitude of the staggered potential offset, give rise to an effective

flux ±φ per plaquette with alternating sign along the x-direction [38]. The black and white

dots refer to two different internal states of the atoms. Copyright 2011 by the American

Physical Society.



CHAPTER 1. INTRODUCTION 12

The mathematical description of the experimental setup is similar to the Hamiltonian

of a system of charged particles hopping on a lattice that are subjected to an external per-

pendicular magnetic field [38]:

Ĥ =−∑
~R

(K(~R)a†
~R

a~R+~dx
+ Ja†

~R
a~R+~dy

)+H.c.,

where ~dx and ~dy are the lattice spacings in the x and y directions and J and K(~R) are the

hopping integral and Raman-induced hopping integral respectively [38]. Non-vanishing

flux is induced in the lattice by adjusting laser parameters, e.g. choosing different wave-

lengths for the Raman lasers or using different angles between the two laser beams, and

results in a nontrivial phase that atoms acquire when they hop around a closed path.

The authors of Ref. [22] showed that the experimental setup of Raman-assisted tunnel-

ing might be used to realize the fractal energy bands of the Hofstadter butterfly, which, as

noted earlier, is out of reach for electrons in condensed matter systems. Another advantage

of using Raman-assisted tunneling compared to condensed matter systems is that the pa-

rameters entering the Hamiltonian can be controlled and varied more conveniently and over

a wider range [22]. This method has very recently been implemented by Aidelsburger et

al. [38] to generate effective magnetic flux per four-site plaquette of π and −π, alternating

along the x-direction (Fig. 1.7). Fig. 1.8 shows the experimental realization of the scheme

and the good agreement between the theoretical curve and the data from experiment.

Figure 1.8: Cyclotron orbits of the average particle position that is obtained from the mean

atom positions [38]. Copyright 2011 by the American Physical Society.
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The simplest version of this method has the drawback that the flux between the neigh-

bouring sites alternates, hence, one cannot maintain a uniform magnetic field through the

lattice. Proposals to rectify this are given in Ref. [22].

1.2.4 Optical Flux Lattices

A very recent suggestion as to how to induce artificial magnetic fields for trapped atoms

is the use of optical flux lattices [47]. The basis of this idea is that one can generate an

effective magnetic field through the adiabatic movement of optically dressed atoms through

space in the presence of an appropriate optical potential.

The Hamiltonian for this method describes an atom with two available levels moving

in optical fields within the rotating wave approximation [47]:

Ĥ =
P̂2

2m
Î +V M̂(~r),

with Î the identity matrix, V the energy of the optical potential and M̂(~r) a 2× 2 matrix

which may be written as M̂ = ~M(~r) ·~σ [47]. One of the advantages of this method is that

optical flux lattices can be implimented easily as they require a small number of lasers in

their setups [47]. Moreover, this method may make the realization of the fractional quantum

Hall effect of bosons possible. The reason for this is that this method has the potential to

lead to much higher mean flux densities than other proposals [47].

1.3 Dirac Fermions in Condensed Matter and Optical Lat-
tices

The two-dimensional carbon allotrope, graphene, which is a single one-atom-thick sheet of

carbon atoms arranged in a honeycomb lattice, was fabricated and investigated by Andre

Geim and Kostya Novoselov, for which they received the 2010 Nobel Prize in Physics. The

low energy excitations in graphene may be described as Dirac fermions due to the rela-

tivistic form of their dispersion and they arise due to the symmetries of the lattice. The

band structure of graphene, illustrated in Fig. 1.9, has 6 Dirac points located at the edge of

the Brillouin zone; of these six points, only two are inequivalent and are indicated by the
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Figure 1.9: Electronic energy dispersion in graphene and close up of one of the Dirac points

which shows that the low energy excitations are linear in momentum space [30]. Copyright

2009 by the American Physical Society.

vectors ~K and ~K′ in Fig. 1.10. This gives graphene and other systems in which relativis-

tic Dirac fermions are realized unique electrical properties and has made them potential

candidates in many applications such as in high mobility, high-frequency transistors and

dye-sensitized solar cells [48, 49, 50, 51, 52, 53]. These applications stem from the com-

bination of mechanical properties of graphene such as strength and elasticity, which result

from sp2 hybridized carbon atoms, along with high electronic and thermal conductivities

that result from its unique band structure, which is the fact that valence and conduction

bands touch each other at the edges of the Brillouin zone and the density of states becomes

zero at its Fermi level. Other marvelous properties of graphene also make it a strong can-

didate for industrial applications [54].
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Figure 1.10: Brillouin zone of graphene illustrating the locations of the inequivalent Dirac

points K and K′ [30]. Copyright 2009 by the American Physical Society.

A number of recent experimental developments and theoretical suggestions indicate

that it may be possible to tailor the settings in which Dirac fermions appear and the prop-

erties of Dirac cones as a form of “Dirac cone engineering”. In particular, two groups

have demonstrated Dirac fermions arising in artificial settings [32]. Second, several groups

have made suggestions for achieving birefringent Weyl fermions that can have an unusual

properties [55]. We review these efforts and proposals below.
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Figure 1.11: Left: Honeycomb optical lattice in which ultracold potassium atoms sit. The

arrangement of the lattice is generated via a combination of two interfering laser beams and

a separate laser beam. Right: the energy as a function of momentum showing the Dirac

points [35]. Copyright 2012 by Nature.

1.3.1 Artificial Dirac Fermions

Besides investigations of systems with a naturally occuring Dirac dispersion relation, re-

cently there has been work to generate Dirac fermions in artificial settings: tunable optical

lattices and graphene assembled with an STM tip [32, 34, 35]. In Ref. [32], Tarruell et al.

studied optical lattices in which they continuously adjusted the geometry to create square,

triangular, dimer and honeycomb structures [32], allowing for continuous evolution of the

Dirac-like low energy excitations. Figure 1.11 shows the engineering scheme and the Bril-

louin zone with its associated Dirac point. The position of the Dirac points in the Brillouin

zone for the two-dimensional ultracold Fermi gas of potassium atoms were manipulated by

varying the lattice anisotropy as is depicted in Fig. 1.12.

1.3.2 Birefringent Weyl Fermions

Lan et al. [55, 56] have proposed a scheme for a tight binding model which can be en-

gineered in an optical lattice. In their proposed scheme, the low-energy excitations of the

half-filled lattice are described by massless fermions that are described by the following
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Figure 1.12: First and second Brillouin zones of the tunable honeycomb lattice with ad-

justable geometry, indicating the positions of the Dirac points [32]. Copyright 2012 by

Nature.

Weyl-like Hamiltonian:

Ĥ = v f~S ·~p,

with v f the Fermi velocity and ~S and ~p spin and momentum operator, respectively. This

system shows a semimetallic phase for half odd integer spin and a metallic phase for integer

spin, with the metallic phase containing a flat zero-energy band. In the large spin limit, in

the semimetal phase, where the spin is half odd-integer, the dispersion can be described as

a collection of spin-1/2 species, with each species possessing a different effective speed of

light. Therefore, the low-energy excitations are characterized by relativistic spin-1/2 Dirac-

Weyl fermions that are propagating at different velocities. A consequence of this would be

birefringent Klein tunnelling across a potential barrier [55]. Klein tunneling allows for the

penetration of relativistic particles through potential barriers without exponential damping,

unlike the case for non-relativistic particles. The schematic overview of Klein tunneling

for a spin-3/2 Dirac-Weyl fermion incident on a potential barrier is depicted in Fig. 1.13.
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Figure 1.13: Klein tunneling for a spin-3/2 fermion with energy E, barrier width is D

and height V0 that follows the outer cone [55]. Copyright 2011 by the American Physical

Society.

1.4 Summary

As discussed in this introduction, cold atoms in optical lattices have the potential for real-

izing physical situations that have not been achieved in condensed matter systems, either

through bosons on a lattice in strong artificial magnetic fields or artificial Dirac fermions.

In this thesis we explore themes that follow from the ideas introduced in this Chapter.

In Chapter 2, we follow up on the scheme for an artificial magnetic field discussed in

Sec.1.2.2 and show how with a small modification, it can lead to an effective lattice model

with tunable spatially periodic modulation of the artificial magnetic field and the hopping

amplitude and an unusual Hofstadter-like spectrum. In Chapter 3, we study the limit of the

tight-binding model that emerges in Chapter 2 when there is an average of half a flux per

plaquette and find that the spectrum of low-energy excitations can be described by massless

Dirac fermions in which the usually doubly degenerate Dirac cones split into cones with

different “speeds of light”, which can be tuned to give a single Dirac cone and a flat band.

These gapless birefringent Dirac fermions arise because of broken chiral symmetry

in the kinetic energy term of the effective low energy Hamiltonian. We characterize the

effects of various perturbations to the low-energy spectrum, including staggered potentials

and topological defects. In Chapter 4, we also study the effects of nearest-neighbour and
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next-nearest neighbour interactions on a square lattice for birefringent Dirac fermions. In

particular, we identify order parameters that can arise in the Hartree-Fock approximation

and determine the phase boundaries as a function of the birefringence parameter, β. In

Chapter 5, birefringent fermions in magnetic fields are considered. Chapter 6 is devoted

to conclusions and future directions. Some of the work in Chapter 2 and 3 has previously

been published by the author in collaboration with Malcolm Kennett, Kamran Kaveh and

Peter Smith [57].



Chapter 2

Spatially Periodic Artificial Magnetic
Fields

In 1976 Douglas Hofstadter predicted that the allowed energy levels of electrons in a two-

dimensional square lattice subject to a uniform perpendicular magnetic field have a fractal

structure [58]. This fractal structure of eigenvalues as a function of flux per plaquette is the

famous Hofstadter butterfly spectrum and is shown in Fig. 2.1. In this chapter, we consider

a protocol for inducing an artificial magnetic field for neutral cold atoms that leads to a

tight binding Hamiltonian with a tunable Hofstadter-like spectrum. The particular spec-

trum arises from the combination of hopping and an artificial magnetic field that are both

periodically modulated in the x and the y directions. The presence of spatial periodicity in

the amplitude as well as the phase of the hopping is the key difference between the model

we consider here and previous work on the spectrum of particles in the presence of mag-

netic fields that are periodic in both the x and y directions [59, 60, 61, 62, 63, 64, 65]. This

difference facilitates the unusual Dirac-like excitations that we discuss in Chapters 3 and 4.

As emphasized in Chapter 1, there have been numerous theoretical proposals for schemes

to realize artificial magnetic fields with cold atoms, several of which have been imple-

mented experimentally. The particular scheme discussed here may not be as easily imple-

mented as e.g. Raman-assisted tunnelling [38], but the tight-binding model we obtain and

its associated physics are independent of the particular choice of scheme used to generate

the artificial field.

We first review the proposal of the realization of an artificial magnetic field made by

20
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Figure 2.1: The fractal Hofstadter butterfly spectrum. The vertical and horizontal axes rep-

resent energy, from−4J to 4J, and the magnetic flux per plaquette, from 0 to 1, respectively

[58]. Copyright 1976 by the American Physical Society.

Sørensen et al. [21] in more detail than in Sec.1.2 and then present a modification of

Sørensen et al.’s proposal. We determine the effective Hamiltonian and the Hofstadter-like

spectrum that emerges from this scheme. Most of the material presented in this chapter was

published previously in Ref. [57] in collaboration with Malcolm Kennett, Kamran Kaveh

and Peter Smith. The author’s contribution to this work was in deriving the effective tight-

binding model and initial numerical investigations of its spectrum both in the absence and

presence of a trap. More extensive numerical results were obtained by Peter Smith and the

figures displayed in this chapter were generated by him.
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2.1 Realization of an Artificial Magnetic Field

In this section, we further discuss the scheme presented by Sørensen et al. [21] and then in-

troduce our modification of their proposal. We then present a series of Hofstadter butterflies

one can obtain by changing the tunable parameters of the problem. We end the chapter with

a discussion of the effects of trapping potentials that are relevant for cold atom realizations

of this physics.

2.1.1 Proposal by Sørensen et al.

Sørensen et al. [21] proposed a scheme for realizing effective magnetic fields in two-

dimensional neutral bosonic cold atom systems in an optical lattice. They proposed mod-

ulating the hopping in the x and y directions as a function of time and simultaneously ap-

plying a time varying quadrupole potential V (t) =Vqp sin(ωt)x̂ŷ. This strategy is shown in

Fig. 1.5, where T̂x(y) are hopping operators describing hopping in the x(y) directions respec-

tively. Specifically, hopping in the x direction is turned on for a short time τ� t0 around

t = nt0, and tunnelling in the y direction is turned on for a short time τ around t = (n+ 1
2)t0

with n = 0,1,2, . . ., and t0 = 2π/ω. The operators for hopping in the x and y directions are

T̂x =−J ∑
x,y

(
ĉ†

x+1,yĉx,y +h.c.
)

and T̂y =−J ∑
x,y

(
ĉ†

x,y+1ĉx,y +h.c.
)

, respectively.

The time evolution operator in the Schrodinger picture after m periods of the quadrupo-

lar potential is Û(t = mt0) = [Û(t = t0)]m, where Û = T {exp
(−i

h̄
∫

dt ′Ĥ(t ′)
)
} (T is the

time ordering operator). To see the procedure in more detail, calculate the time evolution

operator during one period t0 explicitly:

Û(t = t0)= exp
(
− iτ

2h̄
T̂x

)
exp
(

2i
ωh̄

Vqpx̂ŷ
)

exp
(
− iτ

h̄
T̂y

)
exp
(
− 2i

ωh̄
Vqpx̂ŷ

)
exp
(
− iτ

2h̄
T̂x

)
,

where we noted ∫ t0
2

0
Vqp sin(ωt)x̂ŷdt = 2Vqp

x̂ŷ
ω
.

Introducing α =
Vqp

ωh̄π
in order to simplify notation and setting the lattice constant to unity,

we can simplify the expression for Û by noting
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exp(2iπαx̂ŷ)c†
x,y+1cx,y exp(−2iπαx̂ŷ) = c†

x,y+1cx,y exp(2πiαx) .

This identity can be used to evaluate the time evolution operator after m periods, which

in the limit J t
h̄ � 1 may be written as

Û(t = mt0) = exp
(
− it

h̄
Ĥeff

)
,

where

Ĥeff ≈−J ∑
x,y

[
ĉ†

x+1,yĉx,y + ĉ†
x,y+1ĉx,ye2πiαx +h.c.

]
,

as presented by Sørensen et al. [21]. The physical interpretation of Heff is that it describes

the behavior of a charged particle on a lattice with a magnetic flux of αΦ0, where Φ0 is

the phase aquired by the particle going through each unit cell, and hence the procedure

introduces an effective artificial magnetic field in the lattice [21]. The form of the Peierls

phase in the Hamiltonian is the one obtained from the Landau gauge.

2.1.2 Modification of Sørensen’s proposal

The approach to obtain an artificial magnetic field for cold atoms in an optical lattice sug-

gested by Sørensen et al. [21] discussed in Sec 2.1.1 was presented in the context of the

Bose-Hubbard model, but ignores interactions and is not specific to bosons. The same pro-

cedure could equally well be applied to fermions. We consider a model of spinless fermions

(corresponding to only one available hyperfine state for cold atoms) with Hamiltonian

Ĥ =−J ∑
〈i, j〉

(ĉ†
i ĉ j + ĉ†

j ĉi), (2.1)

where ĉ†
i and ĉi are fermionic creation and annihilation operators respectively at site i,

n̂i = ĉ†
i ĉi is the number operator, and the notation 〈i, j〉 restricts the sum in the hopping

term to nearest neighbours only. There can be no Hubbard-like interaction for spinless

fermions, and since nearest neighbour interactions in an optical lattice system are weak,

we postpone our discussion of interactions to Chapter 4. We assume the fermions hop on a

square lattice and set the lattice constant to unity.
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Our modification to the proposal in Ref. [21] is that we allow hopping to be turned

on in both the x and y directions simultaneously, but with different strengths, rather than

exclusively in just the x or the y direction. When hopping is turned on in the x-direction

at time t = nt0, hopping is also turned on in the y-direction with an amplitude 0 ≤ β ≤ 1

relative to the hopping in the x-direction. At time t =
(
n+ 1

2

)
t0, hopping is turned on in

the y direction, and hopping in the x-direction is turned on with amplitude β relative to the

hopping in the x-direction as illustrated in Fig. 2.2.

Figure 2.2: Time dependence of the hopping and the quadrupolar potential during the

course of one period of the quadrupolar potential.

As before, the time evolution operator after m periods may be written as Û(t = mt0) =

Û(t = t0)m, and

Û (t = mt0) =
[
e−

iτ
2h̄(βT̂x+T̂y)e2πiαx̂ŷe−

iτ
h̄ (T̂x+βT̂y)e−2πiαx̂ŷe−

iτ
2h̄(βT̂x+T̂y)

]m
, (2.2)

where α =Vqp/πh̄ω as before. To lowest order in J τ/h̄ we can write this in the form

Û = e−
iĤefft

h̄ ,

where the effective Hamiltonian is



CHAPTER 2. SPATIALLY PERIODIC ARTIFICIAL MAGNETIC FIELDS 25

Ĥeff =−J0 ∑
x,y

{[(
1+βe2πiαx) ĉ†

x,y+1ĉx,y + h.c.
]
+
[(

β+ e2πiαy) ĉ†
x+1,yĉx,y + h.c.

]}
, (2.3)

with J0 = τJ /t0. 2

The effective Hamiltonian implies that the artificial magnetic field is modified from

Ref. [21]. A more conventional way to write the effective Hamiltonian is in the form

Ĥeff =−∑
i j

[
ti je

ie
h̄
∫ i

j
~A·d~l ĉ†

i ĉ j +h.c.
]
. (2.4)

This form makes clear that the Hamiltonian has spatially varying hopping and a spatially

varying artificial vector potential. We can hence identify the amplitude of the hopping in

the x and y directions:

|tx+1,y| = J0

√
1+β2 +2βcos(2παy), (2.5)

|tx,y+1| = J0

√
1+β2 +2βcos(2παx), (2.6)

and the components of the vector potential.

Ax =
h̄
e

tan−1
(

sin(2παy)
β+ cos(2παy)

)
,

Ay =
h̄
e

tan−1
(

βsin(2παx)
1+βcos(2παx)

)
.

Having the components of the vector potential, we may calculate that the magnetic field,
~B = ~∇×~A, is directed along the z direction, with

Bz = (2πα)
h̄
e

(
β2 +βcos(2παx)

1+β2 +2βcos(2παx)
− 1+βcos(2παy)

1+β2 +2βcos(2παy)

)
. (2.7)

It is worth noting that if in the above expression we set β = 0, then Bz = −
2πh̄

e
α, corre-

sponding to a uniform flux of αΦ0 through each unit cell and the hopping tx+1,y = tx,y+1 =

J0 is spatially uniform, which is exactly the situation considered by Sørensen et al. Ad-

ditionally, if β = 1, then there is no magnetic field, however, the hopping is still spatially

periodic.

2There are additional terms that appear in the effective Hamiltonian of the order of (τJ )2 and higher,
which are truncated here. A brief discussion of these is presented in Appendix A.
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Figure 2.3: Spectrum as a function of α for a 197 by 197 lattice when β = 0.25. Due to the

periodic hopping and non-zero artificial magnetic field, the spectrum has some similarities

with the Hofstadter spectrum.

2.2 Hofstadter Spectrum

The magnetic field we derived in Eq. (2.7) has contributions from a spatially uniform piece

with magnitude 2πh̄α

e and a piece that is spatially periodic in both the x and y directions. As

noted above, if β = 0, the hopping amplitude is J0 and the field is uniform with strength
2πh̄α

e , corresponding to a flux of αΦ0 per plaquette as found in Ref. [21] leading to a Hofs-

tadter spectrum as illustrated in Fig. 2.1. If β = 1, then Bz = 0, but the hopping parameters

are still spatially periodic. At β intermediate between 0 and 1, both the hopping and the

magnetic field are spatially periodic in x and y. This illustrates the essential difference

between the model we consider and previous work on quantum particles in a periodic mag-

netic field on a lattice in that there is spatial periodicity of 1/α in the amplitude of the

hopping as well as its phase. For finite β the spectrum as a function of α is reminiscent of

the Hofstadter spectrum. This characteristic of our model is illustrated for β = 0.25,0.50

and 1.00 in Figs. 2.3, 2.4 and 2.5. Interestingly, the strongest echo of the Hofstadter butter-
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fly is seen when β = 1.

Figure 2.4: Energy spectrum as a function of α for a 197 by 197 lattice when β = 0.5.

Cold atoms in optical lattices also experience a trapping potential of the general form:

Vtrap = ∑
i

V (~ri)ĉ
†
i ĉi,

where V (~ri) is the magnitude of the trapping potential at site~ri [66]. This trapping potential

breaks the translational symmetry of the lattice and might be expected to have some effects

on the existence or observability of a Hofstadter spectrum. If we consider a harmonic

trapping potential in two dimensions of the form V (x,y) = v0(x2+y2), where the parameter

v0 controls the strength of the trap and the positions on the lattice x and y are measured in

units of the lattice constant, the parameter that controls the relative strength of the trap is

v0/J0. Exact diagonalization calculations by P. Smith [66] suggest that for both the model

considered here and the Hofstadter butterfly, signatures of the Hofstadter spectrum should

be visible in the density of states versus position even for v0/J ' 0.001, corresponding to

a strong harmonic trap.
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Figure 2.5: Spectrum as a function of α for a 197 by 197 lattice when β = 1: there is no

artificial magnetic field, yet due to the periodic hopping, the spectrum has some similarities

with the Hofstadter spectrum [57]. Copyright 2011 by the American Physical Society

2.3 Summary

In conclusion, in this chapter, we discussed a particular scheme for realizing an unusual

tight-binding model in a cold atom system. We presented the resulting Hofstadter butterfly-

like spectra associated with this model for several values of the parameter β. The lattice

model given in Eq. (2.3) has a very interesting limit when there is an average of half a

flux quantum per plaquette (α = 1/2). We will discuss this limit of the model and the low

energy birefringent fermionic excitations that arise in Chapter 3.



Chapter 3

Birefringent Dirac Fermions

There has been much recent interest in systems in which low energy excitations can be

described using Dirac fermions [67, 68]. The main result in this chapter is that for the

lattice model we introduced in Chapter 2, when there is an average of half a flux quantum

per plaquette, at half filling, the low-energy degrees of freedom can be described by a Dirac

Hamiltonian with the unusual property that the doubly degenerate Dirac cones for massless

fermions splits into two cones with distinct slopes. This is analogous to a situation in which

there are two speeds of light for fermionic excitations, similar to birefringence of light in

crystals such as calcite (Fig. 3.1). This is a consequence of the fact that chiral symmetry is

broken in the kinetic energy rather than via mass terms. We discuss the meaning of broken

chiral symmetry in this model and explore the effects of various perturbations to the non-

interacting theory, such as staggered potentials and topological defects. We postpone the

discussion of interaction effects to Chapter 4.

3.1 Tight-binding Model

We start from the tight-binding Hamiltonian we introduced in Chapter 2, when there is an

average of half a flux quantum per plaquette (i.e. α = 1/2). The expression for the effective

Hamiltonian then reads:

Ĥeff =−J0 ∑
x,y
[(1+βeπix)c†

x,y+1cx,y +h.c.]+ [(β+ eπiy)c†
x+1,ycx,y +h.c.], (3.1)

29
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Figure 3.1: Birefringence of light and formation of split beams of light in calcite [69].

In the above Hamiltonian, if x is even, then the hopping in the y direction will be J0(1+β)=

J+, and if x is odd, then the hopping along the y direction will be J0(1−β) = J−. If y is

even, then the hopping along the x direction is J0(1+β) = J+, and for y odd, the hopping

along the x direction is −J0(1−β) = −J−. These four values of the hopping are the only

ones allowed, which allows us to reduce the problem to a tight-binding model with a 4 site

unit cell illustrated in Fig. 3.2 in which the 4 sites of the plaquette are labelled as A, B, C,

and D.

Rewriting the hopping Hamiltonian in terms of Fourier transformed fermionic operators

ciX = ∑
k

CkX ei~k·~ri,

where X = A,B,C or D leads to

Ĥ = ∑
k

Ψ
∗
k


0 −2J+ cosky −2J+ coskx 0

−2J+ cosky 0 0 2J− coskx

−2J+ coskx 0 0 −2J− cosky

0 2J− coskx −2J− cosky 0

Ψk, (3.2)

with ΨT
k = (CkA,CkB,CkC,CkD) and the lattice constant set to unity.

The energy eigenvalues are

εk,±,± =±2J±
√

cos2(kx)+ cos2(ky), (3.3)
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Figure 3.2: Unit cell of tight binding model with hopping parameters indicated [57]. Copy-

right 2011 by the American Physical Society.

as illustrated in Fig. 3.3.

We note that when β = 1, J− = 0, so there will be a flat band at ε = 0 and a dispersing

band associated with J+. It is also worth noting that near the points (kx =±π/2,ky =±π/2)

in the Brillouin zone, e.g. when kx = π/2−δkx and ky = π/2−δky, the energy eigenvalues

read:

εk/±,± =±2J±
√

δk2
x +δk2

y ,

for small values of δkx and δky, as illustrated in Fig. 3.4. This shows that in the vicinity of

the four points ~K = (±π/2,±π/2) at the corners of the Brillouin zone, the energy spectrum

has a Dirac form, and hence there will be Dirac cones with two different Fermi velocities

corresponding to hopping energies J±. When β = 0, the two slopes are identical, whereas

as β→ 1, the J− band becomes flat, and the J+ band remains as a cone. When β = 1,

the A, B, and C sites form a Lieb lattice, which is well-known to have a dispersion with

a single Dirac cone and a flat band [70, 71, 72]. There have been recent suggestions on

how to implement the Lieb lattice for cold atoms in optical lattices [70, 72]. When β 6= 1,

the underlying Dirac structure of the problem is exposed, allowing us to understand this

unusual dispersion from a symmetry point of view.

It is worth mentioning that in a hexagonal lattice such as graphene, whose low energy

excitations can be described as four component Dirac fermions, there are two inequivalent
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Figure 3.3: Energy dispersion showing the four bands of Eq. (3.3). Note the four Dirac

points at the corner of the Brillouin zone.

Dirac points at the corners of the Brillouin zone whereas in the square lattice model we

study,1 the Dirac points at the four corners of the Brillouin zone are equivalent, meaning

that they are related by a reciprocal lattice vector.

In the vicinity of the Dirac point ~K =
(

π

2
,
π

2

)
, we may write the normalized eigenstates

as

Ψ̃1 =
1√
2


1

−sinθ

−cosθ

0

, Ψ̃2 =
1√
2


1

sinθ

cosθ

0

, Ψ̃3 =
1√
2


0

cosθ

−sinθ

1

, Ψ̃4 =
1√
2


0

−cosθ

sinθ

1

 ,

with kx = |~k|cosθ and ky = |~k|sinθ and where Ψ̃1 and Ψ̃2 correspond to eigenvalues ε++

and ε+− respectively and Ψ̃3 and Ψ̃4 correspond to the eigenvalues ε+− and ε−− respec-

tively.

The linear combination Ψ̃1 + Ψ̃2 corresponding to fast (J+) excitations, has non-zero am-

plitude only on the A sites, and the linear combination Ψ̃3+Ψ̃4 has nonzero amplitude only

on the D sites corresponding to slow (J−) excitations. Any other state will break up into

1Ref. [73] demonstrates Dirac points in a square lattice model closely related to our model – the structure
of the hopping is such that it is not left-right and up-down symmetric when the parameter m 6= 0 which leads
to a gap in the spectrum, in contrast to our model in which hopping is left-right and up-down symmetric.
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Figure 3.4: Energy dispersion illustrating the two Dirac cones with distinct Fermi velocities

[57]. Copyright 2011 by the American Physical Society.

both fast and slow fermionic excitations, analogous to fast and slow modes in an optically

birefringent medium.

3.2 Dirac-like Hamiltonian

Expanding the Hamiltonian around the Dirac point ~K = (π/2,π/2), we can write

Hk = 2


0 J+k̃y J+k̃x 0

J+k̃y 0 0 −J−k̃x

J+k̃x 0 0 J−k̃y

0 −J−k̃x J−k̃y 0

 ,

(3.4)
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with~̃k = ~K− (π/2,π/2). Hk can be cast in terms of Pauli matrices as follows:

Hk = 2J0
[
k̃x (σ1⊗σ3)+ k̃xβ(σ1⊗ I2)+ k̃y (I2⊗σ1)+ k̃yβ(σ3⊗σ1)

]
, (3.5)

where we introduce a non-standard representation of the gamma matrices: γ0 = σ3⊗σ3,

γ1 = σ2⊗ I2, γ2 = σ3⊗σ2, γ3 =−σ1⊗ I2 and γ5 =−σ3⊗σ1 = γ0γ1γ2γ3. The matrices γ0,

γ1, γ2, and γ3 respect the Clifford algebra γµγν + γνγµ = 2δµν.2 This allows us to write the

Hamiltonian as Ĥk = Ĥ0 +βĤ1 where

Ĥ0 = 2J0
[
(iγ0γ1) k̃x +(iγ0γ2) k̃y

]
,

and

Ĥ1 = 2J0
[
γ3k̃x + γ5k̃y

]
.

In the limit β = 0, Ĥ has the form of a Dirac Hamiltonian with eigenvalues Ek =±2J0|k̃|.
When β 6= 0, the eigenvalues of Ĥ are Ek =±2J±|k̃|.

3.3 Chiral Symmetry

The dimension of the minimal representation of a Clifford algebra in 2+1 dimensions is 2,

allowing for the 2×2 Pauli matrices as a choice for the γ matrices. For a two dimensional

time reversal symmetric system on the lattice, where the square of the time reversal operator

is equal to the identity, it has been shown that it is algebraically necessary to have a minimal

dimension of 4 [74]. Hence, we have a non-minimal 4×4 representation which leads to a

freedom in the choice of the γ0 matrix, i.e. a matrix with (γ0)
2 = I4 that anticommutes with

γ1 and γ2. Candidates for γ0 are {γ0,γ0γ3,γ0γ5,γ1γ2}. The matrices {γ0,γ0γ3,γ0γ5} form

a triplet and γ1γ2 forms a singlet with respect to the SU(2) “chiral”-symmetry group with

generators {1
2γ3,

1
2γ5,

1
2γ35} (where γ35 ≡ γ3γ5). Each different choice of γ0 corresponds

to a different labelling of the four sites in the unit cell. The elements of the chiral group

generate transformations between each labelling. For example, the generator γ5 translates

2This notation differs from the notation used in Ref. [57]. Namely, we have used a Euclidean metric δµν

rather than Minkowski metric gµν.
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the plaquette indices to the labelling of the neighbouring lattice cell along the y-direction,

whilst γ3 translates the plaquette indices to the neighbouring cell in the x-direction:

ei π

2 γ5


cA

cB

cC

cD

= i


cB

cA

−cD

−cC

 , ei π

2 γ3


cA

cB

cC

cD

= i


cC

cD

cA

cB

 . (3.6)

Similarly, γ35 translates the plaquette one lattice cell along the x- and one lattice cell along

Figure 3.5: Illustration of relabelling symmetries generated by γ3, γ5 and γ35.

the y- direction.

eiγ35π/2


cA

cB

cC

cD

= i


−cD

−cC

cB

cA

 .

The symmetries due to the above rotations are illustrated in Fig. 3.5.

When β = 0, the elements of the chiral group are symmetries of Hk. When β 6= 0, the

presence of the γ3 and γ5 terms in Hk breaks the chiral symmetry and shifts along either

the x- or y-directions do not leave Hk invariant. This manifest chiral symmetry breaking is

inherently different from the conventional notion of spontaneous chiral symmetry breaking

in field theoretical models which is the signature of mass generation.
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An additional discrete symmetry of the Hamiltonian (which arises from the hopping

structure in Hk) that holds even when β 6= 0 is

Γ =
i
2
(γ2γ3 + γ1γ5)−

i
2
(γ1γ3 + γ2γ5) ,

which corresponds to a reflection about the diagonal AD in the unit cell, with cA → cA,

cB→ cC, cC→ cB and cD→−cD. The action of Γ on Hk is to exchange kx and ky.

3.4 Staggered potential

Staggered on-site potentials are a natural perturbation to Hk in the context of cold atoms on

an optical lattice. The most general form of a staggered potential that we can write down

takes the form 
∆A 0 0 0

0 ∆B 0 0

0 0 ∆C 0

0 0 0 ∆D

 ,

where ∆x is the staggered potential on site x. It is convenient to rewrite the contribution to

the Hamiltonian in terms of γ matrices as

Ĥ∆ = ∑
k

ψ
†
k [∆0I4 +∆1γ0 +∆2(iγ1γ3 + iγ2γ5)+∆3(iγ1γ3− iγ2γ5)]ψk, (3.7)

where we made use of the basis {I,γ0, iγ1γ3, iγ2γ5} for 4 by 4 diagonal matrices, recalling

that

γ0 =


1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 1

, -iγ2γ5 =


1 0 0 0

0 −1 0 0

0 0 1 0

0 0 0 −1

, -iγ1γ3 =


1 0 0 0

0 1 0 0

0 0 −1 0

0 0 0 −1

.
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Figure 3.6: The three staggered potentials ∆1, ∆2 and ∆3 on the four sites of a square lattice.

We may set ∆0 = 0 since this can be compensated with a uniform shift of the chemical

potential. The remaining three non-trivial terms, ∆1, ∆2 and ∆3 are illustrated in Fig. 3.6.

The ∆1 term violates chiral symmetry in the usual way, meaning that it introduces a “mass”

term in the energy spectrum, but is Lorentz invariant and introduces a gap in the dispersion

of the fermions

Ek =±
√

∆2
1 +4J2

±k2. (3.8)

A comparision of the spectrum when ∆1 = 0 and when ∆1 6= 0 is shown in Fig. 3.7.

Figure 3.7: Energy spectrum as a function of k when ∆1 6= 0 and ∆1 = 0.

When β= 1 there are flat bands at E =±∆1 that intersect the J+ bands only at (kx,ky) =

(0,0). The birefringence property discussed above is unaffected by the ∆1 term. We com-

bine iγ1γ3 and iγ2γ5 into a Lorentz invariant term (∆2) and a Lorentz violating term (∆3).



CHAPTER 3. BIREFRINGENT DIRAC FERMIONS 38

There are two cases in which we have obtained simple analytic solutions for the spectrum:

Case I): ∆1 6= 0, ∆2 6= 0, ∆3 = 0, for which

Ek =

 ∆2±
√

(∆1 +∆2)2 +4J2
+k2

−∆2±
√
(∆1−∆2)2 +4J2

−k2
,

Case II): ∆1 6= 0, ∆2 = 0, ∆3 6= 0, for which

Ek =

 ∆3±
√

(∆1−∆3)2 +4J2
+k2

y +4J2
−k2

x

−∆3±
√

(∆1 +∆3)2 +4J2
+k2

x +4J2
−k2

y

.

In case I) the dispersion is isotropic in momentum space and there are flat bands when

β = 1, whereas in case II), the dispersion is anisotropic in momentum space, with the

anisotropy governed by β through J±. In both cases, there is a shift in the spectrum and at

least one set of massive modes (however in both cases there can be a set of massless modes

whose dispersion is given by the upper half of a cone if ∆1 =±∆2,3 and ∆0 =∓∆2,3).

3.4.1 Staggered Hopping

In addition to staggered potentials, another case where one can obtain analytic expressions

for the dispersion is if there are mass terms of the form iγ0γ3 and iγ0γ5. Physically these

correspond to staggered hopping. Roy et al. [76] have shown that a Hamiltonian of the

following form:

Hk = iγ0γ1kx + iγ0γ2ky−βγ3kx−βγ5ky−miγ0γ3,

has the energy spectrum:

εk =±

√√√√
(1+β2)|k|2 +m2±2β|k|2

√
1+

m2k2
y

|k|4
,

which does not preserve the property of birefringence. However, it is worth noting that for

the case where k = 0, there is a gap of 2m in the spectrum and that the minimum energy

can occur at a non-zero value of k [76]. One can show that an analogous calculation with

mass term iγ0γ5 yields a result similar to that for the term iγ0γ3 but with mky replaced by

mkx.
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3.5 Topological Defects

Zero energy modes can arise when there are topologically non-trivial mass terms in sys-

tems that are described by the Dirac Hamiltonian [76]. As we saw in Sec.3.4, the term ∆1γ0

generates a gap in the energy spectrum in the Dirac-like Hamiltonian under study.

The simplest topological defect we may construct is of the domain wall type, by choos-

ing ∆1(x) to be a function of position, so that ∆1(0) = 0 and limx→∞ ∆1(x) = ∆1 and

limx→−∞ ∆1(x) = −∆1, where ∆1 is a constant with smooth interpolation between these

limits. The real space Dirac equation becomes
−E−∆1 2J+i∂y 2J+i∂x 0

2J+i∂y −E +∆1 0 −2J−i∂x

2J+i∂x 0 −E +∆1 2J−i∂y

0 −2J−i∂x 2J−i∂y −E−∆1




ψA

ψB

ψC

ψD

= 0. (3.9)

If β= 0, the solutions are well known [75]. When β 6= 0, we can find zero energy bound

states with different spatial extents for the ± solutions:

ψ+(x) = e−κ+
∫ x

0 ds∆1(s)u+; ψ−(x) = e−κ−
∫ x

0 ds∆1(s)u−,

where u+ = (1,0, i,0), u− = (0,−i,0,1), and κ± = 1/2J±. The κ± are the the inverse of

the characteristic length scales for the zero modes in the presence of the domain wall.

In addition to the domain wall defects studied here, another class of defects, namely

vortices, was studied by Roy et al. [76]. They constructed simultaneous vortices in the

kinetic energy (via β) and in the mass terms iγ0γ3 and iγ0γ5 (corresponding to staggered

hoppings in Sec.3.4.1). They found that the ratio of the length scales associated with states

centered on vortex and antivortex topological defects can vary arbitrarily with β without

affecting the fractionalization of quantum numbers such as charge [76]. This mirrors the

two different lengthscales for zero modes found here for domain wall defects. Roy [77]

has also demonstrated that two lengthscale behaviour may be found for zero modes of

special topological defects in graphene when there is both a real and a pseudo magnetic

field present.
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3.6 Summary

In this chapter, we started from the tight-binding Hamiltonian derived in Chapter 2 for

the case where an average of half a flux quantum per plaquette. We showed that the low

energy excitations of this Hamiltonian are birefringent fermions, with two distinct Fermi

velocities, that remain massless despite breaking chiral symmetry. This is because chiral

symmetry is broken in the kinetic energy rather than with a mass term. We studied the

effect of staggered potentials on the birefringence property and found that Lorentz invariant

staggered potentials preserved the birefringence property. We finally discussed the unusual

zero modes that can result for birefringent fermions in the presence of a topological defect.



Chapter 4

Interacting Birefringent Fermions

The model we considered in Chapter 3 has no interactions between fermions. Interactions

between fermions can lead to a range of possible phases. In this chapter, we study the

model introduced in Chapter 3 when there are repulsive interactions between fermions (we

consider lattice interactions but we do not worry about physical implementations of these

interactions). Including nearest neighbour and next nearest neighbour terms, we search for

possible ordered phases. We focus on low energy physics and treat interactions at a mean

field level for a half-filled system. There has been some previous work on the effect of

interactions in models similar to this one, such as the Lieb lattice (the β = 1 limit of the

model studied here) in two dimensions at one-third, [78], but the work in this thesis is the

first to consider β 6= 0 and 1. In Ref. [79], it was also shown that when spin-orbit coupling is

taken into account, topologically nontrivial insulating phases may arise on the Lieb lattice.

4.1 Nearest-neighbour Interactions

The simplest interaction term for spinless fermions (e.g. a single occupied hyperfine level)

is that of nearest neighbour interactions as the Pauli principle forbids the presence of an

on-site Hubbard term in the Hamiltonian. We introduce such a term, assuming that all

interactions have the same magnitude, V0:

Hint =V0 ∑
〈i, j〉

n̂in̂ j, (4.1)

41
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where 〈i, j〉 labels a sum over nearest neighbours. In the context of cold atoms, one might

expect V0 to be weak and we will address the stability of the birefringent semi-metal to

these interactions. We have seen that birefringent fermions arise as low-energy excitations

of the tight binding model introduced in Chapter 3, and since we are interested in the effects

of interactions on birefringent fermions, we will also focus on the low energy limit of Hint.

Replacing fermionic annihilation operators, cI , with fields ψI , we may write the full

Lagrangian as L = L0 +Lβ +Lint, where the non-interacting terms L0 +Lβ are (having set

2J0 to unity)

L0 +Lβ =

{
∑
~r

ψ̄(~r)γµ∂µψ(~r)+ iβψ̄(~r)γ0γ3∂xψ(~r)+ iβψ̄(~r)γ0γ5∂yψ(~r)

}
, (4.2)

and Lint is obtained from Hint. We can represent the generating functional as an imaginary

time path integral over Grassmann-valued fields ψ and ψ̄.

Z =
∫
[Dψ̄][Dψ]e−S, (4.3)

where the action S =
∫

β

0
dτ L, with τ the imaginary time.

The term Lint contains quartic terms. The approach we shall take to decouple these quar-

tic terms is to introduce Hubbard Stratonovich fields so that the action becomes quadratic in

the ψ fields. The Hubbard Stratonovich fields we consider correspond to order parameters

that can be obtained through either a Hartree or a Fock decomposition of the interaction

term. Before introducing Hubbard Stratonovich fields, recall that the Lagrangian for the

interaction term can be written in terms of the number operators as follows:

Lint =−2V0 ∑
~r
[nAnB +nAnC +nBnD +nCnD] , (4.4)

when we consider only slow spatial variation in nA, nB, nC, and nD, which is equivalent to

ignoring scattering between Dirac cones. It is useful to note that

nAnB +nAnC +nBnD +nCnD =
1
4
[
(nA +nB +nC +nD)

2− (nA−nB−nC +nD)
2]

=
1
4

[
(ψ̄γ0ψ)2− (ψ̄ψ)2

]
. (4.5)
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The expectation values 〈ψ̄ψ〉 and 〈ψ̄γ0ψ〉 correspond to order parameters that arise in the

Hartree channel. The first is staggered charge density wave order of the sort ∆1 illustrated

in Fig. 3.6 and the second renormalizes the chemical potential. We note that

〈ψ̄ψ〉= [〈nA〉−〈nB〉−〈nC〉+ 〈nD〉] ,

and

〈ψ̄γ0ψ〉= [〈nA〉+ 〈nB〉+ 〈nC〉+ 〈nD〉] .

The Fock terms are a little more complicated but may be obtained from Lint in Eq. (4.4)

and may be summarized as:

LFock = 2V0 ∑
~r

ψ̄ [ζ01γ0γ1 +ζ1iγ1 +ζ03γ0γ3 +ζ3iγ3 +ζ02γ0γ2 +ζ2iγ2 +ζ05γ0γ5 +ζ5iγ5]ψ,

(4.6)

where the ζ’s can also be related to expectation values of the ψ’s. We also note that:

(ψ̄γ0γ1ψ)2 +(ψ̄iγ1ψ)2 +(ψ̄γ0γ3ψ)2 +(ψ̄iγ3ψ)2 =−8 [nAnC +nBnD] ,

and

(ψ̄γ0γ2ψ)2 +(ψ̄iγ2ψ)2 +(ψ̄γ0γ5ψ)2 +(ψ̄iγ5ψ)2 =−8 [nAnB +nCnD] .

Introducing Hubbard-Stratonovich fields χ, φ, and {ζi}, where the mean field values

χ ∝ 〈ψ̄ψ〉, φ ∝ 〈ψ̄γ0ψ〉 and ζi encompasses the 8 ζs introduced above, we get

Z =
∫
[Dχ][Dφ]∏

i
[Dζi]e

−S[χ]−S[φ]−∑
i

S[ζi]∫
[Dψ̄][Dψ]e−S0[ψ̄,ψ]−Smix , (4.7)

where

S[χ] =
2

V0

∫
β

0
dτ

∫
d2~x [χ(~x,τ)]2,

S[φ] =
2

V0

∫
β

0
dτ

∫
d2~x [φ(~x,τ)]2,

S[ζi] =
2

V0

∫
β

0
dτ

∫
d2~x [ζi(~x,τ)]2,

S0[ψ̄,ψ] =
∫

β

0
dτ (L0 +Lβ),
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and

Smix =
∫

β

0
dτ

∫
d2~x [χψ̄ψ+ iφψ̄γ0ψ+ζ01ψ̄γ0γ1ψ+ζ1ψ̄(iγ1)ψ+ζ03ψ̄γ0γ3ψ

+ζ3ψ̄(iγ3)ψ+ζ02ψ̄γ0γ2ψ+ζ2ψ̄(iγ2)ψ+ζ05ψ̄γ0γ5ψ+ζ5ψ̄(iγ5)ψ] .

A point to note in the action is that the coefficients of S[χ], S[φ] and S[ζi] differ by a factor

of 2 from the value they would take if the Hubbard-Stratonovich fields corresponding only

to Hartree terms or only to Fock terms were introduced into the action. The reason for this

factor of 2 is that we treated Hartree and Fock terms with equal weight. Ultimately, if there

is only one non-zero order parameter, then the critical value of the coupling,
1
Vc

, should be

multiplied by 2.

We can integrate out the fermion fields to obtain the effective action for the Hubbard-

Statonovich fields:

∫
[Dψ̄][Dψ]e

−
∫

β

0
dτd2~x ψ̄Mψ

= detM = eln(detM) = eTr(lnM).

We may then write the generating functional as:

Z =
∫
[Dψ̄][Dψ]

∫
[Dχ][Dφ]∏

i
[Dζi]e

−S[χ]−S[φ]−∑
i

S[ζi]−S0[ψ̄,ψ]−Smix

=
∫
[Dχ][Dφ]∏

i
[Dζi]e

−S[χ]−S[φ]−∑
i

S[ζi]+Tr(lnM)
,

where the matrix M

M = γµ∂µ + iβ(γ0γ3∂x + γ0γ5∂y)+χ+ iφγ0 +ζ01γ0γ1 +ζ1iγ1 +ζ03γ0γ3 +ζ3iγ3 +ζ02γ0γ2

+ζ2iγ2 +ζ05γ0γ5 +ζ5iγ5

= G−1
β

+χ+ iφ+ζ01γ0γ1 +ζ1iγ1 +ζ03γ0γ3 +ζ3iγ3 +ζ02γ0γ2 +ζ2iγ2 +ζ05γ0γ5 +ζ5iγ5,

(4.8)

where

G−1
β

= γµ∂µ + iβ(γ0γ3∂x + γ0γ5∂y),
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is the inverse of the free propagator. M is thus the inverse of the full propagator in the

presence of different types of ordering.

4.1.1 Saddle Point Equations

The simplest level of analysis to determine whether there is ordering or not for the various

order parameters listed in Eq. (4.8) is to find equations that can be solved to determine the

mean field phase transitions to these orders using the Saddle Point Approximation.

For each Hubbard-Stratonovich field F , the saddle point equation is given by
δS
δF

= 0. We

can summarize these equations as follows:

4χ

V0
= Tr(M−1), (4.9)

4φ

V0
= Tr(iγ0M−1), (4.10)

4ζi

V0
= Tr(ΓiM−1), (4.11)

where

Γi ∈ {γ0γ1, iγ1,γ0γ3, iγ3,γ0γ2, iγ2,γ0γ5, iγ5} .

In order to calculate M−1, we express M in momentum space

M = iγµkµ + iβ(γ0γ3ik1 + γ0γ5ik2)+χ+ iφγ0 +ζ01γ0γ1 +ζ1iγ1 +ζ03γ0γ3

+ζ3iγ3 +ζ02γ0γ2 +ζ2iγ2 +ζ05γ0γ5 +ζ5iγ5,

and note that MM−1 = I. Hence, we need to solve:

[χI + i(k0 +φ)γ0 + i(k1 +ζ1)γ1 + i(k2 +ζ2)γ2 + γ0γ3(ζ03−βk1)+ γ0γ5(ζ05−βk2)

+ζ01γ0γ1 +ζ02γ0γ2 +ζ3iγ3 +ζ5iγ5]M−1 = I.

Solving the system of 10 saddle point equations simultaneously is a rather intimidating

task, and not the simplest approach to understand the effects of interactions. The strategy
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we shall take is to find the transitions for each order parameter individually, by searching

for a solution in which all other Hubbard-Stratonovich fields are set to zero.

Now, for the case where only the χ or φ order parameters are non-zero, we must solve:

{χI + i(k0 +φ)γ0 + iγ1k1 + iγ2k2−βγ0γ3k1−βγ0γ5k2}M−1 = I.

Hence, the saddle point equation for χ is:

4χ

V
= 4

∫ d3~k
(2π)3

χ[χ2 +(k0 +φ)2 +(1+β2)|~k|2]
[χ2 +(k0 +φ)2 +(1−β)2|~k|2][χ2 +(k0 +φ)2 +(1+β)2|~k|2]

.

If we set φ = 0 and send χ→ 0, then the critical interaction strength for χ ordering is:

1
Vc

=
1
2

∫ dkx

2π

dky

2π

∫ dk0

2π

{
1

χ2 + k2
0 +(1−β)2|~k|2

+
1

χ2 + k2
0 +(1+β)2|~k|2

}
.

We determine the critical interaction strength for ordering in the Hartree channel χ from:

1
Vc

=
1

8π2

∫ 1

−1
dx

∫
Λ

0
dk
{

k2

χ2 + k2[(1−β)2 + x2β(2−β)]
+

k2

χ2 + k2[(1+β)2− x2β(2+β)]

}
,

by keeping terms that persist as χ→ 0 and scale with the cutoff Λ, where k0 = kx and

|~k|2 = k2(1− x2). Hence,

1
Vc

=
Λ

4π2


1

(1−β)
√

β(2−β)
tan−1

(√
β(2−β)

1−β

)
+

1
2(1+β)

√
β(2+β)

ln

∣∣∣∣∣∣∣∣∣
1+

1+β√
β(2+β)

1− 1+β√
β(2+β)

∣∣∣∣∣∣∣∣∣

 .

In the limit β→ 0, this reduces to
1
Vc

=
Λ

2π2 , which, if Fock terms are not included

in the decomposition of Hint is renormalized as noted previously to
1
Vc

=
Λ

π2 , in complete

agreement with previous results [80]. The other auxiliary field, φ, which is physically

equivalent to a shift in the chemical potential, gives us the following integral:

φ

V0
=

1
2

∫ dkx

2π

dky

2π

∫ dk0

2π
(k0 +φ)

{
1

(k0 +φ)2 +(1−β)2|~k|2
+

1

(k0 +φ)2 +(1+β)2|~k|2

}
.

If φ = 0, the integrand on the right-hand-side is odd in k0, and hence the integral van-

ishes, Hence, φ = 0 is a consistent solution of the equation for all V0.
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There are eight possible order parameters, ζi, in the Fock channel. Similarly to the

Hartree channel, we will take the approach of solving for the critical interaction for each of

these order parameters separately.

The equation we need to solve for the critical coupling associated with ζ01 is then:

ζ01

V01
=

∫ dkx

2π

dky

2π

∫ dk0

2π

ζ01(−k2
0− (1−β2)|k|2 +ζ2

01 +2(k2
x + k2

0))

(−k2
0− (1−β2)|k|2 +ζ2

01)
2 +4(β2k2

0|k|2 +ζ2
01(k

2
0 + k2

x))
.

Therefore:

1
V01

=
1

(2π)3

∫ 1

−1
dx

∫
Λ

0
dk k2

[
2k2(1− x2)

∫ 2π

0
dφ

cos2 φ

a2 +b2 cos2 φ

+(2k2x2 +[ζ2
01− k2x2− (1−β

2)k2(1− x2)])
∫ 2π

0

1
a2 +b2 cos2 φ

]
,

where

a2 = [ζ2
01− k2x2− (1−β

2)k2(1− x2)]2 +4β
2k4x2(1− x2)+4ζ

2
01k2x2,

and

b2 = 4ζ
2
01k2(1− x2).

Integrating over azimuthal angle, φ, we have:

1
V0

=
1

(2π)2

∫ 1

−1
dx

∫
Λ

0
dk
{

k2

2ζ2
01

[
1− a√

a2 +b2

]
+

k2(k2x2 +ζ2
01− (1−β2)(1− x2)k2)

a
√

a2 +b2

}
.

Expand the integrand for small ζ01, then as ζ01 → 0, the first term gives a contribution

proportional to Λ, and the second gives a Λ independent contribution from δ(k). Keeping

terms proportional to Λ.

1
V01

=
Λ

2π2

∫ 1

0
dx

β2 +(1−β2)x2

[x2 +(1−β2)(1− x2)]
2
+4β2x2(1− x2)

.

We can write the denominator in the form β2(β2−4)(x2− γ+)(x2 + γ−), where

γ+ =
(β2−3)
(β2−4)

+

√
(β2−3)2

(β2−4)2 +
(1−β2)2

β2(4−β2)
,
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and

γ− =−(β2−3)
(β2−4)

+

√
(β2−3)2

(β2−4)2 +
(1−β2)2

β2(4−β2)
.

[Note: for 0 < β < 1, γ± are both greater than zero.]

Thus, we have:

1
V01

=
Λ

2π2
1

β2(β2−4)
1

(γ++ γ−)

{
β2 +(1−β2)γ+

2
√

γ+
ln
∣∣∣∣1−√γ+

1+
√

γ+

∣∣∣∣− β2− (1−β2)γ−√
γ−

tan−1 1
√

γ−

}
.

For the case of ζ02, the integral over azimuthal angle gives the same result as in the case

of ζ01, hence the critical coupling V01 =V02. The overlap between the results for the order

parameters ζ01 and ζ02 has roots in the symmetry in the Hamiltonian. As we see next, this

symmetry also results in a common expression for the couplings V3 and V5 for the order

parameters ζ3 and ζ5.

The equation for the order parameter associated with ζ3 is:

ζ3

V3
=

∫ dkx

2π

dky

2π

∫ dk0

2π

(k2
0 +(1−β2)|k|2 +ζ2

3 +2β2k2
x)ζ3

(−k2
0− (1−β2)|k|2−ζ2

3)
2 +4β2(k2

0|k|2 +ζ2
3k2

x)
.

The integral to be solved is then:

1
V3

=
1

(2π)3

∫ 1

−1
dx

∫
Λ

0
k2dk

∫ 2π

0
dφ

{
(k2x2 +ζ2

3 +(1−β2)(1− x2)k2)

a2 +b2 cos2 φ
+

2β2k2(1− x2)cos2 φ

a2 +b2 cos2 φ

}
,

where

a2 = (k2x2 +ζ
2
3 +(1−β

2)(1− x2)k2)2 +4β
2k4x2(1− x2),

and

b2 = 4β
2
ζ

2
3k2(1− x2).

The integrals over azimuthal angle, φ, may be evaluated using∫ 2π

0
dφ

cos2 φ

a2 +b2 cos2 φ
= 2π

(
1
b2 −

a

b2
√

a2 +b2

)
,

and ∫ 2π

0
dφ

1
a2 +b2 cos2 φ

=
2π

a
√

a2 +b2
.
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Thus,

1
V3

=
1

(2π)2

∫ 1

−1
dx

∫
Λ

0
k2dk

{
(k2x2 +ζ2

3 +(1−β2)(1− x2)k2)

a
√

a2 +b2
+

2β2k2(1− x2)

b2

[
1− a√

a2 +b2

]}
.

Keeping lowest order terms in ζ3 and taking the limit ζ3→ 0, we determine that

1
V3

=
Λ

2π2
1

β2(β2−4)
1

(γ++ γ−)

{
1

2
√

γ+
ln
∣∣∣∣1−√γ+

1+
√

γ+

∣∣∣∣− 1
√

γ−
tan−1 1

√
γ−

}
,

where γ± were defined previously.

For ζ5, we have:

ζ5

V5
=

∫ dkx

2π

dky

2π

∫ dk0

2π

(k2
0 +(1−β2)|k|2 +ζ2

5 +2β2k2
y)ζ5

(−k2
0− (1−β2)|k|2−ζ2

5)
2 +4β2(k2

0|k|2 +ζ2
5k2

y)
,

which leads to the same result as for ζ3.

There are four other order parameters that arise for the Fock channel. The saddle point

equations for ζ1, ζ2, ζ03 and ζ05 all lead to solutions that vanish identically.

Figure 4.1: Competition between the order parameters of the Hartree channel, χ, and that

of the Fock channel, ζ01 and ζ3.

A comparision of the plots of the critical couplings for the Hartree channel, χ, and the

Fock channels, ζ01 and ζ3 that is depicted in Fig. 4.1 shows that the critical couplings for the
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Hartree channel, χ, is more sensitive than ζ01 of the Fock channel. On close examination of

Fig. 4.1, we see that for 0 < β < 1, Vχ <V3 <V01, so for β 6= 0,1 the leading stability is to

a charge density wave. When β = 1, there is a flat band and the analysis here is insufficient

to discriminate between correlated states. For β = 0, Vχ = V3 (as shown more clearly in

Fig. 4.2) and so we need to consider both orders simultaneously to discriminate between

them.

Figure 4.2: Competition between the order parameters of the Hartree channel, χ, and one

of the Fock channels, ζ3.

Now, consider the situation in which both χ and ζ3 may be non-zero. Then

4χ

V0
= Tr(M−1),

and
4ζ3

V0
= Tr(iγ3M−1)

are the saddle point equations to be satisfied and M includes both χ and ζ3:

M = χI + iγ0k0 + iγ1k1 + iγ2k2 +ζ3iγ3−βk1γ0γ3−βk2γ0γ5.

We need to solve MM−1 = I, i.e.

{χI + iγ0k0 + iγ1k1 + iγ2k2−βk1γ0γ3−βk2γ0γ5 +ζ3iγ3}M−1 = I.
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Hence we have:

χ

V0
= χ

∫ d3k
(2π)3

1
A′

[
χ

2 +ζ
2
3 + k2

0 +(1+β
2)|~k|2

]
, (4.12)

and
ζ3

V0
= ζ3

∫ d3k
(2π)3

1
A′

[
χ

2 + k2
0 +(1−β

2)|~k|2 +2β
2k2

1 +ζ
2
3

]
, (4.13)

where

A′ =
[
χ

2−ζ
2
3− k2

0− (1−β
2)|~k|2

]2
+4β

2k2
0|~k|2 +4χ

2(k2
0 + |~k|2)+4β

2k2
1ζ

2
3 +4χ

2
ζ

2
3.

Now, if χ 6= 0, then we can combine Eqs 4.12 and 4.13 to write:

ζ3

V0
=

ζ3

χ

χ

V0
−ζ3

∫ d3k
(2π)3

2β2k2
2

A′
. (4.14)

The only solution to this equation is ζ3 = 0, since the integral on the right-hand-side is

always positive. Hence, it is not possible to have coexistence of ζ3 and χ order for β 6= 0.

We now focus on β = 0 and consider the situation where ζ3 6= 0, χ→ 0 and determine Vχ.

From above,

1
V0

=
1

8π3

∫ 2π

0
dφ

∫ 1

−1
dx

∫
Λ

0
dk

k2[ζ2
3 + k2x2 + k2(1− x2)]

[k2x2 + k2(1− x2)+ζ2
3]

2
, (4.15)

which leads to

1
Vχ

=
1

4π2

∫ 1

−1
dx

∫
Λ

0
dk

k2

[k2 +ζ2
3]

=
1

2π2

∫
Λ

0
dk
[

1−
ζ2

3

[k2 +ζ2
3]

]
=

Λ

2π2 −
1
ζ3

tan−1
(

Λ

ζ3

)

Similarly, when β = 0 and we take χ 6= 0, ζ3→ 0, we find

1
V3

=
Λ

2π2 −
1
χ

tan−1
(

Λ

χ

)
.
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Hence, we are not able, at the level of our analysis to determine whether charge density

wave ordering from χ or ζ3 (or ζ5, recalling they are equivalent) ordering, which corre-

sponds to circulating currents

ζ3 ∝− i
4

[〈
ψ

†
AψC

〉
−
〈

ψ
†
CψA

〉
−
〈

ψ
†
BψD

〉
+
〈

ψ
†
DψB

〉]
,

and

ζ5 ∝− i
4

[〈
ψ

†
AψB

〉
−
〈

ψ
†
BψA

〉
+
〈

ψ
†
CψD

〉
−
〈

ψ
†
DψC

〉]
,

wins out at β = 0. Given that the Hartree term wins out for any finite β, we suspect that it

also wins out at β = 0. Moreover, we expect the degeneracy to be lifted by keeping higher

order terms in momentum expansion.

4.1.2 Symmetry Relations between Order Parameters

It is important to appreciate the additional discrete symmetry in the Hamiltonian Hk, which

holds even when β 6= 0, that we defined in Chapter 3:

Γ =
i
2
(γ2γ3 + γ1γ5)−

i
2
(γ1γ3 + γ2γ5) .

The effect of Γ on various gamma matrix combinations is as follows:

Γγ3Γ
−1 = γ5; Γγ5Γ

−1 = γ3,

Γγ0γ1Γ
−1 = γ0γ2; Γγ0γ2Γ

−1 = γ0γ1.

This illustrates why the action of Γ on Hk is to exchange kx and ky. It also illustrates that

the order parameter pairs ζ3, ζ5 and ζ01, ζ02 should have the same critical coupling since

they can be transformed into each other.

4.2 Next Nearest Neighbour Interactions

In addition to nearest neighbour interactions, we now consider next-nearest neighbour in-

terations,

Ĥint =U0 ∑
�i, j�

n̂in̂ j,
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where we assume the strength of the interaction is the same for all neighbours and

� i, j� indicates that i and j are next nearest neighbours. This leads to a contribution to

the Lagrangian in the low energy limit of

Lnnn =−4U0 ∑
~r

{
ψ

†
A(~r)ψA(~r)ψ

†
D(~r)ψD(~r)+ψ

†
B(~r)ψB(~r)ψ

†
C(~r)ψC(~r)

}
. (4.16)

We can decompose this interaction term into Hartree and Fock parts as follows:〈
ψ

†
AψA

〉
ψ

†
DψD +ψ

†
AψA

〈
ψ

†
DψD

〉
+
〈

ψ
†
BψB

〉
ψ

†
CψC +ψ

†
BψB

〈
ψ

†
CψC

〉
−ψ

†
A

〈
ψ

†
DψA

〉
ψD−ψ

†
D

〈
ψ

†
AψD

〉
ψA−ψ

†
B

〈
ψ

†
CψB

〉
ψC−ψ

†
C

〈
ψ

†
BψC

〉
ψB.

Writing this in the form:

ψ
†Nψ = ψ̄γ0Nψ,

gives:

N =


< ψ

†
DψD > 0 0 −< ψ

†
DψA >

0 < ψ
†
CψC > −< ψ

†
CψB > 0

0 −< ψ
†
BψC > < ψ

†
BψB > 0

−< ψ
†
AψD > 0 0 < ψ

†
AψA >

 .

Recall the definitions

γ0 =

(
σ0 0

0 −σ0

)
, iγ1γ3 =

(
−I2 0

0 I2

)
, iγ2γ5 =

(
−σ3 0

0 −σ3

)
, iγ1γ2 =

(
0 −σ2

−σ2 0

)
,

iγ3γ5 =

(
0 −iσ1

iσ1 0

)
, iγ2γ3 =

(
0 −iσ2

iσ2 0

)
, iγ1γ5 =

(
0 σ1

σ1 0

)
.

We can then see that ψ̄(γ0N)ψ takes the form

ψ̄{δ0γ0 +m0I4 +ζ13(iγ1γ3)+ζ25(iγ2γ5)+ζ15(iγ1γ5)+ζ23(iγ2γ3)+ζ35(iγ3γ5)+ζ12(iγ1γ2)}ψ,

where δ0 and m0 are the chemical potential shift and the charge density wave ordering we

had for the nearest neighbour interactions in Sec. 4.1, respectively. The additional Hartree
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terms

ζ13 ∝ (nA−nB +nC−nD),

ζ25 ∝ (nA +nB−nC−nD),

correspond to broken rotation by π/2 symmetry, which can be related to the staggered

potentials introduced in Chapter 3. Namely, ζ13 corresponds to ∆2+∆3 and ζ25 corresponds

to ∆2−∆3 for the staggered potentials illustrated in Fig. 3.6. The Fock terms correspond to

next-nearest neighbour hopping:

ζ15 ∝ −
[〈

ψ
†
AψD

〉
+
〈

ψ
†
DψA

〉
−
〈

ψ
†
BψC

〉
−
〈

ψ
†
CψB

〉]
,

ζ23 ∝

[〈
ψ

†
AψD

〉
+
〈

ψ
†
DψA

〉
+
〈

ψ
†
BψC

〉
+
〈

ψ
†
CψB

〉]
,

ζ35 ∝
1
i

[〈
ψ

†
AψD

〉
−
〈

ψ
†
DψA

〉
−
〈

ψ
†
BψC

〉
+
〈

ψ
†
CψB

〉]
,

ζ12 ∝ −1
i

[〈
ψ

†
AψD

〉
−
〈

ψ
†
DψA

〉
+
〈

ψ
†
BψC

〉
−
〈

ψ
†
CψB

〉]
,

The parameters ζ15 and ζ23 generate real next-nearest neighbour hopping and at the mean-

field level, ζ35 and ζ12 correspond to imaginary next-nearest neighbour hopping, as is illus-

trated for ζ35 for the A and D sites for hopping amplitude α in Fig. 4.3 (there will also be

similar hopping between B and C sites). Such hopping leads to a term iαsin(kxa)sin(kya)

in the Hamiltonian Hk.
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Figure 4.3: Imaginary next-nearest neighbour hopping for ζ35 for the A and D sites for

hopping amplitude α.

In order to incorporate these terms into the path integral, it is useful to note that the

Hartree terms correspond to the decomposition.

nAnD +nBnC =
1
8
[(nA +nB +nC−nD)

2 +(nA−nB−nC +nD)
2− (nA−nB +nC−nD)

2

−(nA +nB−nC−nD)
2]

=
1
8
[
(ψ̄γ0ψ)2 +(ψ̄ψ)2− (ψ̄iγ1γ3ψ)2− (ψ̄iγ2γ5ψ)2] ,

and the Fock terms to

nAnD +nBnC =−1
8
[
(ψ̄iγ1γ5ψ)2 +(ψ̄iγ2γ3ψ)2 +(ψ̄iγ3γ5ψ)2 +(ψ̄iγ1γ2ψ)2] .

Using this knowledge, we can decouple the interaction term in the action by introducing an

additional 6 Hubbard-Stratonovich fields: ζ13, ζ25, ζ15, ζ23, ζ35 and ζ12. This will lead to

6 additional terms in Smix

Smix =
∫

β

0
dτ

∫
d2~x{ζ13ψ̄iγ1γ3ψ+ζ25ψ̄iγ2γ5ψ+ζ15ψ̄iγ1γ5ψ

+ζ23ψ̄iγ2γ3ψ+ζ35ψ̄iγ3γ5ψ+ζ12ψ̄iγ1γ2ψ},

with additional terms in the action for each of the new fields ζi

S[ζi] =
2

U0

∫
β

0
dτ

∫
d2~x [ζi(~x,τ)]

2 .
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The actions for χ and φ are modified to:

S[χ] =
2

V0−U0

∫
β

0
dτ

∫
d2~x [χ(~x,τ)]2 ,

provided V0 >U0, and

S[φ] =
2

V0 +U0

∫
β

0
dτ

∫
d2~x [φ(~x,τ)]2 .

The saddle point equations become:

4χ

V0−U0
= tr(M−1),

4φ

V0
= tr(iγ0M−1),

4ζi

V0
= tr(ΓiM−1), for Γi ∈ {γ0γ1, iγ1,γ0γ3, iγ3,γ0γ2, iγ2,γ0γ5, iγ5} ,

4ζi

U0
= tr(ΓiM−1), for Γi ∈ {iγ1γ3, iγ2γ5, iγ1γ5, iγ2γ3, iγ3γ5, iγ1γ2} .

(4.17)

As before, we investigate the transitions for each of the new order parameters separately

initially, by setting all other order parameters to zero and focusing only on one saddle point

equation. We now calculate the appropriate M−1 for each of these order parameters.

For ζ13:

M = ik0γ0 + ik1γ1 + ik2γ2−βk1γ0γ3−βk2γ0γ5 + iζ13γ1γ3,

hence,

M−1 =
1
A

{[
−k2

0− (1−β
2)|~k|2−ζ

2
13

]
I−2iβk2ζ13γ2 +2ik1(βk0− iζ13)γ3 +2iβk0k2γ5

}
× {ik0γ0 + ik1γ1 + ik2γ2 +βk1γ0γ3 +βk2γ0γ5− iζ13γ1γ3} ,

with

A =
[
−k2

0− (1−β
2)|~k|2−ζ

2
13

]2
+4β

2k2
0|~k|2−4(k2

1−β
2k2

2)ζ
2
13−8iβk0k2

1ζ13.
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For ζ25:

M = ik0γ0 + ik1γ1 + ik2γ2−βk1γ0γ3−βk2γ0γ5 + iζ25γ2γ5,

hence,

M−1 =
1
A

{[
−k2

0− (1−β
2)|~k|2−ζ

2
25

]2
I−2iβk1ζ25γ1 +2iβk0k1γ3 +2ik2(βk0− iζ25)γ5

}
×{ik0γ0 + ik1γ1 + ik2γ2 +βk1γ0γ3 +βk2γ0γ5− iζ25γ2γ5} ,

with

A =
[
−k2

0− (1−β
2)|~k|2−ζ

2
25

]2
+4β

2k2
0|~k|2−4(β2k2

1− k2
2)ζ

2
25−8iβk0k2

2ζ25.

For ζ15:

M = ik0γ0 + ik1γ1 + ik2γ2−βk1γ0γ3−βk2γ0γ5 + iζ15γ1γ5,

hence,

M−1 =
1
A

{[
−k2

0− (1−β
2)|~k|2−ζ

2
15

]
I +2iβk1ζ15γ2 +2i(βk0k2− ik1ζ15)γ5 +2iβk0k1γ3

}
×{ik0γ0 + ik1γ1 + ik2γ2 +βk1γ0γ3 +βk2γ0γ5− iζ15γ1γ5} ,

with

A =
[
−k2

0− (1−β
2)|~k|2−ζ

2
15

]2
+4β

2k2
0|~k|2−4(1−β

2)k2
1ζ

2
15−8iβk0k1k2ζ15.

For ζ23:

M = ik0γ0 + ik1γ1 + ik2γ2−βk1γ0γ3−βk2γ0γ5 +ζ23iγ2γ3,

hence,

M−1 =
1
A

{[
−k2

0− (1−β
2)|~k|2−ζ

2
23

]
I +2iβk2ζ23γ1 +2i(βk0k1− ik2ζ23)γ3 +2iβk0k2γ5

}
×{ik0γ0 + ik1γ1 + ik2γ2 +βk1γ0γ3 +βk2γ0γ5−ζ23iγ2γ3} ,

with

A =
[
−k2

0− (1−β
2)|~k|2−ζ

2
23

]2
+4β

2k2
0|~k|2−4(1−β

2)|~k|2ζ
2
23−8iβk0k1k2ζ23.
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For ζ35:

M = ik0γ0 + ik1γ1 + ik2γ2−βk1γ0γ3−βk2γ0γ5 +ζ35iγ3γ5,

hence,

M−1 =
1
A

{[
−k2

0− (1−β
2)|~k|2−ζ

2
35

]
I +2iβk0k1γ3 +2iβk0k2γ5

}
×{ik0γ0 + ik1γ1 + ik2γ2 +βk1γ0γ3 +βk2γ0γ5−ζ35iγ3γ5} ,

with

A =
[
−k2

0− (1−β
2)|~k|2−ζ

2
35

]2
+4β

2k2
0|~k|2.

For ζ12:

M = ik0γ0 + ik1γ1 + ik2γ2−βk1γ0γ3−βk2γ0γ5 +ζ12iγ1γ2,

hence,

M−1 =
1
A
{
[
−k2

0− (1−β
2)|~k|2−ζ

2
12

]
I−2k2ζ12γ1 +2k1ζ12γ2 +2iβ(k0k1 + k2ζ12)γ3

+2iβ(k0k2− k1ζ12)γ5}{ik0γ0 + ik1γ1 + ik2γ2 +βk1γ0γ3 +βk2γ0γ5−ζ12iγ1γ2},

with

A =
[
−k2

0− (1−β
2)|~k|2−ζ

2
12

]2
+4β

2k2
0|~k|2−4(1−β

2)|~k|2ζ
2
12.

Having these results for the inverse propagators in hand, we now turn to the resulting six

saddle point equations:

4ζ13

U0
= tr(iγ1γ3M−1)

= 4
∫ d3~k

(2π)3

ζ13

{[
k2

0 +(1−β2)|~k|2 +ζ2
13

]
−2(k2

1−β2k2
2)
}
−2iβk0k2

1[
k2

0 +(1−β2)|~k|2 +ζ2
13

]2
+4β2k2

0|~k|2−4(k2
1−β2k2

2)ζ
2
13−8iβk0k2

1βζ13

,

4ζ25

U0
= tr(iγ2γ5M−1)

= 4
∫ d3~k

(2π)3

ζ25

{[
k2

0 +(1−β2)|~k|2 +ζ2
25

]
+2(β2k2

1− k2
2)
}
−2iβk0k2

2[
k2

0 +(1−β2)|~k|2 +ζ2
23

]2
+4β2k2

0|~k|2 +4(β2k2
1− k2

2)ζ
2
25−8iβk0k2

2βζ25

,
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4ζ15

U0
= tr(iγ1γ5M−1)

= 4
∫ d3~k

(2π)3

ζ15

{[
k2

0 +(1−β2)|~k|2 +ζ2
15

]
−2(1−β2)k2

1

}
−2iβk0k1k2[

k2
0 +(1−β2)|~k|2 +ζ2

15

]2
+4β2k2

0|~k|2−4(1−β2)k2
1ζ2

15−8iβk0k1k2ζ15

,

4ζ23

U0
= tr(iγ2γ3M−1)

= 4
∫ d3~k

(2π)3

ζ23

{
k2

0 +(1−β2)|~k|2 +ζ2
23−2(1−β2)k2

2

}
−2iβk0k1k2[

k2
0 +(1−β2)|~k|2 +ζ2

23

]2
+4β2k2

0|~k|2−4(1−β2)k2
2ζ2

23−8iβk0k1k2ζ23

,

4ζ35

U0
= tr(iγ3γ5M−1)

= 4ζ35

∫ d3~k
(2π)3

k2
0 +(1−β2)|~k|2 +ζ2

35[
k2

0 +(1−β2)|~k|2 +ζ2
35

]2
+4β2k2

0|~k|2
,

and

4ζ12

U0
= tr(iγ1γ2M−1)

= 4ζ12

∫ d3~k
(2π)3

k2
0− (1−β2)|~k|2 +ζ2

12[
k2

0 +(1−β2)|~k|2 +ζ2
12

]2
+4β2k2

0|~k|2−4(1−β2)|~k|2ζ2
12

.

Now, we noted that the form of the saddle point equation for χ only holds if V0 > U0. If

V0 ≤U0, then there will not be ordering in χ.

We now solve the saddle point equations for the critical couplings by investigating the

value of U for which the order parameter vanishes.

For ζ13, we find, making use of similar manipulations to the case of nearest neighbour

interactions, that

1
U13

=
Λ

2π2
1

β2(β2−4)

{√
γ+

2
ln
∣∣∣∣1−√γ+

1+
√

γ+

∣∣∣∣+√γ− tan−1
(

1
√

γ−

)}
.

We find that the gap equation for ζ25 is identical to that of ζ13 up to the transformation
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k1←→ k2 and ζ13←→ ζ25, hence U25 =U13. Similar arguments give U15 =U23 and

1
U15

=
1

U23
=

Λ

2π2
1

β2(β2−4)
1

(γ++ γ−)

{√
γ+

2
ln
∣∣∣∣1−√γ+

1+
√

γ+

∣∣∣∣+√γ− tan−1
(

1
√

γ−

)}
.

We also find

1
U35

=
Λ

2π2
1

β2(β2−4)
1

(γ++ γ−)

{
(1−β2 +β2γ+)

2
√

γ+
ln
∣∣∣∣1−√γ+

1+
√

γ+

∣∣∣∣− (1−β2−β2γ−)√
γ−

tan−1
(

1
√

γ−

)}
,

and

1
U12

=
Λ

2π2
1

β2(β2−4)
1

(γ++ γ−)

{
(1−β2 +(2−β2)γ−)√

γ−
tan−1

(
1
√

γ−

)

−(1−β2− (2−β2)γ+)

2
√

γ+
ln
∣∣∣∣1−√γ+

1+
√

γ+

∣∣∣∣
}
,

where γ+ and γ− were defined previously.

In Fig. 4.4, we plot the critical values for each order parameter as a function of β, with

the exception of U12, which is always negative, as is not of interest to us here as we only

consider repulsive interactions. We note that for small β, broken rotation symmetry ζ13

or ζ25 wins out, but at a critical βc ' 0.343, circulating current order of the ζ35 becomes

the favoured order. This shows an unusual feature for birefringent fermions, that in the

presence of birefringence a phase that would otherwise not be favoured for regular Dirac

fermions at β = 0 is stabilized at finite β.

4.3 Phase Diagrams

From our investigations of nearest neighbour and next nearest neighbour interactions, we

were able to find the phase diagram of birefringent fermions as a function of nearest-

neighbour interaction strength V0 and birefringence parameter β, as illustrated in Fig. 4.5.
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Figure 4.4: Competition between order parameters for the next-nearest neighbours in units

of the cutoff versus β.

Figure 4.5: The critical potential for the Hartree channel, χ, in units of the cutoff versus β.

For next nearest interactions, the phase diagram is as illustrated in Fig. 4.6.
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Figure 4.6: Schematic phase diagram for the next nearest neighbour interaction strength as

a function of β.

We have not investigated the transition between charge density wave ordering, broken

rotation symmetry and the circulating current phase. Combining the phase diagrams in-

cluding nearest neighbour and next nearest neighbour interactions, we can see that these

will depend on U , V and β. Fig. 4.7 shows the phase diagam at small β schematically.

Figure 4.7: Schematic phase diagram for small β when there are both nearest neighbour

and next-nearest neighbour interactions.

whilst Fig. 4.8 shows the phase diagram for larger β.
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Figure 4.8: Numerically determined phase diagram for β > βc, calculated at β = 0.50.

In the case of ζ35 and χ order, we have considered the competition between the orders

when β > βc by solving the equations:

χ

V0−U0
=

χ

2π2

∫
Λ

0
dk

∫ 1

0
dx

1
A

k2 [
χ

2 +(1+β
2)k2−β

2k2x2−ζ
2
35
]
,

ζ35

U0
=

ζ35

2π2

∫
Λ

0
dk

∫ 1

0

1
A

k2 [−χ
2 +(1−β

2)k2 +β
2k2x2 +ζ

2
35
]
,

where

A =
[
χ

2− (1−β
2)k2−β

2k2x2−ζ
2
35
]2
+4χ

2k2 +4β
2k4x2(1− x2),

simultaneously. The numerical solution of these equations for β = 0.5 is shown in Fig. 4.8

and solutions for larger β will be qualitatively similar.

4.4 Summary

In this chapter, we studied the effects of nearest and next-nearest interactions on birefrin-

gent fermions and saw the possible phases that can result from the interacting Hamiltonian

terms. We only studied the repulsive interactions between the spinless fermions and the
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calculations were done at a mean-field level but both Hartree and Fock channels were con-

sidered. We showed that for the nearest neighbour interactions, the Hartree term wins out

and gives rise to charge density wave ordering. For next-nearest neighbour interactions,

there is charge density wave ordering and broken rotation symmetry for small β, with a

transition to circulating order at larger β. This illustrates the richness of possible phases

that can arise for birefringent fermions that are not present for regular Dirac fermions,

especially when there are both nearest neighbour and next-nearest neighbour interactions.



Chapter 5

Birefringent Fermions in a Magnetic
Field

The spectrum of both non-relativistic and relativistic fermions in a magnetic field has long

attracted attention as a theoretical problem since the discovery of Landau levels. More

recently, electronic properties of two-dimensional electron gas systems in a strong mag-

netic field became of experimental interest due to the discovery of the integer and frac-

tional quantum Hall effects [81, 82]. Quantum Hall physics has also been seen for Dirac

fermions in graphene [83]. This motivates us to study birefringent fermions coupled to a

magnetic field. In this chapter, we obtain the generalization of Landau levels for birefrin-

gent fermions and their wavefunctions in the Landau gauge and discuss their consequences

for the Integer Quantum Hall effect.

5.1 Birefringent Fermions in a Magnetic Field

Whilst we originally derived birefringent fermions in a tight binding model with an artificial

magnetic field, we are free to ask what the spectrum of birefringent fermions looks like

when a magnetic field is present, without asking about specific tight-binding models that

might be required to realize them. Hence, we now derive the Landau level energy spectrum

by coupling a magnetic field to the effective Hamiltonian. We recall that in zero field

65
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Hk = 2J0

[(
γ

0
γ

1 + iβγ
3)kx +

(
γ

0
γ

2 + iβγ
5
)

ky

]
. (5.1)

To include a magnetic field, we transform to real space and make the the minimal coupling

assumption~k→~k +~A (we have set h̄ = 1 and the charge to unity). We use the Landau

gauge ~A = (0,xB,0). We will seek the Landau levels by solving the eigenvalue problem

(E−H)Ψ = 0.

Noting that the system is translationally invariant in the y-direction, we make the fol-

lowing ansatz for the eigenstates:

ψ(x,y) = eikyy


f1

f2

f3

f4

 .

We also make the change of variables ξ =
ky +Bx√

B
, which implies

∂

∂x
=
√

B
∂

∂ξ
.

Rescaling the energy to ε = E/2J0
√

B, we obtain the eigenvalue equation

ε −(1+β)ξ i(1+β)
∂

∂ξ
0

(1+β)ξ −ε 0 i(1−β)
∂

∂ξ

−i(1+β)
∂

∂ξ
0 −ε (1−β)ξ

0 i(β−1)
∂

∂ξ
(β−1)ξ ε




f1

f2

f3

f4

= 0. (5.2)

By treating this as a system of four simultaneous equations and through judicious combi-

nation of the four equations we may obtain the following differential equation for f1:[
ε

2− (1−β)2
ξ

2 +(1−β)2 ∂2

∂ξ2

][
ε

2− (1+β)2
ξ

2 +(1+β)2 ∂2

∂ξ2

]
f1− (1−β

2)2 f1 = 0.

To solve this equation, we try a solution of the form f1 = Hn(ξ)exp
(
−1

2
ξ

2
)

, where Hn(ξ)

is the nth Hermite polynomial (we will not bother with normalization constants) and we

arrive at the following equation for the energy

ε
4−2(2n+1)(1+β

2)ε2 +4n(n+1)(1−β
2)2 = 0.
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It is straightforward to solve this equation to find the generalization of Landau levels for

birefringent fermions, which depends on the integers n and the parameter β.

εn,β =±
√

(2n+1)(1+β2)±
√
(2n+1)2(1+β2)2−4n(n+1)(1−β2)2.

To connect to standard Landau levels, first consider β = 0. Doing so, we arrive at

ε =±
√

2n+2, and ε =±
√

2n, as we would expect, in contrast to non-relativistic Landau

levels with energies εn = (n+ 1/2) (in the same units). In Fig. 5.1, we show the energy

levels as a function of β for n = 0,1,2,3,4,5. Note that in the limit β→ 1, half of the

levels go to ε = 0 (the flat band found at ε = 0 when B = 0) and the other half go to

ε =±
√

2(2n+1).

Figure 5.1: Energy spectrum (εn,β) as a function of β for n = 0,1,2,3,4,5.

Having found f1, we can then find f4 from

f4 =

(
i

1−β2

)[
ε

2− (1+β)2
ξ

2 +(1+β)2 ∂2

∂ξ2

]
f1.
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Taking f1 = Hn(ξ)exp
(
−1

2
ξ

2
)

, f4 can be determined as:

f4 =

(
i

1−β2

)[
ε

2− (1+β)2(1+2n)
]

Hn(ξ)exp
(
−1

2
ξ

2
)
.

when β is non zero, noting that we can write εn,β =±
√

fn±
√

f 2
n −gn,

with fn = (2n+1)(1+β2) and gn = 4n(n+1)(1−β2)2, we get the general form of f4 as

follows:

f4 =

(
i

1−β2

)[
±
√

f 2
n −gn−2β(2n+1)

]
Hn(ξ)exp

(
−1

2
ξ

2
)
,

with the ± depending on the particular energy eigenvalue. We can obtain f2 from f1 and

f4 through

ε f2 = (1+β)ξ f1 + i(1−β)
∂

∂ξ
f4,

and f3 may also be obtained from f1 and f4 using

ε f3 =−i(1+β)
∂

∂ξ
f1 +(1−β)ξ f4.

Following through the solutions for f2, f3, f4 for each of the energy eigenvalues, we

find the following eigenfunctions, which are summarized below.

For n 6= 0 and ε 6= 0 and eigenvalue

εn,++ =

√
(2n+1)(1+β2)+

√
(2n+1)2(1+β2)2−4n(n+1)(1−β2)2,
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the eigenfunction is

f1 = Hn(ξ)e
−

1
2

ξ
2

,

f2 =

(
1

(1+β)εn,++

){[
(1+β)2 +2β(2n+1)−

√
f 2
n −gn

]
ξHn(ξ)

−
(

2β(2n+1)−
√

f 2
n −gn

)
Hn+1(ξ)

}
e
−

1
2

ξ
2

,

f3 =

(
−i

(1+β)εn,++

){[
(1+β)2−2β(2n+1)−

√
f 2
n −gn

]
ξHn(ξ)− (1+β)2Hn+1(ξ)

}
e
−

1
2

ξ
2

,

f4 =

(
i

1−β2

)[√
f 2
n −gn−2β(2n+1)

]
Hn(ξ)e

−
1
2

ξ
2

.

For the energy eigenvalue:

εn,−+ =−
√

fn +
√

f 2
n −gn,

f1 = Hn(ξ)e
−

1
2

ξ
2

,

f2 =

(
1

(1+β)εn,−+

){[
(1+β)2 +2β(2n+1)−

√
f 2
n −gn

]
ξHn(ξ)

−
(

2β(2n+1)−
√

f 2
n −gn

)
Hn+1(ξ)

}
e
−

1
2

ξ
2

,

f3 =

(
−i

(1+β)εn,−+

){[
(1+β)2−2β(2n+1)−

√
f 2
n −gn

]
ξHn(ξ)− (1+β)2Hn+1(ξ)

}
e
−

1
2

ξ
2

,

f4 =

(
i

1−β2

)[√
f 2
n −gn−2β(2n+1)

]
Hn(ξ)e

−
1
2

ξ
2

.

For the case of the energy dispersion

εn,+− =

√
fn−

√
f 2
n −gn,
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f1 = Hn(ξ)e
−

1
2

ξ
2

,

f2 =

(
1

(1+β)εn,+−

){[
(1+β)2 +2β(2n+1)+

√
f 2
n −gn

]
ξHn(ξ)

−
(

2β(2n+1)+
√

f 2
n −gn

)
Hn+1(ξ)

}
e
−

1
2

ξ
2

,

f3 =

(
−i

(1+β)εn,+−

){[
(1+β)2−2β(2n+1)+

√
f 2
n −gn

]
ξHn(ξ)− (1+β)2Hn+1(ξ)

}
e
−

1
2

ξ
2

,

f4 =

(
−i

1−β2

)[√
f 2
n −gn +2β(2n+1)

]
Hn(ξ)e

−
1
2

ξ
2

.

Finally, for energy dispersion

εn,−− =−
√

fn−
√

f 2
n −gn,

we have

f1 = Hn(ξ)e
−

1
2

ξ
2

,

f2 =

(
1

(1+β)εn,−−

){[
(1+β)2 +2β(2n+1)+

√
f 2
n −gn

]
ξHn(ξ)

−
(

2β(2n+1)+
√

f 2
n −gn

)
Hn+1(ξ)

}
e
−

1
2

ξ
2

,

f3 =

(
−i

(1+β)εn,−−

){[
(1+β)2−2β(2n+1)+

√
f 2
n −gn

]
ξHn(ξ)− (1+β)2Hn+1(ξ)

}
e
−

1
2

ξ
2

,

f4 =

(
−i

1−β2

)[√
f 2
n −gn +2β(2n+1)

]
Hn(ξ)e

−
1
2

ξ
2

.

For n = 0, the energy is either ε = 0 or ε =±
√

2(1+β2). In the expressions above, for

f2 and f3, we divided by ε. This is clearly inappropriate when ε = 0. Hence we consider
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the case n = 0 separately. When the energy dispersion is ε = ε0,++ =
√

2(1+β2), then the

set of eigenfunctions are:

f1 = e
−

1
2

ξ
2

,

f2 =

(
1

(1+β)ε0,++

){
4βξ+(1−β)22ξ

}
e
−

1
2

ξ
2

,

f3 =

(
i

ε0,++

)
(1+β)2ξe

−
1
2

ξ
2

,

f4 =

(
i

1+β

)
(1−β)e

−
1
2

ξ
2

.

where we noted H0(ξ) = 1 and H1(ξ) = 2ξ. Also for the energy dispersion:

ε0,−+ =−
√

2(1+β2),

f1 = e
−

1
2

ξ
2

,

f2 =

(
1

(1+β)ε0,−+

){
4βξ+(1−β)2 2ξ

}
e
−

1
2

ξ
2

,

f3 =

(
i

ε0,−+

)
(1+β)2ξe

−
1
2

ξ
2

,

f4 =

(
i

1+β

)
(1−β)e

−
1
2

ξ
2

.

For the case of the energy dispersion ε0,+− = ε0,−− = 0, one eigenfunction is

f1 = e
−

1
2

ξ
2

,

f4 = −i
(

1+β

1−β

)
e
−

1
2

ξ
2

.
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Now, when ε = 0, f2 and f3 decouple from f1 and f4 in Eq. (5.2), in which case we either

have a solution with f1, f4 6= 0, f2 = f3 = 0 or vice versa, in which case we obtain

f3 = i f2 = ie−ξ2/2.

5.2 Integer Quantum Hall Effect in Birefringent Fermions

The integer quantum Hall effect in graphene shows plateaux at σ =±(4n+2)e2/h, which

is a result of the four fold degeneracy (two from spin and two from valley degrees of

freedom) for the n 6= 0 Landau levels and two fold degeneracy for the n = 0 Landau level.

In our model, when β = 0, one would expect to see an integer quantum Hall effect with

conductivities σ = f e2/h̄ with f =±(2n+1), since for spinless fermions, the system lacks

spin degeneracy, but there is still a two-fold degeneracy for n 6= 0 associated with the doubly

degenerate Dirac cones. When β 6= 0, the breaking of degeneracy of the Dirac cones implies

that the integer quantum Hall effect will also be modified so that conductivities for all non-

zero integers should be present, i.e. σ = f e2/h̄ with f =±(n+1).

5.3 Summary

In this chapter, we studied birefringent fermions coupled to a magnetic field and obtained

the generalization of Landau levels for birefringent fermions. We also discussed conse-

quences of fermion birefringence for the integer quantum Hall effect and the fact that

fermion birefringence allows for more quantum Hall states than regular Dirac fermions.



Chapter 6

Conclusions and Future Directions

In this thesis, birefringent fermions have been introduced as the low energy excitations in a

particular tight binding model that emerged from a scheme to realize an artificial magnetic

field for cold atoms in an optical lattice. In Chapter 3, we developed the theory of non-

interacting birefringent fermions. In particular, the low energy theory was discussed and

the appropriate Dirac-like Hamiltonian was analyzed.

We showed that the model displays the unusual property that chiral symmetry is bro-

ken in the kinetic energy rather than via mass terms. Moreover, we show that this has the

consequence that the doubly degenerate Dirac cones split into two cones with two sepa-

rate slopes, analogous to a situation in which there are two speeds of light for fermionic

excitations, similar to birefringence of light in crystals such as calcite. In Chapter 4, we

considered both nearest neighbour and next-nearest neighbour interactions at the mean field

level. We showed phase diagrams as a function of birefringence parameter β, and found that

in the presence of both nearest neighbour and next nearest neighbour interactions, fermion

birefringence can stabilize a circulating current phase that is not favoured for regular Dirac

fermions. Finally, we considered the effect of a magnetic field on birefringent fermion and

its implications for the integer quantum Hall effect.

6.1 Future Directions

There are a number of future directions that could be pursued from the work in this thesis.

One generalization would be to consider fermions with spin and to study the effects of
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on-site Hubbard interactions, which could require an approach similar to those used to

study QED3 in high temperature superconductors [84]. Another might be to consider the

combined effect of a magnetic field and interactions and possible phases that might arise

in such a case. One might also wonder if we can generalize birefringent fermions to higher

dimensions than two? To answer that question, we consider a tight binding model for

spinless fermions on a cubic lattice in three dimensions, similar to that discussed by Hosur

et al. [85]. The unit cell is illustrated in Fig. 6.1. There is π-flux through each of the faces

of the cube and two sides with hopping amplitude J− and two with J+ for each plaquette of

the cube too. With the labelling in Fig. 6.1, one can define an 8-component fermion with

f † = (C†
1 ,C

†
2 ,C

†
3 ,C

†
4 ,C

†
5 ,C

†
6 ,C

†
7 ,C

†
8),

Figure 6.1: Unit cell of a three-dimensional tight-binding model with birefringent

fermionic excitations.

and the tight binding Hamiltonian may be written as

H = ∑
k

f †
k Hk fk.

The non-zero elements of hopping matrix, Hk, are

H15 = J+ coskx, H16 = −J− cosky, H18 = −J− coskz, H25 = J+ cosky, H26 = J− coskx,

H27 = −J− coskz, H36 = J+ coskz, H37 = J+ coskx, H38 = −J+ cosky, H45 = J+ coskz,

H47 = J− cosky, and H48 = J− coskx.
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This may be written in terms of the Pauli matrices in the following form:

Hk = J coskx(σ1⊗ I2⊗ I2)+ Jβcoskx(σ1⊗ I2⊗σ3)+ J cosky(σ2⊗ I2⊗σ2)

+Jβcosky(σ1⊗σ3⊗σ1)+ J coskz(σ2⊗σ2⊗σ1)+ Jβcoskz(σ1⊗σ1⊗σ1).

To find the spectrum, we square the Hamiltonian, which yields

H2
k =

(
M+

k 0

0 M−k

)
,

where

M+
k = ε0I4 + ε1(I2⊗σ3)− ε2(σ3⊗σ3)− ε3(σ3⊗ I2)+α1(σ3⊗σ1 + I2⊗σ1)

+α2(σ1⊗σ1−σ2⊗σ2)+α3(σ1⊗ I2−σ1⊗σ3),

and

M−k = ε0I4 + ε1(I2⊗σ3)+ ε2(σ3⊗σ3)+ ε3(σ3⊗ I2)+α1(σ3⊗σ1− I2⊗σ1)

+α2(σ1⊗σ1 +σ2⊗σ2)+α3(σ1⊗σ3−σ1⊗ I2),

with

ε0 = J2(1+β2)[cos2 kx + cos2 ky + cos2 kz],

ε1 = 2βJ2 cos2 kx, ε2 = 2βJ2 cos2 ky,

ε3 = 2βJ2 cos2 kz, α1 = 2βJ2 coskx cosky,

α2 = 2βJ2 coskx coskz, α3 = 2βJ2 cosky coskz.

We can diagonalize the 4× 4 matrices M+
k and M−k separately and find that the eigen-

values of Hk are Ek = ±J(1±β)
√

cos2 kx + cos2 ky + cos2 kz each with 2-fold degeneracy

implying a low energy spectrum around the 8 Dirac points ~K = (±π/2,±π/2,±π/2) of

ε~q = ±J±|~q|, with ~q =~k− ~K. Future work on this model could involve studying possible

ordered phases from interactions and their dependence on the birefringence parameter.



Appendix A

Terms neglected in the derivation of the
tight-binding model

In deriving the effective Hamiltonian, Eq. (2.3), we kept only the lowest order terms in

Jτ/h̄. The relevant next order terms are:

1
2

[
iτJ
h̄ ∑

x1,y1

{
e2πiαy1c†

x1+1,y1
cx1,y1 +βe2πiαx1c†

x1,y1+1
cx1,y1 +H.c

}
,

+
iτ
2h̄

J ∑
x2,y2

{
c†

x2+1,y2
cx2,y2 + c†

x2,y2+1
cx2,y2 +H.c

}]
,
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which can be evaluated to be:

−τ2J2

4h̄2 ∑
x1,y1

∑
x2,y2

{
e2πiαy1[c†

x1+1,y1
cx1,y1,c

†
x2+1,y2

cx2,y2]+ e2πiαy1[c†
x1+1,y1

cx1,y1,c
†
x2,y2+1

cx2,y2]

+e2πiαy1[c†
x1+1,y1

cx1,y1,c
†
x2,y2

cx2+1,y2]+ e2πiαy1[c†
x1+1,y1

cx1,y1,c
†
x2,y2

cx2,y2+1]

+e−2πiαy1[c†
x1,y1

cx1+1,y1 ,c
†
x2+1,y2

cx2,y2 ]+ e−2πiαy1[c†
x1,y1

cx1+1,y1,c
†
x2,y2+1cx2,y2 ]

+e−2πiαy1[c†
x1,y1

cx1+1,y1,c
†
x2,y2

cx2+1,y2 ]+ e−2πiαy1[c†
x1,y1

cx1+1,y1,c
†
x2,y2

cx2,y2+1]

+βe2πiαx1[c†
x1,y1+1cx1,y1 ,c

†
x2+1,y2

cx2,y2]+βe2πiαx1[c†
x1,y1+1cx1,y1,c

†
x2,y2

cx2+1,y2 ]

+βe2πiαx1[c†
x1,y1+1cx1,y1,c

†
x2,y2

cx2,y2+1]+βe2πiαx1[c†
x1,y1+1cx1,y1,c

†
x2,y2+1

cx2,y2]

+βe−2πiαx1[c†
x1,y1

cx1,y1+1,c
†
x2+1,y2

cx2,y2 ]+βe−2πiαx1[c†
x1,y1

cx1,y1+1,c
†
x2,y2+1cx2,y2]

+βe−2πiαx1[c†
x1,y1

cx1,y1+1,c†
x2,y2

cx2+1,y2 ]+βe−2πiαx1[c†
x1,y1

cx1,y1+1,c†
x2,y2

cx2,y2+1]

}
.

Now, {ca,c
†
b}= δab, and so we have:[

c†
xa,ya

cxb,yb,c
†
xc,yc

cxd ,yd

]
= c†

xa,ya
cxb,ybc†

xc,yc
cxd ,yd − c†

xc,yc
cxd ,yd c†

xa,ya
cxb,yb

= c†
xa,ya
{δxb,xcδyb,yc− c†

xc,yc
cxb,yb}cxd ,yd − c†

xc,yc
{δxa,xaδya,yd − cxa,yac†

xd ,yd
}cxb,yb

= δxb,xcδyb,yccxa,yac†
xd ,yd
−δxa,xd δya,yd cxc,ycc

†
xb,yb



APPENDIX A. TERMS NEGLECTED IN THE DERIVATION OF THE TIGHT-BINDING MODEL78

Therefore, the additional terms are

−τ2J2

4h̄2 ∑
x1,y1

{
e2πiαy1

[
cx1+1,y1c†

x1−1,y1
− cx1+2,y1c†

x1,y1
+ cx1+1,y1c†

x1,y1−1− cx1+1,y1+1c†
x1,y1

+cx1+1,y1c†
x1+1,y1

− cx1,y1c†
x1,y1

+ cx1+1,y1c†
x1,y1+1− cx1+1,y1−1c†

x1,y1

]

+e−2πiαy1

[
cx1,y1c†

x1,y1
− cx1+1,y1c†

x1+1,y1
+ cx1,y1c†

x1+1,y1−1− cx1,y1+1c†
x1+1,y1

+cx1,y1c†
x1+2,y1

− cx1−1,y1c†
x1+1,y1

+ cx1,y1c†
x1+1,y1+1− cx1,y1−1c†

x1+1,y1

]

+βe2πiαx1

[
cx1,y1+1c†

x1−1,y1
− cx1,y1c†

x1,y1
+ cx1,y1+1c†

x1+1,y1
− cx1−1,y1+1c†

x1,y1

+cx1,y1c†
x1,y1+1− cx1,y1c†

x1,y1
+ cx1,y1c†

x1,y1−1− cx1,y1+2c†
x1,y1

]

+βe−2πiαx1

[
cx1,y1c†

x1−1,y1+1− cx1+1,y1c†
x1,y1+1 + cx1,y1c†

x1,y1
− cx1,y1+1c†

x1,y1+1

+cx1,y1c†
x1,y1
− cx1−1,y1c†

x1,y1+1 + cx1,y1c†
x1,y1+2− cx1,y1−1c†

x1,y1+1

]}
.

We have not investigated all of these terms, but note that at least those which correspond to

next nearest neighbour hopping from sites A to D or B to C will preserve the birefringent

property of the spectrum.
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