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Abstract 

The present thesis introduces a dental assisting system (DAS) for procedures that are 

performed by air–turbine dental handpieces. Dental restoration is a process that begins 

with removing carries and affected tissues to retain the functionality of tooth structures. 

Air–turbine dental handpieces are high–speed rotary cutting tools that are widely used 

by dentists during this operation. The next stage in the process is filling the cavity with 

appropriate restorative materials. “Amalgam” and “composite” are two dental restorative 

materials that are extensively used by dentists. Most old restorations eventually fail and 

need to be replaced. One of the difficulties in replacing failing restorations is discerning 

the boundary of the restorative materials. Dentists may remove healthy tooth structures 

while replacing tooth–colored composites. Although the visibility issue is less challenging 

for amalgam materials, replacing them still results in loss of healthy tooth layers.  

Developing an objective and sensor–based method is a promising approach to monitor 

restorative operations and prevent removal of healthy tooth structures. The designed 

DAS uses the audio signals of ATDH during the cutting process. Audio signals are rich 

sources of information and can be analysed to identify a particular zone of cutting. 

Support vector machine (SVM), a powerful algorithm for classification, is employed to 

differentiate the tooth structures from composite/amalgam samples based on their 

cutting sounds. The averaged short–time Fourier transform coefficients are selected as 

the features; and the performance of the SVM classifier is evaluated from different 

aspects such as number of features, feature scaling methods, and the utilized kernels. 

The obtained results indicated capability and efficiency of the proposed scheme. 

The developed DAS can also measure the speed of ATDH, and maintain it during 

loaded conditions. An indirect speed measurement method is introduced based on the 

vibration/sound of ATDH. This measurement technique is explained theoretically based 

on the rotating unbalance concept and the vibration of a fixed–free beam. To control the 

speed, a proportional–integral controller is designed and tested. The feasibility of this 

controller in maintaining the speed in the loaded conditions was confirmed by 

simulations and experiments. 

Keywords:  Air–turbine dental handpieces; dental materials monitoring scheme; 
dental restoration; sound classification; speed measurement; speed 
control 



 

vi 

Dedication 

To my parents, Ahmad and Fathieh, 

for their unconditional support 

and 

To the city where I was born and raised: 

Shiraz, Iran 



 

vii 

Acknowledgements 

I believe no achievement is made individually, and rather than a person’s effort, 

perseverance, hope, and commitment, the others’ direct and indirect assistance are 

always involved too. Therefore, my great thanks go to all those who made it possible for 

me to complete this thesis. 

Firstly, I must express my warmest gratitude to my senior supervisor, Dr. Siamak 

Arzanpour, who granted me the opportunity to continue my studies as a PhD candidate. 

He allowed me to freely explore different aspects of this research. Through his 

supervision and encouragement, I was able to develop leadership and management 

skills in conducting my research. I am sincerely thankful for his guidance, generous 

support, fairness, and understanding  

I am also very grateful to Dr. Babak Chehroudi from UBC's faculty of dentistry, for his 

invaluable advice and assistance during my PhD research. Some of the experimental 

parts of this thesis would not have been accomplished without his support and guidance. 

I am deeply thankful to Dr. Greg Mori for teaching me the machine learning algorithms 

used in this thesis. My utmost gratitude goes to Dr. Mehrdad Moallem for his great help, 

supervision, and for the valuable discussions we had. I am very thankful to Dr. Carolyn 

Sparrey for her supervision and kind advice on the ethics of conducting the research. I 

truly appreciate Dr. Farrokh Sassani for his support and for reviewing the thesis. 

Furthermore, I would like to extend my sincere gratitude to Dr. Krishna Vijayaraghavan 

for his time and energy as my session defence chair. 

I am very grateful for the financial support from Natural Sciences and Engineering 

Research Council of Canada (NSERC), and Sable Industries Inc. I also would like to 

express my appreciation to the helpful MSE staff; particularly Jennifer Leone, Taha Al–

Khudairi, Mustafa Sajid, Kinga Muntener, Julibeth Fernandez, Quincy Wang, and Gloria 

Leung. 

I am really thankful to my friends and lab mates for providing me a friendly and 

intellectually rich environment: Azim Keshtkar, Reza Harirforoush, Ehsan Asadi, Ehsan 

Arjmand, Hossein Dehghani, Soroush Norouzi, Soheil Sadeqi, Hossein Mansour, Masih 

Hosseini, Amr Marzouk, Parvind Grewal, Farbod Khameneifar, Alireza Hekmati, and 

Sina Doroudgar. 



 

viii 

Table of Contents 

Approval .............................................................................................................................ii 
Partial Copyright Licence .................................................................................................. iii 
Ethics Statement ...............................................................................................................iv 
Abstract ............................................................................................................................. v 
Dedication .........................................................................................................................vi 
Acknowledgements .......................................................................................................... vii 
Table of Contents ............................................................................................................ viii 
List of Tables ..................................................................................................................... x 
List of Figures.................................................................................................................. xiv 
List of Acronyms ............................................................................................................. xvii 

1. Introduction ............................................................................................................ 1 
1.1. Dental Restoration ................................................................................................... 3 

1.1.1. Restoration Replacement ............................................................................. 5 
1.2. Literature Review of Air–Turbine Handpieces .......................................................... 7 

1.2.1. ATDH Comparison ....................................................................................... 8 
1.2.2. Infections and Other Side Effects ................................................................. 9 
1.2.3. Machinability ............................................................................................... 11 
1.2.4. Measurement and Characterization ........................................................... 11 
1.2.5. Computer–Aided Technologies/Manufacturing .......................................... 12 

1.3. Classification of Tooth Layers and Restorative Materials ...................................... 13 
1.4. Speed Control of Air–Turbine Handpieces ............................................................. 18 
1.5. Organization of the Dissertation ............................................................................. 20 

2. Classification of Restorative Materials and Tooth Layers ............................... 22 
2.1. Introduction ............................................................................................................ 22 
2.2. . Methodology ......................................................................................................... 23 

2.2.1. Data Collection ........................................................................................... 23 
2.2.2. Preprocessing and Labeling ....................................................................... 25 
2.2.3. Windowing, Feature Extraction, and Feature Scaling ................................ 25 
2.2.4. Classification .............................................................................................. 27 

2.3. Support Vector Machines ....................................................................................... 27 
2.3.1. Non–Linearly Separable Data .................................................................... 30 
2.3.2. Kernel Method ............................................................................................ 32 
2.3.3. Multi–Class SVM ........................................................................................ 33 

2.4. Results ................................................................................................................... 33 
2.4.1. Number of Features .................................................................................... 39 
2.4.2. Feature Scaling .......................................................................................... 40 
2.4.3. SVM Kernel ................................................................................................ 45 
2.4.4. Temporal Voting ......................................................................................... 47 
2.4.5. Classification Scheme ................................................................................ 52 
2.4.6. Variability of Tooth ...................................................................................... 57 

2.5. Summary and Conclusions .................................................................................... 58 



 

ix 

3. Speed Measurement and Control ....................................................................... 61 
3.1. Introduction ............................................................................................................ 61 
3.2. Speed Measurement .............................................................................................. 61 

3.2.1. Rotating Unbalance and Fixed–Free Beam ............................................... 62 
3.2.2. Experimental Validation .............................................................................. 66 

3.3. Speed Control ........................................................................................................ 69 
3.3.1. Model Development .................................................................................... 72 
3.3.2. Closed–Loop PI Controller ......................................................................... 76 

3.4. Summary and Conclusions .................................................................................... 76 

4. Conclusions and Recommendations ................................................................. 81 

References ..................................................................................................................... 83 

Appendices .................................................................................................................... 93 
 
 
Appendix A.   Data Labeling ........................................................................................... 94 
Appendix B.   Selection of Training Data ........................................................................ 96 
Appendix C.   Number of Features (Tables) ................................................................. 104 
Appendix D.   Feature Scaling (Tables) ........................................................................ 108 
Appendix E.   Support Vector Machine Kernel (Tables) ............................................... 110 
Appendix F.   Artificial Neural Network ......................................................................... 112 
 

 



 

x 

List of Tables 

Table  1.1 Some Mechanical Properties of Tooth Layers (Enamel, Dentin) 
and Restorative Materials (Composite, Amalgam), [9] .............................. 4 

Table  2.1 Different Groups for Training and Testing ............................................... 33 

Table  2.2 Total Number of Training/Testing Samples for Each Group .................... 34 

Table  2.3 The Hyper–Parameters’ Values from 5–Fold Cross Validation 
(TCN case: 64 features, RBF kernel, linear scale; TAN case: 32 
features, linear kernel, normal scale) ...................................................... 35 

Table  2.4 The Classification Accuracy of TCN Case (64 features, RBF 
kernel, linear scale) ................................................................................. 35 

Table  2.5 The Classification Accuracy of TAN Case (32 features, linear 
kernel, normal scale) ............................................................................... 36 

Table  2.6 The Classification Accuracy Range and Average (TCN case: 64 
features, RBF kernel, linear scale; TAN case: 32 features, linear 
kernel, normal scale) ............................................................................... 37 

Table  2.7 The Effect of Different Feature Scaling Methods in Classification 
Accuracy of TCN Case (64 features, RBF kernel) ................................... 42 

Table  2.8 The Effect of Different Feature Scaling Methods in Classification 
Accuracy of TAN Case (32 features, linear kernel) ................................. 43 

Table  2.9 The Classification Accuracy Range and Average for Different 
Feature Scaling Methods in TCN Case (64 features, RBF kernel) .......... 44 

Table  2.10 The Classification Accuracy Range and Average for Different 
Feature Scaling Methods in TAN Case (32 features, linear kernel) ........ 44 

Table  2.11 The Effect of Different SVM Kernels in Classification Accuracy of 
TCN Case (64 features, linear scale) ...................................................... 46 

Table  2.12 The Effect of Different SVM Kernels in Classification Accuracy of 
TAN Case (32 features, normal scale) .................................................... 47 

Table  2.13 The Classification Accuracy Range and Average for Different SVM 
Kernels in TCN Case (64 features, linear scale) ..................................... 48 

Table  2.14 The Classification Accuracy Range and Average for Different SVM 
Kernels in TAN Case (32 features, normal scale) ................................... 48 



 

xi 

Table  2.15 The Effect of the Temporal Voting with Different Number of 
Windows in The Classification Accuracy of TCN Case (64 
features, RBF kernel, linear scale) .......................................................... 50 

Table  2.16 The Effect of the Temporal Voting with Different Number of 
Windows in The Classification Accuracy of TAN Case (32 
features, linear kernel, normal scale) ...................................................... 51 

Table  2.17 The Classification Accuracy Range and Average for Different 
Number of Windows in Using the Temporal Voting Approach for 
Both Cases (TCN case: 64 features, RBF kernel, linear scale; 
TAN case: 32 features, linear kernel, normal scale) ................................ 51 

Table  2.18 The Hyper–Parameters’ Values from 5–Fold Cross Validation for 
the Hierarchical Classification Scheme in TCN Case (64 features, 
RBF kernel, linear scale) ......................................................................... 53 

Table  2.19 The Classification Accuracy of Bi–Class Models of the 
Hierarchical Scheme for TCN Case (64 features, RBF kernel, 
linear scale) ............................................................................................. 54 

Table  2.20 The Comparison between One–Against–One and Hierarchical 
Classification Schemes for TCN Case (64 features, RBF kernel, 
linear scale) ............................................................................................. 54 

Table  2.21 The Classification Accuracy Range and Average of Hierarchical 
and One–Against–One (OAO) Schemes for TCN Case (64 
features, RBF kernel, linear scale) .......................................................... 55 

Table  2.22 The Hyper–Parameters’ Values from 5–Fold Cross Validation for 
the Hierarchical Classification Scheme in TAN Case (32 features, 
linear kernel, normal scale) ..................................................................... 55 

Table  2.23 The Classification Accuracy of Bi–Class Models of the 
Hierarchical Scheme for TAN Case (32 features, linear kernel, 
normal scale) ........................................................................................... 56 

Table  2.24 The Comparison between One–Against–One and Hierarchical 
Classification Schemes for TAN Case (32 features, linear kernel, 
normal scale) ........................................................................................... 56 

Table  2.25 The Classification Accuracy Range and Average of One–Against–
One and Hierarchical Schemes for TAN Case (32 features, linear 
kernel, normal scale) ............................................................................... 57 

Table  2.26 The Hyper–Parameters’ Values from 5–Fold Cross Validation 
Using All Data Collected from Tooth 1 (TCN case: 64 features, 
RBF kernel, linear scale; TAN case: 32 features, linear kernel, 
normal scale) ........................................................................................... 58 



 

xii 

Table  2.27 The Classification Accuracies of Testing on Tooth 2 (TCN case: 
64 features, RBF kernel, linear scale; TAN case: 32 features, 
linear kernel, normal scale) ..................................................................... 58 

Table  3.1 Speed Measurement Method Comparison for the Air–Turbine 
Handpiece ............................................................................................... 68 

Table  3.2 Speed Measurement Method Comparison for the Electrical 
Handpiece ............................................................................................... 68 

Table  3.3 A Comparison between Different Orders of the Process Model .............. 74 

Table B. 1 The Samples’ Number in Each Selection Scheme of the Training 
Data for TCN Case .................................................................................. 96 

Table B. 2 The Samples’ Number in Each Selection Scheme of the Training 
Data for TAN Case .................................................................................. 97 

Table B. 3 The Hyper–Parameters’ Values from 5–Fold Cross Validation for 
Different Selection Schemes of the Training Data in TCN Case (64 
features, RBF kernel, linear scale) .......................................................... 99 

Table B. 4 The Hyper–Parameters’ Values from 5–Fold Cross Validation for 
Different Selection Schemes of the Training Data in TAN Case (32 
features, linear kernel, normal scale) .................................................... 100 

Table B. 5 The Effect of Selection Schemes of the Training Data in 
Classification Accuracy of TCN Case (64 features, RBF kernel, 
linear scale) ........................................................................................... 101 

Table B. 6 The Effect of Selection Schemes of the Training Data in 
Classification Accuracy of TAN Case (32 features, linear kernel, 
normal scale) ......................................................................................... 102 

Table B. 7 The Classification Accuracy Range and Average for Different 
Selection Schemes of The Training Data for TCN Case (64 
features, RBF kernel, linear scale) ........................................................ 103 

Table B. 8 The Classification Accuracy Range and Average for Different 
Selection Schemes of The Training Data for TAN Case (32 
features, linear kernel, normal scale) .................................................... 103 

Table C. 1 The Hyper–Parameters’ Values from 5–Fold Cross Validation for 
Different Number of Features in TCN case (RBF kernel, linear 
scale) ..................................................................................................... 104 

Table C. 2 The Hyper–Parameters’ Values from 5–Fold Cross Validation for 
Different Number of Features in TAN case (linear kernel, linear 
scale) ..................................................................................................... 105 



 

xiii 

Table C. 3 The Effect of Different Number of Features in Classification 
Accuracy of TCN case (RBF kernel, linear scale) ................................. 106 

Table C. 4 The Effect of Different Number of Features in Classification 
Accuracy of TAN case (linear kernel, normal scale) .............................. 107 

 

Table D. 1 The Hyper–Parameters’ Values from 5–Fold Cross Validation for 
Different Feature Scaling Methods in TCN Case (64 features, RBF 
kernel) .................................................................................................... 108 

Table D. 2 The Hyper–Parameters’ Values from 5–Fold Cross Validation for 
Different Feature Scaling Methods in TAN Case (32 features, 
linear kernel) .......................................................................................... 109 

Table E. 1 The Hyper–Parameters’ Values from 5–Fold Cross Validation for 
Different SVM Kernels in TCN Case (64 features, linear scale) ............ 110 

Table E. 2 The Hyper–Parameters’ Values from 5–Fold Cross Validation for 
Different SVM Kernels in TAN Case (64 features, normal scale) .......... 111 

Table F. 1 The Effect of Neuron Numbers in the Hidden Layer on the 
Classification Accuracy of TCN Case (64 features, linear scale) .......... 114 

Table F. 2 The Effect of Neuron Numbers in the Hidden Layer on the 
Classification Accuracy of TAN Case (32 features, normal scale) ........ 115 

Table F. 3 The Comparison between the Artificial Neural Network (ANN) and 
the Support Vector Machine (SVM) Classifiers for TCN Case 
(ANN: 64 features, linear scale, 20 neurons in the hidden layer; 
SVM: 64 features, RBF kernel, linear scale) ......................................... 117 

Table F. 4 The Comparison between the Artificial Neural Network (ANN) and 
the Support Vector Machine (SVM) Classifiers for TAN Case 
(ANN: 32 features, normal scale, 45 neurons in the hidden layer; 
SVM: 32 features, linear kernel, normal scale) ...................................... 118 

Table F. 5 The Classification Accuracy Range and Average of the Artificial 
Neural Network (ANN) and the Support Vector Machine (SVM) 
Classifiers for TCN Case (ANN: 64 features, linear scale, 20 
neurons in the hidden layer; SVM: 64 features, RBF kernel, linear 
scale) ..................................................................................................... 119 

Table F. 6 The Classification Accuracy Range and Average of the Artificial 
Neural Network (ANN) and the Support Vector Machine (SVM) 
Classifiers for TAN Case (ANN: 32 features, normal scale, 45 
neurons in the hidden layer; SVM: 32 features, linear kernel, 
normal scale) ......................................................................................... 119 



 

xiv 

List of Figures 

Figure  1.1 Different parts of a tooth, [2] ...................................................................... 2 

Figure  1.2 Dental handpieces; (a) air–turbine handpiece, (b) high–speed 
electrical handpiece ................................................................................... 2 

Figure  1.3 Two commonly used dental restorations; (a) amalgam; (b) 
composite; (c) a fractured (broken) composite which should be 
replaced ..................................................................................................... 4 

Figure  1.4 The objectives of the proposed dental assisting system ........................... 8 

Figure  1.5 Two steps of the classification between tooth layers and 
restorative materials ................................................................................ 14 

Figure  1.6 Two steps of the speed control of air–turbine dental handpieces ........... 19 

Figure  2.1 The proposed methodology for TCN and TAN classification cases ........ 23 

Figure  2.2 a) Composite, amalgam and tooth samples; b) The metal chuck 
(clamp) for holding the cutting samples; c) The microphone and 
air–turbine handpiece .............................................................................. 24 

Figure  2.3 The format of each test; NonCon: Noncontact; Con: Contact ................. 25 

Figure  2.4 A sample of a recorded sound signal. The cutting period is 
highlighted by the rectangle, and the rest of data are noncontact ........... 26 

Figure  2.5 A sample STFT spectrum and the averaged coefficients for p=32 .......... 27 

Figure  2.6 Support vector machine classifier, (a) different lines can divide the 
two classes of data; (b) the margin of L1; (c) the maximum margin 
is obtained for L2. The support vectors are indicated by dashed–
circles. ..................................................................................................... 28 

Figure  2.7 Introducing the slack variable q for non–linearly separable data ............. 31 

Figure  2.8 The confusion matrix for classification of TCN case (group G1), 
class 1 = tooth, class 2 = composite, class = noncontact ........................ 38 

Figure  2.9 The confusion matrix for classification of TAN case (group G1), 
class 1 = tooth, class 2 = amalgam, class 3 = noncontact ...................... 38 

Figure  2.10 The effect of number of features on the accuracy of the TCN 
classifier considering all the training/testing groups (RBF kernel, 
linear scale). The features axis has logarithmic scale (powers of 
2). ............................................................................................................ 41 



 

xv 

Figure  2.11 The effect of number of features on the accuracy of the TAN 
classifier considering all the training/testing groups (linear kernel, 
normal scale). The features axis has logarithmic scale (powers of 
2). ............................................................................................................ 41 

Figure  2.12 The Schematic of Temporal Voting Approach ......................................... 49 

Figure  2.13 The hierarchical classification scheme .................................................... 53 

Figure  3.1 (a): The body and turbine of an air–turbine handpiece, (b) A 
mass–spring–damper model of a rotating turbine that has 
unbalance, (c): A simplified model of plot (b) in which the vibration 
is assumed to be in one orientation, (d): The handpiece body from 
the hand gripping point to the head can be modeled as a fixed–
free beam. ............................................................................................... 63 

Figure  3.2 The experimental setup for the indirect speed measurement ................. 67 

Figure  3.3 A typical vibration spectrum for the air–turbine handpiece obtained ....... 67 

Figure  3.4 One 3D and one 1D accelerometers placed on the head and body 
of the air–turbine handpiece .................................................................... 70 

Figure  3.5 Studying the effect of orientations (x, y, and z in Cartesian 
coordinates) in capturing the vibration peak of the air–turbine 
handpiece ................................................................................................ 70 

Figure  3.6 Studying the effect of positions (head, body, and non–contact 
measurement) in capturing the sound/vibration peak of the air–
turbine handpiece .................................................................................... 71 

Figure  3.7 The experimental setup for manipulating the handpiece speed .............. 73 

Figure  3.8 The schematic diagram of the proposed method for manipulating 
the handpiece speed. .............................................................................. 73 

Figure  3.9 A comparison between different duty–cycles and their 
corresponding measured speeds ............................................................ 74 

Figure  3.10 A comparison between the measured and simulated speeds for 
the full duty–cycle. The simulated results obtained from the model 
G described by Eq.  3.16 .......................................................................... 75 

Figure  3.11 The static gain Knl in Eq.  3.17 is assumed to be piecewise linear 
with respect to the duty–cycle. The marked data points indicate 
duty–cycles 45%, 60%, and 100%, and their corresponding values ....... 77 

Figure  3.12 A comparison between the measured and simulated speeds for 
duty–cycles 45%, 60%. The simulated results obtained from the 
model GT described by Eq.  3.17 .............................................................. 77 



 

xvi 

Figure  3.13 Simulation results indicate the ability of the designed controller for 
maintaining the speed in loaded conditions. The value of each 
load is written on top of it. The reference speed is 4200 rps ................... 79 

Figure  3.14 Three typical responses of the closed–loop system. The PI 
parameters are: top plot: KP = 170, KI = 2; middle plot: KP = 10, 
KI = 0.75; bottom plot: KP = 10, KI = 0.5 ................................................ 79 

Figure  3.15 Experimental results indicate the ability of the designed controller 
for maintaining the speed in loaded conditions. The value of each 
load is written on top of it. The reference speed is 4200 rps ................... 80 

Figure A. 1 Manual data labeling; (a) The time–domain representation of a 
recorded signal. The selected data inside the red box indicate the 
contact data; (b) The frequency–domain representation of the 
noncontact data. The frequency of the indicated peak is the 
handpiece speed; (c) The frequency–domain representation of the 
contact data. The handpiece speed is decreased in comparison to 
the noncontact data of (b). ....................................................................... 95 

Figure F. 1 The schematic of artificial neural network ............................................. 112 

Figure F. 2 The effect of the neuron numbers in the hidden layer on the 
classification accuracy of TCN case considering all the 
training/testing groups (64 features, linear scale) .................................. 116 

Figure F. 3 The effect of the neuron numbers in the hidden layer on the 
classification accuracy of TAN case considering all the 
training/testing groups (32 features, normal scale) ............................... 116 



 

xvii 

List of Acronyms 

ATDH Air–Turbine Dental Handpiece 

DAS Dental Assisting System 

DAQ Data Acquisition Card 

HSEH High Speed Electrical Handpiece 

ANN Artificial Neural Network 

PI Proportional Integral  

PWM Pulse Width Modulation 

RBF Radial Basis Function 

RPS Revolutions per Second 

STFT Short Time Fourier Transform 

SVM Support Vector Machine 

TAN 
TCN 

Tooth/Amalgam/Noncontact 
Tooth/Composite/Noncontact 



 

1 

1. Introduction 

Tooth decay is one of the most prevalent disorders, and dentists need to remove 

infected parts to restore tooth functionality. A tooth is one of the body parts with little 

healing ability and any loss will be permanent. Earlier investigations concluded that with 

the current dental restoration and treatment protocols, the loss of healthy tooth 

structures is inevitable. Moreover, for cavities that are developed close to the nerves, a 

minor mistake in cutting extra healthy tooth can turn a routine dental filling to a root 

canal. Dentists rely on their tactile, auditory, and visual senses to navigate a dental 

handpiece, but these senses are limited due to the high speed of the dental handpiece, 

visual limitation in the oral cavity, inadequate precision of tactile senses, uncontrolled 

patient factors, color resemblance of tooth and “white” fillings, and remotely located 

caries and collapsed old dental fillings. The main objective of this research is to develop 

a dental assistive system (DAS) for procedures that are performed by air-turbine 

handpieces to improve the quality and efficiency of operations. In order to do that, 

knowledge regarding tooth layers, dental handpieces, and restorative materials is 

needed. 

A tooth is an inhomogeneous body part which is composed of different layers 

including enamel, dentin, pulp, cementum (Figure  1.1). Enamel is the hardest 

component of the human body which consists of 96% mineral, 1% organic material, and 

3% water, [1]. Dentin is a calcified tissue, and is harder than bone. It is located between 

enamel or cementum and pulp. Cementum is a bone like tissue that covers the root of a 

tooth, and finally the dental pulp is the central part of a tooth filled with soft tissues 

containing blood vessels and nerves, [2]. 

Dental handpieces are high–speed rotary cutting tools that are widely used in 

dental operations. These devices are categorized as electrical and air–turbine 

(Figure  1.2). Electrical handpieces work by electrical motors; whereas air handpieces 

are driven by air–turbines.  
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Figure  1.1 Different parts of a tooth, [2] 

(a) (b)  

Figure  1.2 Dental handpieces; (a) air–turbine handpiece, (b) high–speed 
electrical handpiece 

Air–turbine and electrical handpieces have been compared to each other in many 

studies. High speed electrical handpieces are known to have high–speed/high–torque 

(maximum speed: 40k–200k rpm, maximum torque: 3–6 Ncm, [3]), and are equipped 

with a control system that allows them to regulate their speed. During a cutting process, 

the controller of electrical handpieces provides more torque to maintain the speed. Air–

turbine handpieces are high–speed/low–torque devices (maximum speed: over 300k 



 

3 

rpm, [4]), and their speed would reduce during a cutting process, because they do not 

have a speed control mechanism.  

The main consequence of speed reduction in dental operations is the reduction 

of the cutting efficiency (machinability), defined as the ratio of removed mass over the 

cutting duration (gram/seconds). Eikenberg, [5], made a comparison, and indicated that 

the cutting efficiency of the electrical handpiece was significantly more than the air–

turbine. Choi, et al., [6], also evaluated the cutting efficiencies of air–turbine and 

electrical handpieces. They used different dental materials such as amalgam and metal 

alloys, and indicated that the electrical handpiece cut those materials more efficiently 

than air–turbine.  

Despite of this disadvantage, air–turbine handpieces possess privileges that 

make them still a popular choice for many dentists, [4]. These handpieces run at a 

higher speed than electrical handpieces which makes them capable of removing tooth 

structures with only a light touch. Moreover, they are less sensitive to damages caused 

by sterilization techniques, and are easier to repair, [7]. In addition, unlike electrical 

handpieces, air–turbine handpieces have good ergonomic weight and size. This 

characteristic is considered as a significant advantage for these handpieces, because it 

makes their manoeuvre easier, and provides better visibility and access for dentists 

during dental operations, [8].  

Considering all the advantages of air–turbine handpieces, it would be highly 

beneficial to overcome their speed reduction and enhance their efficiency and 

effectiveness. To achieve this goal, one of the main objectives of this thesis is designing 

a dental assisting system (DAS) which is capable of controlling the speed of air–turbine 

handpieces.  

1.1. Dental Restoration 

Dental restoration is a process that begins with removing carries and affected 

tissues to retain the functionality of tooth structures. Air–turbine dental handpieces are 

high–speed rotary cutting tools that are widely used by dentists during this operation 

(Figure  1.2).  
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The next stage in the process is filling the cavity with appropriate restorative 

materials. There are different materials such as amalgam, composite, glass ionomer 

cement, etc. that are commercially available for restorations, [9]. Among these materials, 

amalgam and composite are extensively used by dentists. The main advantage of 

composite over amalgam is its aesthetical capabilities, because it can be produced in 

many tooth colors, which makes its appearance very similar to a real tooth (Figure  1.3)  

Amalgam

Composite

(a) (b) (c)

Fractured Composite

 

Figure  1.3 Two commonly used dental restorations; (a) amalgam; (b) 
composite; (c) a fractured (broken) composite which should be 
replaced 

The mechanical properties of dental materials and tooth layers are different, 

which suggest that their automatic detection should be feasible, [10]. Table  1.1 

compares the modulus of elasticity, fracture toughness, compressive strength, and 

hardness of enamel, dentin, composite, and amalgam.  

Table  1.1 Some Mechanical Properties of Tooth Layers (Enamel, Dentin) and 
Restorative Materials (Composite, Amalgam), [9] 

Material Modulus of 
Elasticity i 

Fracture Toughness ii Compressive Strength iii Hardness iv 

Enamel 84.1 0.6–1.8 384 343 
Dentin 18.3 3.1 297 68 
Composite 16.6 0.8–2.2 277 22–80 
Amalgam 27.6 1.3 388 110 

i: Units are in GPa (Giga Pascal) 
ii: Units are in MN m–3/2 (Mega Newton × meter–3/2) 
iii: Units are in MPa (Mega Pascal) 
iv: Knoop Hardness Number, Kg/mm2  (Kilo gram/milli meter2) 

http://dictionary.reference.com/browse/extensively


 

5 

The modulus of elasticity is a property that depends on the stress and strain of a 

material. Stress is the material resistance to the external force, and is defined as the 

force per unit of area. Strain is described as the length–change per unit of length. The 

modulus of elasticity represents the stiffness of a material within its elastic range, and 

can be calculated as the ratio of stress to strain, [9]. 

Fracture toughness indicates the ability of cracks or flaws in the material to cause 

fracture, and is dependent on the energy consumed in plastic (irreversible) deformation, 

[9]. The compressive strength is the maximum compressive stress that a material can 

tolerate before its failure. Hardness characterizes the resistance of a material to the 

permanent surface indentation or penetration. There are different testing methods to 

formulate hardness. Table  1.1 shows the Knoop hardness number which can be 

calculated based on the ratio of the applied load to the area of indentation, [9].  

1.1.1. Restoration Replacement 

The performance of dental restorations is subject to several factors such as type 

of restorative material, type and position of the tooth, and number of restored surfaces 

as investigated in the literature. 

Mjör, et al., [11], studied performance of restorations in permanent teeth using 

amalgam, glass ionomer, and composite for five years, and concluded that the failure in 

the amalgam and glass ionomer was only due to bulk fractures, whereas the composite 

failed because of secondary caries and bulk fractures. Similarly, Collins, et al., [12], 

evaluated the performance of composite restorations in a five–year study, and 

concluded that composite failures were because of bulk fractures and secondary caries, 

which supported the findings of Mjör, et al., [11]. They reported the rate of failed 

composites two or three times more than amalgam restorations. Soncini, et al., [13], also 

compared the longevity of amalgam and composite restorations in primary and 

permanent teeth, and indicated that the longevity of amalgam was more than composite. 

As for the position of tooth, Dake, [14], reported no difference in the longevity of 

restorations in molars and premolars teeth, whereas Johnson, et al., [15], indicated 

composite restorations filled in premolar teeth were more durable than molars. Dake, 
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[14], also showed that restorations in mandibular incisor teeth stayed more intact 

compared to maxillary incisors.  

The surface condition of the restoration can also affect its performance. 

Adegbembo, et al., [16], reported that increasing the number of surfaces in amalgam 

restorations decreased the survival rate. Bernardo, et al., [17], reported a similar finding 

for composite restorations. They also concluded that longevity of amalgam was more 

than composite, and the difference was even more significant for higher number of 

surfaces.  

Considering these reports, it can be concluded that although current restorative 

materials are very durable, most of them eventually fail (Figure  1.3c). If an existing 

restoration collapses, there is a high chance for developing new decay that requires 

replacing the old restoration and removal of all newly developed carries. Replacing of old 

restorations is one of the most frequent procedures (60%) in dental clinical practices, 

[18]. This rate has not been declined despite of the advancements in dental restoration 

materials, [19]. 

During the replacement process, discerning the boundary of tooth layers and 

restorative materials is challenging, in particular with tooth–colored composites. In fact, 

to conduct dental operations, dentists receive training to become experts of interpreting 

their tactile, auditory, and visual senses as their diagnosis tools, [20]. They transfer such 

sensory information to the actual practice through their perception. This perceptual 

procedure is highly subjective, and is dependent on the individual abilities and 

experience of dentists, [21]. The main problem with these approaches is that human 

senses have limited functionality, and sometimes are insufficient for dentists to rely on.  

During the removal of old composite restorations (which have the same color as 

tooth), limited functionality of human senses causes removal of healthy tooth layers in 

adjacent areas. Gordan, et al., [22], evaluated the margins of replaced composite 

restorations, and indicated that a significant amount of tooth layers was lost during the 

replacement process. In another study, Gordan, [23], showed that replacement of 

composite restorations resulted in the loss of tooth layers in areas distant from the site of 

failure. Gordan, et al., [24], also investigated the effect of different cavity designs during 
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the replacement of composite restorations, and indicated that deeper original cavity 

preparation resulted in greater tooth losses. Although the visibility issue is less 

challenging for amalgam, replacing it still results in tooth losses. Sardenberg, et al., [25], 

studied replacement of old amalgam restoration, and indicated that it resulted in the loss 

of healthy tooth layers.  

Loosing healthy dental structures is a major concern in all restorative procedures, 

because it reduces the longevity of restored teeth, [23]. In addition, a tooth is one of the 

few human body parts that has very limited healing ability, and almost all structural 

losses are permanent. Developing an objective and sensor–based method for 

restorative procedures is a promising approach to overcome the limited functionality of 

human senses. Therefore, designing a dental assisting system (DAS) that provides real–

time information about restorative materials and tooth layers during the cutting process 

will be highly valuable. Depending on the dentists demand and the accuracy of DAS, the 

designed system can also be given autonomy to take appropriate actions such as 

controlling the speed of air–turbine handpieces. Such a control can prevent removing 

healthy tooth layers by reducing the speed or completely stopping the operation. 

Controlling the speed can also enhance the efficiency of air–turbine handpieces by 

enabling them to cut the right material easier. Thus, the objectives of the dental assisting 

system (DAS) are classification between tooth layers and restorative material, and 

controlling the speed of air–turbine handpieces (Figure  1.4).  

1.2. Literature Review of Air–Turbine Handpieces 

The literature was reviewed thoroughly, and no prior works were found on either 

classification of tooth layers and dental materials, or automatic speed control of air–

turbine dental handpieces (ATDH). However, since the introduction of air–turbine 

handpieces in 1957, [26], they have been studied from different aspects, and subjected 

to a variety of investigations as follow.  
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Dental Assisting System (DAS)Dental Assisting System (DAS)

2) Speed Control of Air-Turbine Dental 
Handpieces

2) Speed Control of Air-Turbine Dental 
Handpieces

1) Tooth Layers/Restorative Materials 
Classification

1) Tooth Layers/Restorative Materials 
Classification

 

Figure  1.4 The objectives of the proposed dental assisting system 

1.2.1. ATDH Comparison 

The performance of air–turbine handpieces in terms of tooth cracking, 

temperature changes, the quality of cavity preparation, etc. has been compared to one 

another, electrical handpieces, and other dental devices.Watson, et al., [27], compared 

the cutting dynamics of electrical and air–turbine handpieces, and studied the effect of 

handpiece torque and bur type on the tooth cracking and temperature changes. They 

concluded that when the loads and cutting rates were increased, electrical handpieces 

better coped with increased loading. Moreover, no effects of cracking or heating were 

found for these handpieces and their cutting burs.  

Nishimura, et al., [28], used an air–turbine handpiece, and evaluated the effect of 

different burs on the generation of marginal and surface cracks in enamel. They 

concluded that regular–grid diamond and carbide burs caused more cracks in the 

marginal enamel, whereas superfine–grit diamond bur generated fewer cracks in the 

enamel surface. Ercoli, et al., [29], studied the relation of air–turbine handpiece/bur types 

and the temperature variation during cutting procedures. They concluded that in case of 

providing adequate water flow, no harmful temperature changes would occur in the pulp 

chamber, regardless of the handpiece/cutting bur types. Leonard, et al., [30], compared 

different commercially available air–turbine handpieces which were subjected to 

simulated clinical uses and sterilizations. The comparison criteria included different 

clinical performance parameters such as longevity, power, turbine speed, visibility angle, 

etc. They found no difference among the handpieces considering the performance 
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parameters, and showed that all the devices could be expected to perform at least 500 

clinical use/sterilizations. 

Firoozmand, et al., [31], compared the temperature rise in cavities prepared by 

electrical handpiece, air–turbine handpiece, and Er:YAG laser. They concluded that 

electrical and air–turbine handpieces had similar temperature response, whereas 

Er:YAG laser generated lower temperature rise. In another study, Kenyon, et al., [8], 

compared the cavity preparation quality using electrical and air–turbine handpieces, and 

concluded that the quality was the same for both handpieces. Dyson, et al., [32], 

provided different aspects such as bearings, chucks, hoses/connectors, and rotors for 

designing air–turbine handpieces. They compared the handpieces regarding these 

aspects, and made general recommendation for selecting a handpiece in the clinical 

practice. For example, they suggested an air–turbine handpiece should be able to 

withstand to repeated and routine autoclaving; or it is better to have an air–turbine 

handpiece that has multiple coolant nozzles. In another study, Dyson, et al., [33], 

compared two brands of disposable air–turbine handpieces, and concluded that both 

brands had poor performance, vibration, excessive noise, variability of behaviour, and 

poor bearings. 

1.2.2. Infections and Other Side Effects  

Use of ATDH for dental procedures can cause some side effects such as 

contamination and infection. The cutting action can create small particles of blood and 

aerosols that may enter the environment or the handpiece and then be transferred to the 

next patient (cross infection).  

Ishihama, et al., [34], provided evidence of blood–contaminated aerosols in a 

room where oral surgery was performed with air–turbine handpieces. Similarly, Toroğlu, 

et al., [35], indicated that use of air–turbine handpieces resulted in generation of high 

levels of aerosols, and even utilizing mouth rinse was ineffective. So, they suggested 

barrier equipment to prevent aerosol contamination. In another study, Pong, et al., [36], 

demonstrated the discharge of lubricating oil from air–turbine handpieces, and 

suggested using detergent for decontamination and preventing risky operations. 
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The contaminated air can be drawn into the handpiece when it stops rotating 

(suck–back), and then be discharged during the next usage which causes cross–

infection. Checchi, et al., [37], showed the entrance of contaminating fluid into the air 

chamber of air–turbine handpieces when the handpiece stopped rotating. As a result, a 

significant cross–infection potential existed; and mandatory internal cleaning and 

sterilization between patients was suggested as the solution. In another study, Lewis, et 

al., [38], also provided evidence for contamination of internal air–turbine chambers. They 

suggested heat–treating of handpieces between each patient to reduce the cross–

infection risks. 

Masuda, et al., [39], introduced the air flushing clean system (AFCS) for ATDH to 

prevent cross–infection in dental procedures. AFCS could prevent contamination of the 

internal water and air lines of the handpiece by maintaining an internal positive pressure 

even after the turbine was stopped. Ohsuka et al., [40], evaluated the performance of 

AFCS, and indicated its effectiveness in reducing the contamination level of air–turbine 

handpieces. Similarly, Matsuyama, et al., [41], also tested the performance of AFCS, 

and indicated its capability in decreasing the bacterial contamination within the air–

turbine handpiece. Montebugnoli, et al., [42], compared the performance of air–turbine 

handpieces that were equipped with anti–suction devices for preventing retraction of 

contaminated fluid into the air chamber. They concluded that anti–suction devices could 

reduce the contamination, and the performance would enhance if such devices were 

installed inside the unit.  

Another side effect can be caused from the handpiece air which is forced into 

soft tissues through the reflections, and may result in gum swelling. This complication is 

called “subcutaneous emphysema”, which is a rare side effect; however, it has been 

observed during some dental operations. Romeo, et al., [43], reported a case that 

subcutaneous emphysema occurred during extraction of a mandibular third molar with 

the use of an air turbine handpiece. Kim, et al., [34], reported two cases of subcutaneous 

emphysema that were developed after opening a cavity for endodontic retreatment.  
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1.2.3. Machinability 

Machinability (cutting efficiency) is defined as the removed mass/volume of the 

cutting material over a fixed quantity (i.e. time, force, etc.). Although this topic can be 

considered under “ATDH Comparison” title, it is more beneficial to introduce it as a new 

topic; because the main focus is on machinability, and not comparison of air–turbine 

handpieces.  

Watanabe, et al., [44], studied the relation of heat treatment and machinability, 

and indicated that heat treatment had no effect on the machinability of cast gold alloy 

using an air–turbine handpiece with carbide and diamond burs. Miyawaki, et al., [45], 

used an air–turbine handpiece, and cut different cast alloys materials. They reported that 

the cutting volumes of soft alloys were significantly larger than hard alloys. They also 

found that the machinability of carbide bur was more than the diamond bur; however 

with continuing use, the machinability of carbide bur decreased, whereas that of the 

diamond bur remained almost constant.  

Miyawaki, et al., [46], also compared the machinability of composite and dentin 

while they were cut by an air–turbine handpiece using a diamond bur. They showed that 

machinability of composite was more than dentin. In a similar study, Tanaka, et al., [47], 

studied the feasibility of using machinable ceramics in dentistry. Among different types of 

ceramics, they indicated that the machinability of mica–based ceramic had similar 

machinability to dentin, and so it was recommended for future production of dental 

prostheses. 

1.2.4. Measurement and Characterization 

Different descriptive parameters of ATDH such as torque, speed, flow, etc. have 

been measured and characterized in various reports. Brockhurs, et al., [48], determined 

the torque, speed, and power of air–turbine handpieces. They tested forty–one new and 

used handpieces, and reported the maximum speed 500k rpm, the maximum torque 

2.33 N.mm, and the maximum power 29.6 watt. The maximum power was obtained 

between 49%–79% of the free–running speed. 
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Dyson and Darvel measured flow and free running speed, [4], as well as torque, 

power and efficiency, [49], of air–turbine handpieces. They demonstrated that the free 

running speed was dependent on gas properties, pressure, and rotor radius. In addition, 

they indicated that stall torque was related to rotor position, whereas dynamic torque had 

a linear relationship over the range from stall to free running. In another study, Dyson 

and Darvel introduced a portable testing machine to determine free–running speed, stall 

torque and bearing resistance of air–turbine handpieces, [50]. This machine was 

suggested to be used for verifying the claimed characteristics, monitoring the 

performance, and conducting laboratory tests.  

Elias, et al., [51], investigated the magnitude of cutting forces of two air–turbine 

handpieces with different torques. They showed that the higher torque handpiece 

required a higher cutting force. The mean cutting force for the higher torque handpiece 

was 1.44 N whereas for the lower torque one was 1.2 N (The overall mean was 1.30). 

They concluded that the magnitude of forces was related both to the type of the 

handpiece, and to the forces applied by clinical operators. In addition, there were no 

difference between plain and cross–cut burs, and cutting wet or dry. 

Yin, et al., [52], also evaluated the performance of an air–turbine handpiece. 

They developed a 2 degree–of–freedom (DOF) apparatus for conducting in vitro tests. 

They indicated that at a constant supplied air pressure and water flow–rate, the 

handpiece speed decreased by increasing depth of cut, feed rate, and cutting forces. 

Monagahn, et al., [53], evaluated the performance of air–turbine handpieces, and 

indicated that the variation in the free–running speed, bearing resistance, illuminance 

and sound pressure level could monitor changes in air–turbine handpieces. Norkiewicz, 

et al., [54], also studied the factors that were related to the air–turbine handpiece wear 

and breakdown, and discussed maintenance and repair options for these handpieces. 

1.2.5. Computer–Aided Technologies/Manufacturing 

As Figure  1.4 shows, the objectives of this research is developing a dental 

assisting system (DAS) for air–turbine handpieces to help dentists in identifying tooth 

layers from restorative materials, and to control the speed of the handpiece. To achieve 

these objectives, DAS employs sensors and reliable computer–aided technologies 
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(CAT). Computer–aided technologies/manufacturing (CAD/CAM) have been used in 

different fields of dental research. 

Miyazaki, et al., [55], provided a survey on the history of CAD/CAM technologies 

for the fabrication of crowns and fixed partial dentures. Kapos, et al., [56], systematically 

reviewed the application of CAD/CAM technologies for fabrication of frameworks and 

abutments in restorative implant dentistry. They concluded that although proofs of 

concept were established for those technologies, they were too preliminary to provide 

meaningful outcomes regarding their performance in routine clinical operations. 

Buchanan, [57], provided a review on dental educational technologies that were 

either available or were in the developmental stage. She concluded that further 

evaluations were needed for such technologies to dramatically improve student learning. 

Al–Jewair, et al., [58], reviewed the computer assisted learning (CAL) in endodontics 

education (study and treatment of the dental pulp). They found some evidence that 

suggested CAL could enhance the time spent for learning. They also concluded that the 

effect of CAL and traditional methods in improving knowledge were the same. Lechner, 

et al., [59], presented a computer–assisted learning (CAL) program for planning of oral 

rehabilitation in the clinical dentistry. They reported the positive responses and 

feedbacks; however, some students preferred to have the program as an additional 

resource rather than a substitution to the traditional methods. 

Considering the above applications, it can be concluded that although CAT/CAM 

have been used in different areas such as designing/manufacturing of restorative 

materials, training/learning tools, etc., their applications have not been explored for air–

turbine handpieces, which is the purpose of this dissertation 

1.3. Classification of Tooth Layers and Restorative 
Materials  

As Figure  1.4 shows, the first objective of DAS is classifying between tooth layers 

and restorative materials. Generally, to conduct such a classification, two steps should 

be followed. First, a signal should be selected that potentially carries information for 

differentiating between various dental materials. Then, a classification method should be 
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chosen to discriminate between these materials based on the extracted features from 

the signal (Figure  1.5 ).  

Vibration and sound signals are two sources of information that can be used for 

classification. Air–turbine handpieces are very high speed cutting devices (40k–200k 

rpm), and thus they generate high frequency vibrations that can carry information of the 

cutting material. Studying vibration in dentistry is a wide research field, and regardless of 

the details all the investigations can be categorized in two main topics:  

Signal SelectionSignal Selection

Tooth Layers/Restorative Material 
Classification

Tooth Layers/Restorative Material 
Classification

Classification MethodClassification Method

 

Figure  1.5 Two steps of the classification between tooth layers and restorative 
materials 

(i) vibration analysis of dentistry’s instruments such as ultrasonic scalers, [60], 

endosonic files, [61], ultrasonic retrograde systems, [62], electric toothbrushes, [63], 

dental laboratory vibrator, [64], and dental handpieces [65],  

(ii) vibration analysis of teeth [66], dental implants, [67], and dental bonding 

agents, [68].  

Castellini, et al., [69], analysed teeth vibration (0–100 kHz) as a non–invasive 

measurement procedure for the diagnosis of structural defects on human teeth. They 

applied progressive damages on a tooth, and claimed such an approach could eliminate 

the contribution of the tooth structure variability. They indicated that dental defects could 

increase resonance frequencies and create some anti–resonances. In another study, 

Lea, et al., [70], investigated the effects of water flow rate and power settings on the 

vibration patterns (0–100 kHz) of a dental ultrasonic scaler. They indicated that when 
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water flow was increased, vibration amplitude was decreased for low/medium power 

settings, whereas it remained constant for high power settings.  

Carvalho, et al., [71], evaluated the dynamic stiffness of connective soft tissues 

around a dental implant using vibration signals (10–410 Hz). They suggested such 

results could be employed for designing an improved implant system where a flexible 

and damped element would reduce the currently rigid connections. In another study, 

Poole, et al., [65], investigated if vibrations (0.5–20 kHz) of dental handpieces could 

cause the hand–arm vibration syndrome, or enamel cracking. They tested five air–

turbine and two electrical handpieces, and did not find any evidence of vibration 

syndrome or teeth cracking. 

On the other hand, the difference among the mechanical properties of tooth 

layers and restorative materials (Table  1.1) implies that their cutting sounds should carry 

unique features that might be useful to accurately discriminate these materials. 

Moreover, cutting sounds are a valuable source of information that is readily and easily 

available during the cutting procedure. Thus far, no prior works have been found on 

discrimination of tooth layers and restorative materials based on the cutting sounds. 

Perhaps the closest study to this thesis was conducted by Kocher, et al., [10]. They used 

an ultrasonic dental scaler, and measured its oscillations (0–100 kHz) in contact with a 

tooth. The extracted features were Fourier coefficients; and a fuzzy nearest neighbor 

method was employed to recognize enamel, cementum, and calculus tissues. The 

results were highly successful and indicated the feasibility of their approach. However, 

no information was found in their report on recognizing the noncontact class (i.e. when 

the tip of the scaler did not have contact with the tooth).  

The cutting sounds have been intensively studied in the field of tool–wear 

monitoring for decades, [72]. Sound waves generated during the cutting are important, 

and there have been many studies that indicated a correlation between these sounds 

and the tool wear. Trabelsi, et al., [73], investigated the sound radiation (0–10 kHz) in 

metal cutting. They used Fourier transform coefficients as the features, and employed 

the linear discriminate classifier to discriminate between sharp, worn, and broken tools 

based on their cutting sounds. The classification accuracies were 80%–100% for the 

sharp tool, 75%–88% for the worn tool, and 80%–100% for the broken tool.  
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Salgado, et al., [74], used motor current (0–300 Hz) and sound (0–25 kHz) during 

a cutting process to estimate the feed force and tool flank wear respectively. They 

employed singular spectrum analysis (SSA) to extract information correlated with tool 

wear from the sound signal, and support vector machines were used for estimation. 

They validated the proposed method for the real–time implementation, and indicated its 

reliability and effectiveness. In a similar study, Ota, et al., [75], extracted autocorrelation 

and reflection coefficients from cutting sounds (0–5 kHz) of machine tools, and used 

them to train an artificial neural network (ANN) for estimating the motor speed and chuck 

pressure. 

Rodolfo, et al. [76], investigated tool–wear monitoring in a high–speed machining 

process (0–200 kHz), based on analysis of different signals in time and frequency 

domains. They concluded that the spectrum of cutting sounds was very sensitive to 

changes in tool condition. The location of the sensor varied some peaks; and a worn tool 

increased the amplitudes and created new harmonics from 100 kHz up to 160 kHz. 

Rather than tool–wear, sound signals have been used in other monitoring 

investigations. Abu–El–Quran, et al., [77], proposed a robust security monitoring system 

that could classify different sounds (0–8 kHz) within a room. They used a hierarchical 

scheme to first classify between speech and non–speech signals, and then in the case 

of a non–speech signal, it was classified to a particular audio type. They employed mel–

filtered cepstral coefficients (MFCCs), delta mel–filtered cepstral coefficients (∆MFCC), 

and pitch ratio as the features, and utilized a time delay neural network for classification. 

Yadav, et al., [78], used audio signals (0–12 kHz) for condition monitoring of 

internal combustion engine. They used fast Fourier transform (FFT) coefficients as the 

features, and utilized a classifying scheme based on the cross– and autocorrelation 

coefficient values. In another work, Wan, et al., [79], developed an automatic pipeline 

monitoring system using sound information (0.1–12 kHz) of road cutters. They utilized 

MFCC for the features, and employed a threshold classifier. Amft, et al., [80], presented 

an automatic dietary monitoring to predict food weight based on acoustic recognition of 

chewing (0–22 kHz). In their study, features included log–band spectral energy, cepstral 

coefficients, and linear predictive coefficients. They trained a nearest centroid classifier 

based on a Fisher’s linear discriminant feature transformation. Shin, et al., [81], 
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developed an automatic system for real–time monitoring of health conditions using 

cough sounds (0.35–4 kHz). A hybrid model was proposed that included an artificial 

neural network (ANN) and a hidden Markov model (HMM). The ANN model used energy 

cepstral coefficients as the features.  

Doukas, et al., [82], presented a fall detection platform that combined audio 

information (0–11 kHz) with motion and visual data. They used STFT as the features 

extracted from sound signals; and employed different classifiers such as SVM, nearest 

neighbor, ADAboost, etc. In another study, Istrate, et al., [83], investigated the detection 

and classification of alarming sounds (0–22 kHz) in a noisy environment for medical 

tele–monitoring. They used discrete wavelet transform coefficients as the features, and 

employed the Gaussian mixture model for classification. 

The second step in classifying between tooth layers and restorative materials is 

choosing a classification method (Figure  1.5). Support vector machine (SVM), [84], is 

one of the most powerful algorithms for classification. SVM is a classifier that focuses on 

maximizing the separation between classes, and has been employed in various 

applications. 

Choi, et al., [85], used SVM technique to classify the cardiac sounds (0–700 Hz) 

into normal and six abnormal cases. They extracted the features from power spectral 

density curve. Wang, et al., [86], employed SVM to classify environmental sounds (0–4 

kHz) for home automation. They used mel–frequency cepstral coefficients (MFCC) as 

the features; and indicated that applying independent component analysis (ICA) to 

MFCC can improve the performance. In a similar study, Wang, et al., [87], also 

combined SVM with k–nearest neighbour method to classify twelve various home 

environmental sounds (0–8 kHz). They used spectrum centroid, spectrum spread, and 

spectrum flatness as the features, and indicated the accuracy of their classifier was 

superior to other methods such as hidden Markov models.  

Ganapathiraju, et al., [88], proposed a method for recognizing speech based on 

support vector machines. They used SVM within the framework of hidden Markov model 

(HMM), and employed cepstral and energy coefficients as the features. Lin, et al., [89], 

developed a method for automatic emotion recognition in speech (0–8 kHz). They chose 
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Mel frequency cepstrum coefficients as the features, and utilized SVM to classify 

different emotional states such as anger, happiness, and sadness. 

1.4. Speed Control of Air–Turbine Handpieces 

As Figure  1.4 shows, the second objective of DAS is controlling the speed of air–

turbine handpieces. In order to reach this objective, two steps should be considered, 

speed measurement and speed control (Figure  1.6). Dyson, et al., [90], studied different 

speed measurement methods, and compared their advantages and disadvantages. 

They eventually, suggested optical and magnetic approaches for air–turbine handpieces. 

In optical measurement, the dental bur was modified so that it was alternately 

reflective/non–reflective to light. The variation in the reflected light was counted by a 

transducer to obtain the speed. In the magnetic measurement, a similar approach was 

employed, except that a magnet was attached to the bur, and the transducer responded 

to variations in the magnetic field. 

The speed control can enhance the efficiency of ATDH, and prevent removal of 

healthy tooth layers in restorative procedures. In order to control the speed of air–turbine 

handpieces, a control variable is needed so that the speed is manipulated through it. 

Dyson, et al., [4], indicated that that free–running speed (i.e. not load is applied to the 

handpiece) was dependent on the model of the handpiece, the type of employed gas, 

properties of the turbine, and the applied pressure: 

N =
c

2πr
�1 − (1 + αP)

−(γ−1)
γ

γ − 1
 

 1.1 

where, N, c, and r, indicates the speed, the speed of sound, and the turbine radius 

respectively. In addition, γ, and P are gas specific heat ratio, and input pressure. α is a 

parameter that depends on the model of the handpiece. Among these variables; the 

applied pressure is controllable, and the speed control can be conducted through it.  



 

19 

Speed MeasurementSpeed Measurement

Speed Control of Air-Turbine Dental 
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Handpieces

Speed ControlSpeed Control

 

Figure  1.6 Two steps of the speed control of air–turbine dental handpieces 

To control the pressure, using an on/off solenoid valve which is commanded by 

pulse width modulation (PWM) signals is a promising approach. In this technique, PWM 

signals with a proper rate switch the solenoid valve on and off so that the pressure in the 

valve outlet is regulated to a mean value. Increasing/decreasing the duty–cycle (D) of 

PWM signals will increase/decrease the outlet pressure and consequently the handpiece 

speed. This pressure control technique is fast and easy to implement. In addition, 

solenoid valves are durable and energy/cost efficient compared to other types of control 

valves, [91]. This technique has been used in various pneumatic applications. Royston, 

et al., [92], applied pulse–width modulation technique to a rotary valve to control the 

position of a pneumatic actuator. Noritsugu, [93], used PWM signals for an electro–

pneumatic servomechanism to control the position of a pneumatic cylinder. Shen, et al., 

[94], combined PWM technique with a nonlinear model–based control strategy for 

trajectory tracking of pneumatic servo actuators. Varseveld, [91], proposed a novel PWM 

algorithm for on/off solenoid valves that allowed fast, accurate, and inexpensive position 

control for pneumatic actuators. 

To provide a closed–loop speed control for air–turbine handpieces, the 

proportional integral (PI) controller can be used. PI control is a simple, inexpensive, and 

efficient method, that has been employed in many applications such as postural control, 

[95], heart rate control, [96], and limb rehabilitation, [97]. 
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1.5. Organization of the Dissertation 

This dissertation is comprised of four chapters which are organized as follow.  

Chapter  1 was dedicated to the background and objectives of the present work. 

This chapter provided the necessary information on tooth, air–turbine/electrical 

handpieces and their comparison, dental restoration, mechanical properties of 

restorative materials and tooth layers, replacement of restoration, etc. In this chapter the 

pertinent literature was reviewed comprehensively and was presented through different 

sections. Different studies on air–turbine handpieces were categorized as comparison, 

side effects, machinability, and measurement/characterization.  

Chapter  2 studies classification of restorative materials and tooth structures, 

which is one objective of the described dental assisting system (Figure  1.4). Considering 

two widely used restorative materials in dental operations (amalgam and composite), 

two cases of classification are investigated. The first case includes tooth, composite, and 

noncontact classes (TCN); whereas the second case is comprised of tooth, amalgam, 

and noncontact classes (TAN). Among different algorithms, the support vector machine 

(SVM) is chosen and its performance on the classification problem is evaluated from 

different aspects such as number of features, feature scaling methods, and the utilized 

kernels. The effect of temporal voting, hierarchical and one–against–one classification 

schemes, on the total accuracy is also studied in this chapter. 

Chapter  3 provides a speed measurement and control technique for ATDH which 

is another objective of the dental assisting system (Figure  1.4). An indirect speed 

measurement method is introduced based on the vibration/sound of air–turbine 

handpieces. This measurement technique is explained theoretically based on the 

rotating unbalance concept and the vibration of a fixed–free beam. This indirect method 

is validated experimentally through a number of different tests, and can address the 

practical shortcomings of conventional speed measurement methods. To control the 

speed, an on/off solenoid valve is employed which is commanded by pulse width 

modulated (PWM) signals. This versatile approach enables ATDH’s speed to be 

controlled by varying the duty–cycle of PWM signals. In order to conduct simulation 

analysis, a mathematical model of ATDH is obtained which includes a nonlinear static 
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part followed by a linear transfer function (Hammerstein model). Finally, a proportional–

integral controller is designed and tested. It is demonstrated that the controller is capable 

of maintaining the speed in the loaded conditions. The performance and feasibility of this 

controller is confirmed by simulations and experiments.  

In the end, Chapter  4 presents the conclusions and recommendation to facilitate 

further investigations and future works on the proposed dental assisting system. 
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2. Classification of Restorative Materials and 
Tooth Layers  

2.1. Introduction 

As it was explained in Chapter  1, replacing old restorations is very frequent in 

dentistry; however this operation causes tooth losses. Therefore, it would be highly 

advantageous if restorative materials can be classified from healthy tooth layers in the 

cutting procedures of such replacements. This classification was one objective of the 

proposed dental assisting system depicted in Figure  1.4. 

Considering two widely used restorative materials i.e., amalgam and composite, 

and the fact that a tooth is not filled with both materials simultaneously, we are facing 

two cases of classification: 

Case 1: classification between tooth, composite, and noncontact classes (TCN),  

Case 2: classification between tooth, amalgam, and noncontact classes (TAN),  

It should be noted that noncontact was considered as a “class”, because the 

classifier should be able to identify the free running handpiece, and differentiate it from 

the contact classes (tooth or composite/amalgam).  

To study the above classification cases, this chapter is structured as follow; first 

the proposed methodology is introduced in sections  2.2 and  2.3. Then, the results are 

presented in section  2.4. Finally, this chapter provides the summary and conclusions in 

section  2.5. 
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2.2. . Methodology 

To investigate TCN and TAN classification cases, a methodology is proposed 

which is depicted in Figure  2.1 

 

Figure  2.1 The proposed methodology for TCN and TAN classification cases  

In the proposed methodology, seven different stages were considered as follows. 

2.2.1. Data Collection 

In this stage, the cutting sound signal was selected and recorded, because it is 

one of the rich sources that carries the information of the cutting material, and is readily 

and easily available during the cutting procedure. Another motivation for preferring 

sound signals to other signals, such as vibrations, was its potential for noncontact 

measurements. Moreover, sound signals have been used in similar problems in other 

areas such as engine fault diagnosis, [78], security monitoring, [77], and incorporating 

audio information into the scene recognition process, [98].  

For data collection, we conducted several tests in a dental clinic with similar 

conditions to the cutting procedure performed by dentists. Research Ethics Approval 

was obtained from the office of research ethics at Simon Fraser University (File No. 

2012s0157).  

Discerning the restorative material and dental layers is difficult for a filled tooth in 

the mouth (in–vivo tests), which made it almost impossible to record the cutting sound of 

each material separately. Therefore, in this study, in–vitro tests were performed on cubic 
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samples (1 × 1 × 1 cm) of amalgam and composite, as well as one intact extracted 

human third molar.  

The samples were fixed in a metal chuck (clamp). A “W & H Toplight 898le” 

ATDH and a “330 Diamond” bur were used for cutting, which are among common 

choices for dentists in restorative procedures. A high–frequency microphone (GRAS 

40be) was employed (Figure  2.2) to record the cutting sounds. The sampling frequency 

was chosen 48 kHz; high enough to capture the maximum speed of the handpiece (~ 5 k 

rps: revolutions per second) based on Nyquist–Shannon sampling theorem, [99]. A 

high–speed data acquisition card (LDS Dactron Photon II, 75 kHz); and a signal 

processing software for frequency analysis (RT Pro Photon) were employed to sample 

and collect the data on a personal computer. 

Composite

Amalgam

Tooth

Metal Chuck

Cutting Sample

Air-Turbine Handpiece
Microphone

(a) (b) (c)  

Figure  2.2 a) Composite, amalgam and tooth samples; b) The metal chuck 
(clamp) for holding the cutting samples; c) The microphone and air–
turbine handpiece 

In obtaining the tooth data, the cutting sounds of enamel and dentin were 

recorded separately. In addition, in a real restorative process, the cuttings can be 

performed with/without using water. Therefore, in our experiments, we obtained the 

sound signals in both “dry” and “wet” cutting conditions. All cuttings were conducted 

three times in a parallel plane to the sample’s surface by an experienced dentist. 

The cutting procedure was comprised of three steps. First, the handpiece ran 

freely for 2 − 3 s (NonCon 1) and then the cutting was undertaken for 2 − 3 s (Con). In 

the last step (NonCon 2), the handpiece ran freely again for 1 − 2 s (Figure  2.3). In this 
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cutting procedure, the transition of a noncontact sound to a contact sound and vice 

versa were considered. 

a b c

NonCon 1 Con NonCon 2
 

Figure  2.3 The format of each test; NonCon: Noncontact; Con: Contact 

2.2.2. Preprocessing and Labeling 

In these stages, the recorded data were filtered using a high–pass filter at 4 kHz 

to remove the effect of noises and disturbances (i.e. the compressor sound) at lower 

frequencies. In each test, the cutting part (Figure  2.3) was identified manually based on 

an increase to the signal power and a decrease to handpiece’s speed1. These cutting 

data then labeled appropriately as tooth, composite, or amalgam. The free–running data 

of all tests were labeled as noncontact. It should be mentioned that in the labeling 

process, dry and wet cutting signals were considered together for each material to 

include pertinent information. Figure  2.4 shows a sample of a recorded sound signal. 

The cutting period is highlighted by the rectangle, and the rest of data are noncontact. 

The handpiece was off at low–power parts at the beginning and end of the signal, and so 

these parts were not considered for the analysis. 

2.2.3. Windowing, Feature Extraction, and Feature Scaling 

After preprocessing and labeling, the next stages of the proposed methodology 

are windowing, feature extraction, and feature scaling (Figure  2.1). The absolute value of 

short–time Fourier transform (STFT) coefficients were selected as the features. 

Hamming windowing with 50% of overlapping was used, because it is a common choice 

in audio signal processing, [100]. The window length should be chosen small, because 

we are interested in identifying the classes in a small period to be able to prevent the 

removal of healthy tooth structures. For this study, 2100 data samples were selected in 

 
1 More details are provided in Appendix A  
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each window, and since the sampling frequency was 48 kHz, the window–length was 

2100/48000 ~ 44 ms.  

0 2 4 6 8 10
-0.6

-0.4

-0.2

0

0.2

0.4

0.6
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(Pa
)

Time (s)  

Figure  2.4 A sample of a recorded sound signal. The cutting period is 
highlighted by the rectangle, and the rest of data are noncontact 

For each window, 2048 Fourier transform coefficients were obtained using the 

fast Fourier transform (FFT) algorithm in MATLAB platform2. Since each feature vector 

had 2048 elements that was a high dimension, the computation cost could have been 

increased. To reduce the dimension of each feature vector, an arithmetic averaging 

technique was used. In this technique, 2048 STFT coefficients were divided to p equal–

sized groups (2048
p

 coefficients in each group). The data of each group were averaged 

arithmetically to obtain p features (Figure  2.5). The effect of p on the classification 

accuracy will be studied in section  2.4.1. 

Feature scaling is usually utilized to avoid attributes in greater numeric ranges 

dominate those in smaller numeric ranges. In addition, it can prevent numerical 

difficulties during the calculation, [101]. For this research, two feature scaling methods  

 
2 To speed up the FFT computation in MATLAB, the number of coefficients should be chosen a 

power–of–2, [116]. 
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Figure  2.5 A sample STFT spectrum and the averaged coefficients for p=32 

were investigated: linear scaling, and normal scaling. In the linear scaling, all the vector 

elements were projected linearly to the interval [0,1]; and in the normal scaling, the 

vector elements were normalized to have a zero mean and unit variance. The effect of 

these scaling methods on the classification accuracy will be discussed in section  2.4.2. 

2.2.4. Classification 

In this stage, support vector machine (SVM), which is one of the most powerful 

classification algorithms was chosen. In the next section, SVM will be introduced and 

explained briefly. A detailed description of this method can be found in references, [84], 

and [102]. In Appendix F, the classification accuracy of SVM will be compared with the 

artificial neural network (ANN), [84], which is another method of classification.  

2.3. Support Vector Machines 

Support vector machine (SVM) is a popular method for classification that has 

been employed in various applications such as environmental sound classification, [86], 

cardiac sound classification, [85], and speech recognition, [89].  
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SVM is a classifier that discriminates data points of different categories (classes), 

[103]. Each data point belongs to only one class, and is represented by an n–

dimensional vector (Xi ∈ Rn, i = 1, … , m). A "linear" classifier discriminates the data 

points with a hyper–plane. Figure  2.6a shows two classes of data and different 

separating hyper–planes (in a two dimensional space, these hyper–planes are lines). 

Considering lines L1, L2, and L3, different classifiers can be assumed that divide the two 

classes of data. The “margin” of a classifier is defined as the minimum distance between 

all data points and the hyper–plane. For example, the margin of L1 is depicted in 

Figure  2.6b 

SVM is a classifier that tries to find a hyper–plane that maximizes the margin. As 

Figure  2.6c indicates, L2  is the line with the maximum margin.  

x2

(a)

L2

x1

L1

L3

x2

(b)
x1

L1
x2

(c)

L2

x1

Margin

Max Margin

 

Figure  2.6 Support vector machine classifier, (a) different lines can divide the 
two classes of data; (b) the margin of 𝑳𝟏; (c) the maximum margin is 
obtained for 𝑳𝟐. The support vectors are indicated by dashed–
circles. 

Each data point Xi is assigned a class–label yi. For a two–class problem 

(Figure  2.6), the labels are considered either 1 or –1 (yi ∈ {1,−1}). The hyper–plane 

takes the format of,  

f(X) = wTX + b 
 2.1 

where, w and b are called the weight vector and the bias (wTdenotes the transpose of 

w). Finding the values of w and b is called training process, in which SVM uses a 

selective set of data points that are denoted as training data. After the training, another 



 

29 

set of data points can be used to evaluate the performance of SVM (testing data). In this 

study, it is assumed that training and testing data are separate from each other. 

In order to correctly classify the training data, the hyper–plane f (Eq.  2.1) should 

be positive for positive data (yi = 1), and negative for negative data (yi = −1), 

if       yi = 1,           wTXi + b > 0 

if       yi = −1,           wTXi + b < 0 

 2.2 

Eq.  2.2 can be restated as, 

yi�wTXi + b�  > 0 
 2.3 

If there exists such a hyper–plane f that correctly classifies all data points, then 

these data are called “linearly separable”. 

Rather than correct classification, f should maximize the margin. As it was 

mentioned above, the margin is the minimum distance between the data points and the 

hyper–plane. The distance of a data point Xi to the hyper–plane f (Eq.  2.1) is, 

�wTXi + b�
‖w‖

 

 2.4 

In Eq.  2.4, if weight and bias vectors are multiplied by a gain β (w →  βw,   b →

 βb), the distance will not change. Therefore, w and b can be rescaled so that, 

yi�wTXi + b�  ≥ 1 
 2.5 

According to Eq.  2.3, and the fact that yi is either 1 or –1, the numerator of Eq. 

4.4 can be replaced by yi�wTXi + b� as, 
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yi�wTXi + b�
‖w‖

 

 2.6 

Considering Eq.  2.5 and Eq.  2.6, the margin (the minimum distance) is 

margin =
1

‖w‖
 

 2.7 

The closest data points to the hyper–plane f that satisfy yi�wTXi + b� = 1 are 

called “support vectors”. The support vectors are indicated by dashed–circles in 

Figure  2.6c. As it was defined, SVM is a classifier that maximizes the margin. 

Maximizing Eq.  2.7 is equivalent to minimizing the following equation, 

1
2
‖w‖2 

 2.8 

The factor 1
2
 is used for mathematical convenience, [103]. Based on Eq.  2.5 and 

Eq.  2.8, SVM is a constrained optimization problem as, 

minw
1
2
‖w‖2  2.9 

subject to          yi�wTXi + b� ≥ 1  2.10 

The above constrained optimization problem can be solved using Lagrange 

multipliers, [103].  

2.3.1. Non–Linearly Separable Data 

As it was explained with Eq.  2.3, if a hyper–plane f exists such that it correctly 

classifies all data points, the data are called linearly separable. The optimization problem 
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in Eq.  2.9 and Eq.  2.10 does not have a solution if data points are not linearly separable. 

To deal with such data points, the modified SVM allows some misclassified data points, 

while it is maximizing the margin. This modification uses a slack variable qi ≥ 0, and the 

modified optimization problem can be stated as, 

minw,q    
1
2
‖w‖2 + C� qi

i

  2.11 

subject to         yi�wTXi + b� ≥ 1 − qi           qi ≥ 0  2.12 

x2

y=0

x1

y=1

y=-1

q<1

q>1
q=0

 

Figure  2.7 Introducing the slack variable q for non–linearly separable data 

According to Eq.  2.12, and Figure  2.7, qi = 0, corresponds to Eq.  2.10, and so Xi 

is either on the margin or correctly classified. For 0 < qi < 1, Xi is inside the margin and 

is correctly classified. For 1 < qi, Xi is misclassified. Based on Eq.  2.11, the amount of 

misclassification is minimized (the second term), while the margin is maximized (the first 

term). C is a hyper–parameter that compromises between the margin size and the 

amount of misclassification. Similar to Eq.  2.9 and Eq.  2.10, the modified optimization 

problem described by Eq.  2.11 and Eq.  2.12 can also be solved using Lagrange 

multipliers, [103].  
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2.3.2. Kernel Method 

Sometimes data points that are not separable in their original space X are 

transformed to a new space ϕ(X) that usually has a higher dimension. In the new space 

ϕ(X), the transformed data points are separable. To reduce the computation cost of a 

higher dimension space, a technique called kernel method can be employed. The idea of 

this method is that for some new spaces ϕ(X), the dot product between the transformed 

data points (ϕ(Xi).ϕ(Xj)) are computed efficiently. It can be shown that the solution of 

Eq.  2.11 and Eq.  2.12 can be re–written so that it has only dot products of data points 

(Xi. Xj), [84]. Therefore, when data points are transformed to a new space ϕ(X), the new 

solution only depends on the kernel function Ker�Xi, Xj� =  ϕ(Xi).ϕ(Xj), and the kernel 

method is applicable.  

Two commonly used kernels for SVM are radial–basis–function (RBF) kernel, 

and linear kernel which are described in Eq.  2.13 and Eq.  2.14 respectively, [84],  

K�Xi, Xj� = exp (−γ�Xi − Xj�
2) 

γ > 0 

 2.13 

K�Xi, Xj� = Xi. Xj  2.14 

According to Eq.  2.14, in the linear kernel, the original space X and the new 

space ϕ(X) are identical. In Eq.  2.13, γ is a “hyper–parameter” (similar to C in Eq.  2.11). 

To find the optimal values of these hyper–parameters, usually a “grid search” approach 

is employed, in which the values of the hyper–parameters are changed; and the optimal 

values are found based on cross validation, [101]. In a ν–fold cross validation, the 

training data points are divided to ν equal–sized subsets. Then, ν − 1 subsets are used 

for training, and the one remained subset is utilized for testing. The entire procedure is 

performed ν times, and the total classification error is obtained, [104]. Those values of C 

and γ will be selected that result the least error. In this study, the hyper–parameters 

were varied from 2−15, 2−13, … to 21, 23; and a 5–fold cross validation was employed. 
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2.3.3. Multi–Class SVM 

SVM is basically designed for binary classifications. However, our problem in this 

study is a three–class classification. Hsu and Lin, [105], compared different methods for 

multi-class SVM, and concluded that a “one–against–one” (OAO) scheme was more 

suitable considering practical aspects. In this scheme, β(β − 1) 2⁄  binary classifiers are 

trained (β is the number of classes), and the class that receives the maximum “votes” is 

assigned to a test data. 

2.4. Results 

According to the described methodology (Figure  2.1), the recorded data were 

preprocessed, labeled, and used for feature extraction and scaling. The feature vectors 

extracted from two of the three repeated experiments were used for training SVM3, and 

those of the third one were employed for testing. Table  2.1 indicates different groups of 

training and testing sets, and Table  2.2 shows the total number of samples for each 

group. The results of two classification cases (TCN and TAN) are studied separately 

during this chapter. The software LIBSVM, [106], was used for application of SVM. The 

classifier performance was evaluated from different aspects that had effects on the 

computational complexity and classification accuracy: number of features (p), scaling 

method, and kernel type. 

In order to use SVM in real–time applications, less computational complexity is 

desired for testing (prediction), because the training can be performed offline. 

Table  2.1 Different Groups for Training and Testing 

Group Name Training Set Testing Set 

G1 1 and 2  3  
G2 1 and 3  2  
G3 2 and 3  1 

 
3 The selection of the training data for support vector machine approach is discussed in Appendix 

B. 
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Table  2.2 Total Number of Training/Testing Samples for Each Group 

Total Number of Training/Testing Samples 
Groups i TCN (Training) ii TCN (Testing) TAN (Training) ii TAN (Testing) 

 T (1175) iii T (579) T (1175) T (579) 
G1 C (621) C (225) A (577) A (368) 

 N (2102) N (1021) N (1914) N (922) 

 T (1146) T (608) T (1146) T (608) 
G2 C (508) C (338) C (661) A (284) 

 N (2076) N (1047) N (1925) N (911) 

 T (1187) T (567) T (1187) T (567) 
G3 C (563) C (283) C (652) A (293) 

 N (2068) N (1055) N (1833) N (1003) 

i: Different types of training/testing groups are defined in Table  2.1 
ii: The classes are: T = Tooth, C = Composite, A = Amalgam, N = Noncontact 
iii: The number of training/testing samples is shown in the parenthesis 

In case of linear kernel, the prediction complexity is O(p); where p is the number 

of features (The obtained w and b can be stored, and then the prediction is simply done 

using Eq.  2.1). For RBF kernel, the prediction computation is more complex, and is 

O(nSVp), [84], where nsv indicates the number of support vectors. As it was mentioned in 

section  2.2.3, feature scaling can improve the classification accuracy by preventing 

attributes in greater numeric ranges dominate those in smaller ranges. 

In this section, to train and test a SVM classifier for TCN, 64 features, linear 

feature scaling, and RBF kernel (Eq.  2.13), was used. For TAN case, 32 features, 

normal feature scaling, and linear kernel (Eq.  2.14), was employed. The reasons for 

such selections will be provided in sections  2.4.1 (Number of Features),  2.4.2 (Feature 

Scaling), and  2.4.3 (SVM Kernel). As it was described in section  2.3, to find the hyper–

parameter values, a 5–fold cross validation was employed; and the results are displayed 

in Table  2.3. It should be mentioned that the cross–validation was performed on each 

group of Table  2.1 separately. 
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Table  2.3 The Hyper–Parameters’ Values from 5–Fold Cross Validation (TCN 
case: 64 features, RBF kernel, linear scale; TAN case: 32 features, 
linear kernel, normal scale) 

Cases i 𝐂𝐆𝟏ii 𝛄𝐆𝟏 𝐂𝐕𝐆𝟏 iii 𝐂𝐆𝟐 𝛄𝐆𝟐 𝐂𝐕𝐆𝟐 𝐂𝐆𝟑 𝛄𝐆𝟑 𝐂𝐕𝐆𝟑 

TCN 8 0.5 99 32768 1 98 32768 1 99 
TAN 32768 – 99 1 – 98 1 – 98 

i: T = Tooth, C = Composite, A = Amalgam, N = Noncontact 
ii: G1, G2, and G3 correspond to data sets specified in Table  2.1 
iii: CV = Cross Validation accuracy (percentage) for each group 

All the values of the Table  2.3 resulted in 98–100% cross validation accuracy, 

and therefore it was not needed to look for other values of C and γ. In this table, no 

values were obtained for γ in TAN case, because a linear kernel was employed. The 

hyper–parameters of Table  2.3 were used to train the SVM classifiers for TCN and TAN 

cases (one–against–one scheme was used, as it was explained in section  2.3.3). 

Table  2.4 and Table  2.5 indicate the accuracy of these classifiers on the testing data of 

each group. 

Table  2.4 The Classification Accuracy of TCN Case (64 features, RBF kernel, 
linear scale) 

 Groups ii 
Classes i G1 G2 G3 

T 93 (579) iii 74 (608) 98 (567) 
C 88 (225) 91 (338) 80 (283) 
N 84 (1021) 97 (1047) 89 (1055) 

i:T = Tooth, C = Composite, N = Noncontact  
ii: Groups are based on Table  2.1 
iii: The accuracy is represented by percentage. The number of testing samples is shown in the parenthesis 

According to Table  2.4, the worst accuracy for TCN case was 74% which was 

obtained in classifying of 608 test–samples of tooth data (G2). The best accuracy for this 

case was for tooth too (G3) with 98% correct classification out of 567 test samples. For 

TAN case, as Table  2.5 indicates, the worst accuracy was for amalgam (G1) with 83% 

correct classification out of 368 test samples. The best accuracy for this case was for 
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both tooth (G3) and amalgam (G3) with 97% correct classification out of 567 and 293 

test samples respectively. 

Table  2.5 The Classification Accuracy of TAN Case (32 features, linear kernel, 
normal scale) 

 Groups ii 
Classes i G1 G2 G3 

T 96 (579) iii 92 (608) 97 (567) 
A 83 (368) 92 (284) 97 (293) 
N 85 (922) 95 (911) 92 (1003) 

i: T = Tooth, A = Amalgam, N = Noncontact  
ii: Groups are based on Table  2.1 
iii: The accuracy is represented by percentage. The number of testing samples is shown in the parenthesis  

Considering all testing/training groups, the accuracy range and average for both 

cases are presented in Table  2.6. The range was the minimum to the maximum 

accuracy for each class. The average was obtained using the arithmetic mean of all the 

accuracies of a class. 

In obtaining the above accuracies, there were different sources of error. The 

errors could be generally caused by the performance of classifier and/or the nature of 

cutting sounds. As Eq.  2.11 indicates, the classifier was allowed for some 

misclassification in the training stage, which might cause error in the testing stage. It was 

also possible that the training data were not “rich” enough to cover the space of some 

misclassified data. Numerical and computational limits of using SVM algorithm were 

another potential source for misclassification.  

On the other hand, variations of cutting sounds from one experiment to another 

could be large for some data samples, which resulted in misclassification. These 

variations could be caused by some uncontrolled parameters such as cutting force, feed 

rate, temperature, etc. Moreover, labeling of data was not perfect, and in the transition 

between noncontact to contact data and vice versa, there could be some mislabelled 

data (Figure  2.4). Rather than mislabelled data, the classification error occurred more 

frequently in the transition region, perhaps because the features of this region were 

similar to those of both contact and noncontact regions. For example, in the 
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classification of one set of noncontact data (114 total samples), among the first 45 data 

samples, which were close to the contact data, only 1 sample was correctly classified. In 

another set of noncontact data (100 total samples), the last 11 samples that were just 

before the contact region were misclassified. 

Table  2.6 The Classification Accuracy Range and Average (TCN case: 64 
features, RBF kernel, linear scale; TAN case: 32 features, linear 
kernel, normal scale) 

Accuracy  Case 1 Case 2 
T C N T A N 

Range ii 74–98 iii 80–91 84–97 92–97 83–97 85–95 
Average ii 88 iii 87 90 95 90 91 

i: T = Tooth, C = Composite A = Amalgam, N = Noncontact  
ii: Accuracy range and average were obtained based on Table  2.4 and Table  2.5 for TCN and TAN cases 
respectively 
iii: The accuracy range and average are represented by percentage.  

One way to analyse the classification results is using the confusion matrix, which 

is depicted for TCN (group G1) and TAN (group G1) in Figure  2.8 and Figure  2.9 

respectively. In these matrices, the diagonal numbers (green) show the correct 

classifications, and the off–diagonal values (red) indicate the number of miss–

classifications. Class 1 and 3 are tooth and noncontact, and class 2 is either composite 

(Figure  2.8), or amalgam (Figure  2.9). “Target” indicates the true class of each sample, 

whereas “output” shows the predicted class.  

Analysing the columns of confusion matrices reveal the classification accuracies 

that were obtained for group G1 in Table  2.4 (TCN) and Table  2.5 (TAN). For example, 

the first column of Figure  2.8 indicates that among 579 tooth samples, 536 samples 

were correctly classified, 18 samples incorrectly classified as composite, and 25 

samples misclassified as noncontact. Analysing the rows of confusion matrices show the 

accuracy of assigned labels by the classifier. For instance, the second row of Figure  2.9 

shows that when the classifier assigned label “amalgam”, 96.8% of time it was a correct 

assignment. 
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Figure  2.8 The confusion matrix for classification of TCN case (group G1), 
class 1 = tooth, class 2 = composite, class = noncontact 

 

Figure  2.9 The confusion matrix for classification of TAN case (group G1), 
class 1 = tooth, class 2 = amalgam, class 3 = noncontact 

Following our discussions on the transition region, it can also be observed from 

above figures that most of the errors occurred in classifying between contact (tooth, 

composite, amalgam) and noncontact data. These errors mostly happened in the 

transition from the contact to noncontact data and vice versa, because of mislabelling, 

and similarity of contact and noncontact data. 
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Another source of error between contact and noncontact data could be stemmed 

from the nature of cutting procedures that utilized dental burs. The surface of a dental 

bur is not smooth, and contains blades for cutting the material. During the rotation of bur, 

and in the passing of one blade to another, there might be some noncontact moments, 

which generated noncontact sound that eventually caused classification inaccuracies 

between contact and noncontact classes.  

2.4.1. Number of Features 

The results of Table  2.4 (TCN case) and Table  2.5 (TAN case) were obtained for 

64 and 32 features respectively. In this section, the effect of different number of features 

in the classification accuracy of both cases is studied. As explained in section  2.2.3, the 

absolute value of the first 2048 short–time Fourier transform (STFT) coefficients were 

selected and were divided to p equal–sized groups (2048
p

 coefficients in each group; 

p = 2, 4, 8,16, … , 256, 512). The data of each group were averaged arithmetically to 

obtain p features for both cases. In TCN case, RBF kernel (Eq.  2.13), and linear scaling 

was used; whereas in TAN case, linear kernel (Eq.  2.14), and normal scaling was 

employed. The reasons for such selections will be provided in sections  2.4.2 (Feature 

Scaling), and  2.4.3 (SVM Kernel). The optimal value of hyper–parameters as well as 

their corresponding cross validation accuracy for different number of features in each 

training/testing group is provided in Appendix C.  

The obtained hyper–parameters were used to train the classifiers for TCN and 

TAN cases with different number of features, and the details can be found in Appendix 

C. Considering all the training/testing groups, the accuracy of TCN and TAN classifiers 

were computed for each number of features, and are plotted in logarithmic scale (powers 

of 2) in Figure  2.10 and Figure  2.11 respectively. The total accuracies in these figures 

were obtained considering the accuracies of all classes in all testing/training groups 

together. In Figure  2.10, the maximum total accuracy for TCN was 89% which was 

obtained for 64 features. Considering TAN in Figure  2.11, the maximum total accuracy 

was 92% that was occurred in 32, 64, and 128 features. Reminding the prediction 

complexity of linear kernel, O(p), less number of features (p) is desirable. Therefore for 

TAN, p = 32 was chosen.  
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The accuracies of noncontact class in Figure  2.10, and tooth class in Figure  2.11 

were almost constant, and did not vary significantly with respect to p. It seemed that the 

trained classifiers were biased toward these classes for lower number of features, and 

then increasing p could enhance the classification accuracies of other classes (tooth and 

composite in TCN, amalgam and noncontact in TAN) toward reaching the maximum total 

accuracy. Lower p’s divided the spectral range to only few subintervals, and therefore 

the frequency resolution was very small, which greatly degraded the classifier 

performance. In lower number of features, the classifiers acted more like differentiating 

between two classes (contact and noncontact) rather than discriminating between three 

classes. For example in Figure  2.10, the classifier was biased toward noncontact class, 

and in Figure  2.11, it was biased toward contact classes (particularly tooth).  

As these figures indicate, the total classification accuracies first enhanced by 

increasing the number of features, and then reduced for higher values of p. In the 

literature, this behaviour is referred as “peaking phenomenon”, [107], which states that 

for a fixed sample size (that holds true in this study), the classification accuracy 

increases and then decreases as the number of features grows (a peak occurs). 

Generally, more features could increase the separability among classes; however, 

because of the limited size of data, the added features eventually acted similar to noises, 

and reduced the accuracies, [107]. 

2.4.2. Feature Scaling 

In obtaining the results of Table  2.4 (TCN case) linear scaling was used; whereas 

for TAN case in Table  2.5, the normal scaling was employed. In this section, the effect of 

linear, normal, and no feature scaling on the classification accuracy of both cases are 

studied. In TCN case, 64 features, and RBF kernel (Eq.  2.13) was used, whereas for 

TAN case, 32 features, and linear kernel (Eq.  2.14) was utlizied. The reasons for such 

kernel selections will be provided section  2.4.3 (SVM Kernel). 

The optimal value of hyper–parameters as well as their corresponding cross 

validation accuracy for linear, normal, and no feature scaling is provided in Appendix D. 
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Figure  2.10 The effect of number of features on the accuracy of the TCN 
classifier considering all the training/testing groups (RBF kernel, 
linear scale). The features axis has logarithmic scale (powers of 2).  

c  

Figure  2.11 The effect of number of features on the accuracy of the TAN 
classifier considering all the training/testing groups (linear kernel, 
normal scale). The features axis has logarithmic scale (powers of 2). 
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The obtained hyper–parameters then were used to train the SVM classifiers for 

TCN and TAN cases with different feature scaling methods. Table  2.7 (TCN case) and 

Table  2.8 (TAN case) indicate the accuracy of these classifiers on the testing data. It 

should be mentioned the same method of feature scaling was used for training and 

testing data. 

Table  2.7 The Effect of Different Feature Scaling Methods in Classification 
Accuracy of TCN Case (64 features, RBF kernel) 

 
 Feature Scaling Methods iii 

Groups i Classes ii No Scaling Linear Normal 

 T (579) iv 74 v 93 93 
G1 C (225) 79 88 78 
 N (1021) 88 84 81 

 T (608) 70 74 69 
G2 C (338) 91 91 97 
 N (1047) 98 97 98 

 T (567) 84 98 97 
G3 C (283) 64 80 76 
 N (1055) 91 89 91 

i: Different types of training/testing groups are defined in Table  2.1 
ii: The classes are: T = Tooth, C = Composite, N = Noncontact 
iii: Linear scaling: scaled to the interval [0,1]. Normal scaling: scaled to have zero mean and unit variance 
iv: The number of test samples for each group/class is given in the parenthesis  
v: The accuracy percentage of each group/class with the corresponding scaling method  

Each row of Table  2.7 and Table  2.8 indicates the classification accuracy of a 

group/class with respect to its feature scaling method. For example in Table  2.8, 

noncontact class of G3 had 81%, 91%, and 92% accuracy for no scaling, linear scaling, 

and normal scaling respectively. Generally, feature scaling could increase the 

classification accuracy comparing to no scaling. It seems that similar to the previous 

section (Number of Features), when no scaling was applied, the classifiers were biased 

toward differentiating between two classes (contact and noncontact) rather than three 

classes. 
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Table  2.8 The Effect of Different Feature Scaling Methods in Classification 
Accuracy of TAN Case (32 features, linear kernel) 

  Feature Scaling Methods iii 

Groups i Classes ii No Scaling Linear Normal 

 T (579) iv 94 95 96 
G1 A (368) 65 80 83 
 N (922) 67 87 85 

 T (608) 89 91 92 
G2 A (284) 100 91 92 
 N (911) 68 94 95 

 T (567) 96 97 97 
G3 A (293) 97 97 97 
 N (1003) 81 91 92 

i: Different types of training/testing groups are defined in Table  2.1 
ii: The classes are: T = Tooth, A = Amalgam, N = Noncontact 
iii: Linear scaling: scaled to the interval [0,1]. Normal scaling: scaled to have zero mean and unit variance 
iv: The number of test samples for each group/class is given in the parenthesis  
v: The accuracy percentage of each group/class with the corresponding scaling method 

Although the difference between accuracies of no scaling in contact (tooth, 

composite/amalgam) and noncontact classes was not as significant as the difference 

among lower p’s, it is still observable in above tables. As it was stated in section  2.2.2, 

all contact data mostly had higher signal powers (amplitudes) than noncontact data. 

Therefore, while no scaling was used, the classifiers could not efficiently discriminate 

between contact classes (tooth and composite in TCN; tooth and amalgam in TAN), 

which made them to act mostly as binary classifiers (between contact and noncontact 

classes). Employing scaling methods could enhance the classifiers performance for both 

cases, and the accuracies of all classes increased.  

Considering all testing/training groups, the accuracy range and average of both 

cases for different feature scaling methods are presented in Table  2.9 and Table  2.10. 

The classification accuracy range was obtained from the minimum to the maximum 

accuracy for each class. The classification accuracy average was computed by the 

arithmetic mean of all the accuracies of a class. 
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Table  2.9 The Classification Accuracy Range and Average for Different 
Feature Scaling Methods in TCN Case (64 features, RBF kernel) 

 Feature Scaling Methods i 

Classes ii No Scaling 
(Range) 

No Scaling 
(Average) 

Linear 
(Range) 

Linear 
(Average) 

Normal 
(Range) 

Normal 
(Average) 

T 70–84 iii 76 74–98 88 69–97 86 
C 64–91 79 80–91 87 76–97 85 
N 88–98 92 84–97 90 81–98 90 

i: Linear scaling: scaled to the interval [0,1]. Normal scaling: scaled to have zero mean and unit variance 
ii: T = Tooth, C = Composite, N = Noncontact 
iii: The accuracy range and average are represented by percentage  

Table  2.10 The Classification Accuracy Range and Average for Different 
Feature Scaling Methods in TAN Case (32 features, linear kernel) 

 Feature Scaling Methods i 

Classes ii No Scaling 
(Range) 

No Scaling 
(Average) 

Linear 
(Range) 

Linear 
(Average) 

Normal 
(Range) 

Normal 
(Average) 

T 89–96 iii 93 91–97 94 92–97 95 
A 65–100 85 80–97 89 83–97 90 
N 67–81 72 87–94 91 85–95 91 

i: Linear scaling: scaled to the interval [0,1]. Normal scaling: scaled to have zero mean and unit variance 
ii: T = Tooth, A = Amalgam, N = Noncontact 
iii: The accuracy range and average are represented by percentage  

As Table  2.9 indicates, for TCN case, linear scaling had a more reliable response 

in the sense that it had the highest minimum range among all of the classes (except the 

noncontact class). In addition for TAN (Table  2.10), most often normal scaling had the 

highest minimum/maximum ranges among all of the classes (except the minimum range 

of the noncontact class). In TCN case, the total accuracy for different feature scaling 

methods was as 85%, 89%, and 88% for no scaling, linear scaling, and normal scaling 

respectively. The total accuracy for TAN case was 81%, 91%, and 92% for no scaling, 

linear scaling, and normal scaling respectively. According to these results, linear and 

normal scaling methods were selected for TCN and TAN cases respectively. 
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2.4.3. SVM Kernel 

The previous results of Table  2.4 (TCN case) and Table  2.5 (TAN case) were 

obtained for RBF and linear kernels respectively. In this section, the effect of RBF 

(Eq.  2.13) and linear (Eq.  2.14) kernels on the classification accuracy of each case is 

studied. Similar to section  2.4, in TCN case, 64 features, and linear scaling was used; 

whereas in TAN case, 32 features, and normal scaling was employed. 

The optimal value of hyper–parameters as well as their corresponding cross 

validation accuracy for RBF and linear SVM kernels is presented in Appendix E. The 

obtained hyper–parameters then were used to train the SVM classifiers for TCN and 

TAN using both RBF and linear kernels. Table  2.11 (TCN case) and Table  2.12 (TAN 

case) indicate the accuracy of these classifiers on the testing data. 

As Table  2.11 shows, linear kernel for TCN case had a better result for 

noncontact classes. For example in the group G3, the classification accuracy of 

noncontact class was increased from 89% to 92% by changing the RBF kernel to the 

linear one. In other classes, except for composite of group G2, using RBF kernel 

resulted better classification accuracies. Considering the results of Table  2.12, it can be 

observed that in most of the classes/groups, using linear kernel for TAN case had a 

better accuracy comparing to the RBF kernel. The only two exceptions were amalgam 

class of group G3 and noncontact class of group G1.  

As it was stated before, the computational complexity of using SVM with linear 

and RBF kernels is O(p) and O(nSVp) respectively, where p is the number of features, 

and nsv indicates the number of support vectors. In addition, as it was shown in 

section  2.4.1, the maximum accuracy for TCN and TAN cases was achieved at p = 64, 

and p = 32. Therefore, it can be concluded that the computational cost of using TCN 

case was more than TAN. Considering all testing/training groups, the accuracy range 

and average of both cases using different kernels are presented in Table  2.13 and 

Table  2.14. 

As Table  2.13 indicates for TCN case, RBF kernel had a better accuracy range 

and average for tooth class comparing to linear kernel. For composite class, RBF had a 
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higher minimum range. In the noncontact class, although linear kernel had a more 

accurate range and average; its difference with RBF kernel was not significant. 

Table  2.11 The Effect of Different SVM Kernels in Classification Accuracy of 
TCN Case (64 features, linear scale) 

  SVM Kernels iii  
Groups i Classes ii RBF Linear 

 T (579) iv 93 v 83 
G1 C (225) 88 87 

 N (1021) 84 85 

 T (608) 74 67 
G2 C (338) 91 96 

 N (1047) 97 98 

 T (567) 98 93 
G3 C (283) 80 69 

 N (1055) 89 92 

i: Different types of training/testing groups are defined in Table  2.1 
ii: The classes are: T = Tooth, C = Composite, N = Noncontact 
iii: RBF: Radial Basis Function (Eq.  2.13); Linear Kernel (Eq.  2.14) 
iv: The number of test samples for each group/class is given in the parenthesis  
v: The accuracy percentage of each group/class with the corresponding SVM kernel 

The total accuracy of TCN case was 89%, 87% for RBF and linear kernels 

respectively. Considering these facts, it can be concluded that choosing the RBF kernel 

for TCN case would obtain more accurate results.  

As Table  2.14 indicates for TAN case, the linear kernel had a better accuracy 

range and average for noncontact class comparing to RBF kernel. For amalgam and 

tooth classes, linear kernel had a higher minimum range. The total accuracy of TAN 

case was 86%, 92% for RBF and linear kernels respectively. According to these facts, it 

can be concluded that choosing the linear kernel for TAN case would obtain more 

accurate results.  
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Table  2.12 The Effect of Different SVM Kernels in Classification Accuracy of 
TAN Case (32 features, normal scale) 

  SVM Kernels iii  
Groups i Classes ii RBF Linear 

 T (579) iv 96 v 96 
G1 A (368) 74 83 

 N (922) 87 85 

 T (608) 91 92 
G2 A (284) 81 92 

 N (911) 87 95 

 T (567) 97 97 
G3 A (293) 98 97 

 N (1003) 76 92 

i: Different types of training/testing groups are defined in Table  2.1 
ii: The classes are: T = Tooth, C = Composite, N = Noncontact 
iii: RBF: Radial Basis Function (Eq.  2.13); Linear Kernel (Eq.  2.14) 
iv: The number of test samples for each group/class is given in the parenthesis  
v: The accuracy percentage of each group/class with the corresponding SVM kernel  

2.4.4. Temporal Voting 

Temporal voting is a promising approach to enhance the classification accuracy. As it 

was mentioned previously in section  2.2.3, the recorded sounds were windowed 

(framed) with 50% overlapping (Hamming windowing). The appropriate features were 

extracted from each window, and were considered as one sample data. In this approach, 

the used time interval is equal to the window–length (WL) as Figure  2.12a shows.  

In the temporal voting approach, the time interval is chosen so that it covers 

more than one window. As Figure  2.12b indicates, the time interval is corresponding to 

five windows (considering 50% of overlapping). In such an approach, the class of each 

sample in the selected time interval is first found separately, i.e. the class of data 

associated with W1, W2, ..., W5. Then, the class that has the maximum votes would be 

assigned to the sample associated with W1 (Figure  2.12b). For example, if W1 and W3 
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are tooth class and W2, W4, and W5 are noncontact class; W1 will be assigned a 

noncontact class. 

Table  2.13 The Classification Accuracy Range and Average for Different SVM 
Kernels in TCN Case (64 features, linear scale) 

SVM Kernels i 
Classes ii RBF (Range) RBF (Average) Linear (Range) Linear (Average) 

T 74–98 iii 88 67–93 81 
C 80–91 87 69–96 85 
N 84–97 90 85–98 92 

i: RBF: Radial Basis Function (Eq.  2.13); Linear Kernel (Eq.  2.14) 
ii: T = Tooth, C = Composite, N = Noncontact 
iii The accuracy range and average are represented by percentage  

Table  2.14 The Classification Accuracy Range and Average for Different SVM 
Kernels in TAN Case (32 features, normal scale) 

SVM Kernels i 
Classes ii RBF (Range) RBF (Average) Linear (Range) Linear (Average) 

T 91 –97 iii 95 iii 92–97 95 
A 74–98 84 83–97 90 
N 76–87 83 85–95 91 

i: RBF: Radial Basis Function (Eq.  2.13); Linear Kernel (Eq.  2.14) 
ii: T = Tooth, A = Amalgam, N = Noncontact 
iii The accuracy range and average are represented by percentage  

If the selected number of windows in the temporal voting approach is nw (with 

50% overlapping) and the length of each window is WL, the used time interval is 

(nw + 1)
2

 WL 

 2.15 

In this section, the hyper–parameters of Table  2.3 was used to train TCN and 

TAN classifiers for different training/testing groups (Table  2.1). For TCN case, 64 

features were selected, linear feature scaling was used, and RBF kernel was chosen. 
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For TAN case, 32 features were selected, normal feature scaling was employed, and 

linear kernel was used. Table  2.15 and Table  2.16 compare the effect of the temporal 

voting with different number of windows on the classification accuracies of the trained 

TCN and TAN classifiers. 

W1
W2

W3
W4

W5

W1 Time Axis

Time Axis

Time Interval

Time Interval

a)

b)

W: Window

 

Figure  2.12 The Schematic of Temporal Voting Approach 

Based on the results of Table  2.15 and Table  2.16, increasing the number of 

windows could enhance the classification accuracy. For example in Table  2.15, the 

classification accuracy of tooth in group G2 was increased from 74% to 81% by 

choosing 15 windows. Using the temporal voting approach also increased the used time 

interval; as for the example, it was changed from 44 ms (1 window) to 350 ms (15 

windows). Generally, there is a compromise between the classification accuracy, and the 

used time interval, because a higher accuracy in a shorter time is desirable. The used 

time interval of temporal voting approach can be compared to human reaction–time. 

Thus far, no investigations were found in the literature on reaction–time of dentists in 

restoration procedures for preventing removal of healthy tooth layers. However, the 

averaged human recognition reaction–time was reported to be around 384 ms, [108]. In 

recognition reaction–time experiments, there were various stimuli, and the participants 

should have responded only to some of them (not all), which was the most similar 

reaction–time to our study. 
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Table  2.15 The Effect of the Temporal Voting with Different Number of Windows 
in The Classification Accuracy of TCN Case (64 features, RBF 
kernel, linear scale) 

 Number of Windows (𝐧𝐰) 
Groups i Classes ii 1 2 5 10 15 20 25 30 35 40 44 

 T (579) iv 93 iii 94 95 96 97 98 99 100 100 100 100 
G1 C (225) 88 88 88 92 92 94 95 96 100 100 100 
 N (1021) 84 86 86 88 89 90 90 91 92 93 93 

 T (608) 74 74 78 78 81 82 84 84 86 86 86 
G2 C (338) 91 94 93 99 100 100 100 100 100 100 100 
 N (1047) 97 98 98 98 98 98 98 98 98 98 98 

 T (567) 98 99 99 100 100 100 100 100 100 100 100 
G3 C (283) 80 80 80 84 85 89 90 90 90 90 90 
 N (1055) 89 90 90 91 92 94 95 95 95 95 95 

i: Different types of training/testing groups are defined in Table  2.1 
ii: The classes are: T = Tooth, C = Composite, N = Noncontact 
iii: The accuracy percentage of each group/class and number of windows  
iv: The number of test samples for each group/class is given in the parenthesis 

The least time interval, corresponded to one window (~44 ms), was 

approximately 9 times smaller than the averaged human recognition reaction–time. To 

have a time interval less than 384 ms, the number of windows should be less than 17 

according to Eq.  2.15. However, dental restoration procedures are complicated 

operations and discerning the boundary of dental materials is very challengeable for 

dentists, because of limited functionality of human senses. Therefore, the recognition 

reaction–time for restorative operations seems to be more than the reported value.  

Table  2.17 compares the accuracy range and average for nw = 15 

(corresponding to 350 ms time interval) with nw = 1 (corresponding to 44 ms). 

The results of Table  2.17 indicate the effect of using the temporal voting 

approach in improving the accuracy ranges and averages of both cases. The total 

accuracy of TCN was increased from 89% for nw = 1 to 93% for nw = 15. The total 

accuracy of TAN was also increased from 92% to 94% for nw = 1 and nw = 15 

respectively.  
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Table  2.16 The Effect of the Temporal Voting with Different Number of Windows 
in The Classification Accuracy of TAN Case (32 features, linear 
kernel, normal scale) 

Number of Windows (𝐧𝐰) 
Groups i Classes ii 1 2 5 10 15 20 25 30 35 40 44 

 T (579) iv 96 iii 97 98 98 99 100 100 100 100 100 100 
G1 A (368) 83 82 80 81 79 80 80 80 81 82 83 
 N (922) 85 86 84 86 86 86 86 83 86 86 85 

 T (608) 92 93 94 94 95 96 96 97 97 97 98 
G2 A (284) 92 93 94 94 96 97 97 97 97 97 97 
 N (911) 95 96 96 97 97 97 97 97 97 97 97 

 T (567) 97 98 99 99 100 100 100 100 100 100 100 
G3 A (293) 97 98 99 100 100 100 100 100 100 100 100 
 N (1003) 92 93 92 94 95 95 95 95 95 96 96 

i: Different types of training/testing groups are defined in Table  2.1 
ii: The classes are: T = Tooth, A = Amalgam, N = Noncontact 
iii: The accuracy percentage of each group/class and number of windows 
iv: The number of test samples for each group/class is given in the parenthesis 
Table  2.17 The Classification Accuracy Range and Average for Different 

Number of Windows in Using the Temporal Voting Approach for 
Both Cases (TCN case: 64 features, RBF kernel, linear scale; TAN 
case: 32 features, linear kernel, normal scale) 

Classes i 𝐧𝐰 = 𝟏  
(Range) ii 

𝐧𝐰 = 𝟏  
(Average) 

𝐧𝐰 = 𝟏𝟓  
(Range) 

𝐧𝐰 = 𝟏𝟓  
(Average) 

T 74–98 iii 88 iii 81–100 92 
C 80–91 87 92–100 93 
N 84–97 90 89–98 93 

T 92–97 95 95–100 98 
A 83–97 90 79–100 91 
N 85–95 91 86–97 93 

i: The classes are: T = Tooth, C = Composite, A = Amalgam, N = Noncontact 
ii: nw = Number of windows in the temporal voting approach. nw = 1 means not using the temporal voting 
approach 
iii: The percentage of accuracy range and average for each class/group/number of windows in the temporal 
voting approach  
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2.4.5. Classification Scheme 

As it was mentioned in section  2.3.3, the one–against–one (OAO) scheme was 

used for multi–class SVM. An alternative approach is considering a hierarchical 

classification scheme, which is depicted in Figure  2.13. In this scheme, a hierarchical 

structure with two levels is considered. In the first level, the classifier decides if the data 

belong to the contact or noncontact classes. The second level is used for contact data, 

and based on the classification case, it determines between tooth/composite (case 1 in 

Figure  2.13), or tooth/amalgam (case 2 in Figure  2.13). 

In order to employ the hierarchical scheme for TCN case, two bi–class models 

for contact/noncontact (Con/N) and tooth/composite (T/C) were obtained. To train these 

models, 64 averaged FFT coefficients were selected as features and each feature vector 

was linearly scaled. An RBF kernel was chosen and the optimal values for hyper–

parameters were found by a 5–fold cross validation. Table  2.18 shows the optimal 

values of the hyper–parameters. 

The cross–validation accuracies of Table  2.18 were between 99%–100%, and 

therefore the obtained hyper–parameters were chosen for training the bi–class models. 

Table  2.19 shows the classification accuracies of the developed models for different 

training/testing groups. The developed models of Table  2.19 were employed in the 

hierarchical scheme (Figure  2.13), and Table  2.20 shows the classification accuracy of 

this scheme for TCN case and compares the results with the one–against–one (OAO) 

scheme. 

As Table  2.20 shows, the hierarchical scheme improved the classification 

accuracy of the tooth class for groups G1 and G2. The accuracy in classification of 

composite of G2 as well as noncontact classes of G2 and G3 were also increased for 

the hierarchical scheme. Considering all the training/testing groups, Table  2.21 

represents the classification accuracy range and average of each class for hierarchical 

and OAO schemes (TCN case). 
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Figure  2.13 The hierarchical classification scheme 

Table  2.18 The Hyper–Parameters’ Values from 5–Fold Cross Validation for the 
Hierarchical Classification Scheme in TCN Case (64 features, RBF 
kernel, linear scale)  

Bi–Class Models i 𝐂𝐆𝟏ii 𝛄𝐆𝟏 𝐂𝐕𝐆𝟏 iii 𝐂𝐆𝟐 𝛄𝐆𝟐 𝐂𝐕𝐆𝟐 𝐂𝐆𝟑 𝛄𝐆𝟑 𝐂𝐕𝐆𝟑 

Con/N 32768 2 99 8 2 99 32768 2 99 
T/C 32768 1 100 32768 0.5 100 2 0.5 100 

i: Con = Contact, N = Noncontact, T = Tooth, C = Composite 
ii: G1, G2, and G3 corresponds to data sets specified in Table  2.1 
iii: CV = Cross Validation accuracy (percentage) for each group 

As Table  2.21 indicates, OAO scheme had a better minimum accuracy range and 

average over the hierarchical approach for composite and noncontact classes. In 

addition, the total accuracy for the hierarchical and OAO schemes was 88%, and 89% 

respectively.  

Similar to TCN case, two bi–class models for contact/noncontact (Con/N) and 

tooth/amalgam (T/A) were obtained for TAN case. To train these models, 32 averaged 

FFT coefficients were selected as the features, and each feature vector was normally 

scaled to have zero mean and unit variance. A linear kernel was chosen, and the optimal 

values for hyper–parameters were found by a 5–fold cross validation. Table  2.22 shows 

the optimal values of the hyper–parameters; and Table  2.23 indicates the classification 

accuracies of the developed models for different training/testing groups. 
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Table  2.19 The Classification Accuracy of Bi–Class Models of the Hierarchical 
Scheme for TCN Case (64 features, RBF kernel, linear scale) 

  Groups ii 
Bi–Class Models i Classes i G1 G2 G3 

Con/N 
Con 98 (804) iii 92 (946) 96 (850) 

N 76 (1021) 98 (1047) 91 (1055) 

T/C 
T 98 (579) 87 (608) 98 (567) 
C 81 (225) 97 (338) 87 (283) 

i: Con = Contact, N = Noncontact, T = Tooth, C = Composite  
ii: Groups are based on Table  2.1 
iii: The accuracy is represented by percentage. The number of testing samples is shown in the parenthesis. 

Table  2.20 The Comparison between One–Against–One and Hierarchical 
Classification Schemes for TCN Case (64 features, RBF kernel, 
linear scale) 

 
 Groups iii 

Classification Scheme i Classes ii G1 G2 G3 

 T 97 (579) iv 75 (608) 97 (567) 
Hierarchical C 77 (225) 96 (338) 80 (283) 
 N 76 (1021) 98 (1047) 91 (1055) 

 T 93 (579) 74 (608) 98 (567) 
One–Against–One  C 88 (225) 91 (338) 80 (283) 
 N 84 (1021) 97 (1047) 89 (1055) 

i: Hierarchical scheme is depicted Figure  2.13 
ii: The classes are: T = Tooth, C = Composite, N = Noncontact 
iii: Different types of training/testing groups are defined in Table  2.1 
iv: The classification accuracy percentage of each class/group/classification scheme. The number of testing 
samples is shown in the parenthesis.  

The developed models of Table  2.23 were employed in the hierarchical scheme 

(Figure  2.13), and Table  2.24 shows the classification accuracy of this scheme for TAN 

case and compares the results with one–against–one (OAO) scheme. 
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Table  2.21 The Classification Accuracy Range and Average of Hierarchical and 
One–Against–One (OAO) Schemes for TCN Case (64 features, RBF 
kernel, linear scale) 

  Classification Schemes i  
Classes ii Hierarchical (Range) Hierarchical (Average) OAO (Range) OAO (Average) 

T 75–97 ii 89 ii 74–98 88 
C 77–96 86 80–91 87 
N 76–98 88 84–97 90 

i: Hierarchical scheme is depicted Figure  2.13. OAO: One Against One 

ii: T = Tooth, C = Composite, N = Noncontact  
iii: The percentage of accuracy range and average for each case/class/classification scheme 
Table  2.22 The Hyper–Parameters’ Values from 5–Fold Cross Validation for the 

Hierarchical Classification Scheme in TAN Case (32 features, linear 
kernel, normal scale)  

Bi–Class Models i 𝐂𝐆𝟏ii 𝐂𝐕𝐆𝟏 iii 𝐂𝐆𝟐 𝐂𝐕𝐆𝟐 𝐂𝐆𝟑 𝐂𝐕𝐆𝟑 

Con/N 0.25 96 0.5 95 1 94 
T/A 32768 100 32768 100 32768 100 

i: Con = Contact, N = Noncontact, T = Tooth, A = Amalgam 
ii: G1, G2, and G3 corresponds to data sets specified in Table  2.1 
iii: CV = Cross Validation accuracy (percentage) for each group 

According to Table  2.24, tooth class of group G2, amalgam class of group G1, 

and noncontact class of groups G1 and G3, had a better accuracy in the hierarchical 

scheme. For other classes/groups, OAO scheme had better performance. The maximum 

difference between the accuracies of both schemes was for tooth of G1, in which the 

OAO classification was 17% (96%–79%) more accurate than the hierarchical scheme. 

Table  2.25 represents the classification accuracy range and average of each class for 

hierarchical and OAO schemes (TAN case). 

As Table  2.25 indicates, except for the noncontact class, OAO classification had 

more accurate average and range comparing to the hierarchical scheme. The total 

accuracy for the OAO classification was 92%, whereas for the hierarchical scheme was 

91%.  
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At the end, it should also be mentioned that the computational complexity of 

hierarchical scheme is less than OAO, because it included two binary classifiers 

(“contact vs. noncontact", and “tooth vs. composite (amalgam)”), whereas OAO 

comprised three binary classifiers (“tooth vs. noncontact”, “composite (amalgam) vs. 

noncontact”, and “tooth vs. composite (amalgam)”. 

Table  2.23 The Classification Accuracy of Bi–Class Models of the Hierarchical 
Scheme for TAN Case (32 features, linear kernel, normal scale) 

  Groups ii 
Bi–Class Models i Classes i G1 G2 G3 

Con/N 
Con 86 (947) iii 90 (892) 95 (860) 

N 93 (922) 89 (911) 97 (1003) 

T/A 
T 100 (368) 97 (608) 99 (567) 
A 88 (579) 100 (284) 100 (293) 

i: Con = Contact, N = Noncontact, T = Tooth, A = Amalgam  
ii: Groups are based on Table  2.1 
iii: The accuracy is represented by percentage. The number of testing samples is shown in the parenthesis. 

Table  2.24 The Comparison between One–Against–One and Hierarchical 
Classification Schemes for TAN Case (32 features, linear kernel, 
normal scale) 

 
 Groups ii 

Training Classes i G1 G2 G3 

 T  79 (579) iii 94 (608) 96 (567) 
Hierarchical A 85 (368) 80 (284) 94 (293) 
 N 93 (922) 89 (911) 97 (1003) 

 T 96 (579) 92 (608) 97 (567) 
One–Against–One A 83 (368) 92 (284) 97 (293) 
 N 85 (922) 95 (911) 92 (1003) 

i: The classes are: T = Tooth, A = Amalgam, N = Noncontact 
ii: Different types of training/testing groups are defined in Table  2.1 
iii: The accuracy percentage of each training/class/group. The number of testing samples is shown in the 
parenthesis. 
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In addition, considering the fact that the total classification accuracy of OAO 

scheme for both cases was only 1% more, the hierarchical scheme can be chosen 

whenever less computational complexity is desirable. 

Table  2.25 The Classification Accuracy Range and Average of One–Against–
One and Hierarchical Schemes for TAN Case (32 features, linear 
kernel, normal scale) 

  Classification Schemes i  
Classes ii Hierarchical (Range) Hierarchical (Average) OAO (Range) OAO(Average) 

T 79–96 iii 90 iii 92–97 95 
A 80–94 86 83–97 90 
N 89 –97 93 85–95 91 

i: Hierarchical scheme is depicted Figure  2.13. OAO: One Against One 

ii: T = Tooth, A = Amalgam, N = Noncontact  
iii: The percentage of accuracy range and average for each case/class/classification scheme 

2.4.6. Variability of Tooth 

The previous results were obtained using the data that were collected by 

performing cutting on one tooth (tooth 1). These data then were divided to different 

training and testing groups as Table  2.1 indicates. In order to investigate, the effect of 

tooth variability on the classification accuracy, another experiment was conducted similar 

to the previous one, but on another intact extracted human third molar (tooth 2). All the 

collected data from tooth 1 were used for training, and the data from tooth 2 was used 

for testing. Similar to previous results, for TCN case, 64 features, linear scaling, and 

RBF kernel were used, whereas for TAN, 32 features, normal scaling, and linear kernel 

were employed. The hyper–parameters were found using 5–fold cross validation, and 

are presented in Table  2.26.  

The obtained hyper–parameters then were used to train the TCN and TAN 

classifiers. The performances of the trained classifiers were tested on data collected 

from tooth 2, as Table  2.27 shows.  

Since the tests were performed only on tooth 2, the classes were tooth and 

noncontact (based the test format depicted in Figure  2.3). The variation between 
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different teeth caused a reduction in the classification accuracies; however, they were 

still in an acceptable range (the minimum was 70% among 1476 test samples). 

Considering all data, the total accuracies of testing on tooth 2 were 72% and 79% for 

TCN and TAN cases respectively.  

Table  2.26 The Hyper–Parameters’ Values from 5–Fold Cross Validation Using 
All Data Collected from Tooth 1 (TCN case: 64 features, RBF kernel, 
linear scale; TAN case: 32 features, linear kernel, normal scale) 

Cases i 𝐂 𝛄 𝐂𝐕 ii 

TCN 16 1 98 
TAN 0.25 – 92 

i: T = Tooth, C = Composite, A = Amalgam, N = Noncontact 
ii: CV = Cross Validation accuracy (percentage) for each group 

Table  2.27 The Classification Accuracies of Testing on Tooth 2 (TCN case: 64 
features, RBF kernel, linear scale; TAN case: 32 features, linear 
kernel, normal scale) 

 Cases 
Classes i TCN i TAN i 

T 70 (1476) ii 79 (1476) 
N 74 (1432) 80 (1432) 

i: T = Tooth, C = Composite, A = Amalgam, N = Noncontact  
ii: The accuracy is represented by percentage. The number of testing samples is shown in the parenthesis 

2.5. Summary and Conclusions 

In this chapter, according to two widely used restorative materials i.e., amalgam 

and composite, and the fact that a tooth is not filled with both materials simultaneously, 

two classification cases were studied. In the first case, tooth, composite, and noncontact 

classes were considered (TCN), whereas in the second case, tooth, amalgam, and 

noncontact classes were chosen (TAN).  

A methodology was proposed for studying the classification cases which had 

seven stages as data collection, preprocessing, labeling, windowing, feature extraction, 
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feature scaling, and classification. For TCN, it was indicated that 64 features, linear 

scaling, and RBF kernel had a better performance. In this case, the following accuracy 

ranges were obtained: tooth (74%–98%), composite (80%–91%), and noncontact (84%–

97%). For TAN, it was shown that 32 features, normal scaling, and linear kernel obtained 

more accurate results. In this case, the accuracy ranges were 92%–97% for tooth, 83%–

97% for amalgam, and 85%– 95% for noncontact class.  

These results indicated that for TCN and TAN cases, different combinations from 

number of features, method of scaling, and type of kernel obtained the maximum 

accuracies. The proposed method was also applicable for real–time implementations, 

because the window–length was less than 44 ms, which caused the decision to be made 

on a small fraction of time. In addition, the computational complexity of using SVM was 

appropriate, in particular for the linear kernel. 

After investigating the effect of the above mentioned factors, the concept of 

temporal voting was introduced and it was indicated that the overall performance of both 

cases was improved. For example, when nw = 15 (number of windows), the results in 

TCN case were: tooth (81%–100%), composite (92%–100%), and noncontact class 

(89%–98%). In TAN case, the results were 95%–100% for tooth, 79%–100% for 

amalgam, and 86%–97% for noncontact class. The used time interval for 15 windows 

was less than human recognition response-time; however, more studies should be 

conducted to obtain the dentists’ response-time in recognition of tooth layers from 

restorative materials.  

The effect of hierarchical scheme was also studied, and its results were 

compared to those of the one–against–one (OAO) scheme. It was concluded that OAO 

approach had a better performance than hierarchical scheme for both cases. However, 

the difference between the total accuracies of these schemes in both cases was only 

1%, and the computational complexity of hierarchical scheme was less than OAO. 

Therefore, for future implementations, the hierarchical scheme may be preferred 

because of its less computational cost, and small accuracy difference to OAO scheme.  

The reasons for misclassifications were different, however one important source 

of error was identifying the data in the transition from noncontact to contact region and 
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vice versa (Figure  2.3). In chapter  3, we will see that the frequency of handpiece sound 

indicates the speed. In the exact moment of contacting, the handpiece speed reduced, 

however the reduction was not significant in the first time-windows after the contact 

(transition region). The same explanations hold true for the exact moment of noncontact 

(after the contact), in which the speed-increase was not significant in the transition 

region.  

As it was explained, the handpiece speed was used for labeling (directly) and 

classification (indirectly through the averaged FFT coefficients). Therefore, labeling and 

classification of the transition data were challenging, because their spectral properties 

were similar to both contact and noncontact data. In order to reduce the effect of such an 

error for future investigations, perhaps designing an objective mechanism that sends a 

signal in the exact time of contact/noncontact (Figure  2.3) can increase labeling 

accuracy. Also, the effect of other features in discriminating between contact and 

noncontact data in the transition region should be studied.  

The classification accuracies were also studied with respect to number of 

features (p), and scaling methods. Employing either low number of features or no scaling 

methods changed the performance of trained SVM models to behave more as binary 

classifiers between contact and noncontact data rather than discriminating between 

three classes. It seemed poor spectral resolution at lower p’s and deficient signal–power 

resolution for no scaling approach decreased the classification accuracies.  

So far, there have not been any studies indicating how much accuracy is 

desirable in identifying tooth layers from restorative materials. However, the obtained 

results seemed acceptable for a first–time study (89% for TCN, and 91% for TAN). In 

section  2.4.6, the effect of tooth variability was studied on the classification accuracy. 

Although, the results were promising, they were acquired using a small number of test 

samples (two teeth). In addition, the effect of various factors on the discrimination 

performance was unknown; in particular in real–time circumstances. These factors 

include, but are not limited to, type of air–turbine handpiece, type of cutting bur, type of 

tooth as well as its gender and age. It is highly recommended for any future studies 

continuing this research, to investigate the effect of these factors on the classification 

performance.  
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3. Speed Measurement and Control 

3.1. Introduction 

This chapter discusses about speed measurement and control of air–turbine 

dental handpieces (ATDH). Speed control is one objective of the proposed dental 

assisting system (DAS) (Figure  1.4); because it adds autonomy to DAS to take 

appropriate actions. In addition, speed control can improve the efficiency of air–turbine 

handpieces, particularly when they are compared with electrical handpieces. 

In this chapter, first a practical and effective speed measurement method is 

introduced, and validated theoretically and experimentally. In the next step, an on/off 

solenoid valve is employed which is commanded by the pulse width modulation (PWM) 

technique to manipulate the handpiece speed. A model from the duty–cycle of PWM 

signal to the measured speed is developed that enables us to perform simulation 

analysis. Finally, a closed loop proportional–integral (PI) controller is designed and its 

performance in maintaining the handpiece speed is experimentally verified. 

3.2. Speed Measurement 

In order to provide a feedback control for air–turbine dental handpieces, the first 

step is the speed measurement. Although this measurement might be trivial for most 

control applications, it is a challenging task for ATDH. During dental operations, a dentist 

uses the handpiece with various positions and orientations. The speed measurement 

method should be designed so that, neither it gets affected by these variations nor it 

restricts the manoeuvrability of the handpiece.  

To satisfy the above goals, an indirect method of speed measurement is 

proposed which is based on the handpiece vibration measurement, and analyzing that in 

the frequency domain. In this approach, the frequency of the vibration indicates the 
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handpiece speed. This methodology can be explained theoretically based on the rotating 

unbalance concept and the vibration of a fixed–free beam.  

3.2.1. Rotating Unbalance and Fixed–Free Beam 

The asymmetry mass distribution in a rotating system causes unbalance, [109]. 

This will happen in almost all rotational systems due to the imperfections in the 

manufacturing of the components. The unbalance in a rotary system such as air–turbine 

with the speed ω revolutions per second (rps) causes vibrations at the same frequency 

ω (Hz) in the whole body (Figure  3.1a). 

Typically, the unbalance is represented by a mass m0 which rotates with the 

speed of ω around the rotational axis (Figure  3.1b). A system of springs and dampers 

also represents the stiffness and damping of the bearings which support the rotating 

shaft. These springs and dampers connect the air–turbine to the handpiece body. 

Figure  3.1c shows a simplified model of Figure  3.1b in which the turbine’s vibration is in 

only one orientation. In this orientation, if the relative displacement between the turbine 

and the body is z, the displacement of mass m0 after time t will be 

dm0
(t) = z(t) + e sin(ωt)   3.1  

The forces that body apply to the combined masses (m0 and Mt) are −KT z(t) 

and −CT  d
dt

z(t); where KT and CT are the total spring constant and the total damping 

coefficient in the z orientation. Using Newton’s second law, the motion equation is 

 

−KT z(t) − CT  
d
dt

z(t) = (Mt − m0) 
d2

dt2
z(t) + m0  

d2

dt2
[z(t) + e sin(ωt)] 

 3.2 

Rearranging the above equation results in 
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Figure  3.1 (a): The body and turbine of an air–turbine handpiece, (b) A mass–
spring–damper model of a rotating turbine that has unbalance, (c): A 
simplified model of plot (b) in which the vibration is assumed to be 
in one orientation, (d): The handpiece body from the hand gripping 
point to the head can be modeled as a fixed–free beam. 

Mt  
d2

dt2
z(t) + CT  

d
dt

z(t) + KT z(t) = m0 ω2 e sin(ωt) 
 3.3 

The steady–state solution to the above equation can be expressed as 

z(t) = A sin(ωt − θ)  3.4 

So that, 
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A =
m0e
Mt

r2

�(1 − r2)2 + (2ζr)2
 

 3.5 

θ = tan−1
2ζr

1 − r2
  3.6 

ω�n = �
KT

Mt
,       ζ =

CT
2�KT Mt

,      r =
ω
ω�n

 
 3.7 

Considering the above solution, the force that is applied to the body in the 

orientation z is  

Fz = KT z(t) + CT  
d
dt

z(t) 
 3.8 

As Eq.  3.4 illustrates, z(t) is sinusoidal with frequency ω which induces the same 

frequency to Fz. The handpiece body from the hand gripping point to the head can be 

modeled as a fixed–free beam as Figure  3.1d displays. The vibration of such a beam is, 

[109] 

w(x, t) = �Wn(x) qn(t)
∞

n=1

 
 3.9 

where x and t denote for position and time. Wn(x), and qn(t), are the nth 

vibration mode–shape (spatial term), and the corresponding generalized coordinate of 

that mode (temporal term). Wn(x) can be found through solving the following differential 

equation, 
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E I 
d4

dx4
Wn(x) −ωn

2  ρ A Wn(x) = 0;               n = 1, 2,⋯ 
 3.10 

where A, ρ, ωn, E, and  I are cross–sectional area of the beam, mass density, 

beam’s nth natural frequency, Young’s modulus, and beam cross–section moment of 

inertia respectively. Using these formulations, the forced–vibration equation for the body 

is, [109] 

E I�
d4

dx4

∞

n=1

Wn(x) qn(t) + ρ A� Wn(x) 
d2

dt2

∞

n=1

qn(t) = Fz 
 3.11 

The solution of qn(t) can be expressed as  

qn(t) = An cosωnt + Bn sinωnt +
1

ρ A b ωn
 � Qn(τ) sinωn(t − τ)

t

0
dτ 

 3.12 

where 

Qn(t) = � Fz Wn(x)dx
l

0
 

 3.13 

b = � Wn
2(x)dx

l

0
 

 3.14 

In the above equations, l indicates the handpiece length from the gripping point 

to the head. Given the solution of qn, the total vibration can be determined from Eq.  3.9. 

The first two terms on the right hand side of Eq.  3.12 denote the transient vibration, and 

the third term represents the steady–state vibration that is resulting from the forcing 

function Fz. As Eq.  3.8 indicates, the frequency of the force is ω, which is the same as 

the handpiece speed considering Eq.  3.1. In the steady–state, the body vibrates with the 
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force frequency ω and therefore, the speed of the handpiece can be measured indirectly 

by obtaining the frequency of its vibration.  

According to Eq.  3.9, different points on the handpiece can experience different 

vibration intensities depending on their position; however the frequency of the vibration 

is the same for all of them. Similar explanations can be given for various orientations of 

the handpiece (relative to the gripping point) which does not change the vibration 

frequency. As a result, as long as the sensor that captures the vibration is sufficiently 

sensitive, there is no real advantage in picking a position/orientation for sensor 

attachments. In addition, the gripping point of the hand does not affect the 

measurements, because the vibration frequency is independent of the handpiece length 

(Eq.  3.13). Given these degrees of freedom, the indirect method makes the 

measurements convenient, and guarantees the manoeuvrability of the handpiece.  

3.2.2. Experimental Validation 

The indirect speed measurement method was explained theoretically based on 

the rotating unbalance and the fixed–free beam concepts. To validate this method 

experimentally, different tests were carried out. A test setup was provided (Figure  3.2) in 

which the vibration signal and the speed of the air–turbine handpiece (NSK, Mach–Lite 

XT M) were measured by a “Dytran 3035BG” accelerometer and an ‘E30A–Pittman–

500–cpr’ encoder respectively. A high speed data acquisition card (LDS Dactron Photon 

II, 75 KHz), and a signal processing software (RT–Pro Photon) were used for obtaining 

the frequency spectrum. Table  3.1 summarizes the results, and Figure  3.3 demonstrates 

a sample spectrum diagram.  

The results of Table  3.1 indicate the measurements of both methods were very 

close to each other which validated the capability of the indirect method in capturing the 

handpiece speed. In this experiment, using the encoder for direct measurements 

involved couplings between the dental bur (the cutter) and the encoder shaft which 

induced inertia and reduced the speed range considerably. 

To indicate the performance of the indirect method in a higher speed range, 

another experiment was conducted on an electrical handpiece. The electrical handpiece 
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Figure  3.2 The experimental setup for the indirect speed measurement 
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Figure  3.3 A typical vibration spectrum for the air–turbine handpiece obtained 

was equipped with a speed measurement unit, and its speed range was higher than the 

coupled air–turbine handpiece. The rotation in electrical handpieces is similar to ATDH, 

except that they are driven by electricity. Therefore, the same explanations and 

formulations can be proposed for electrical handpieces based on the rotating 

unbalance/fixed–free beam, which made indirect measurements possible. Table  3.2 

presents a comparison between the direct and indirect speed measurement methods for 

an “NSK TI25L” electrical handpiece.  
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Table  3.1 Speed Measurement Method Comparison for the Air–Turbine 
Handpiece 

Number Indirect Method i (rps ii) Direct Method iii (rps) 

1 28.2 27.2 
2 39.2 40.1 
3 38.8 38.4 
4 33.6 33.7 

i: Indirect speed measurement is the proposed method based on the vibration analysis 
ii: Direct speed measurement was done by an encoder 
iii: rps = Revolutions per second 

Table  3.2 Speed Measurement Method Comparison for the Electrical 
Handpiece 

Number Indirect Method i (rps ii) Direct Method iii (rps) 

1 168 166.67 
2 250 250 
3 333 333.33 

i: Indirect speed measurement is the proposed method based on the vibration analysis 
ii: Direct speed measurement was done by the speed measurement unit of the electrical handpiece 
iii: rps = Revolutions per second 

The result of Table  3.2 illustrates a close agreement between both methods of 

speed measurements, and confirms the capability of the indirect method in higher speed 

ranges. 

One of the benefits of using the indirect method was its independency from the 

sensor position or handpiece orientation. In order to validate this property practically, an 

experiment was conducted. During this test, it was also investigated if the handpiece 

sound could be used in the indirect speed measurement. The nature and characteristic 

of sound and vibration are similar to each other, and most of the time these signals can 

be used interchangeably. Moreover, the real advantage of the sound signal was that it 

could be captured by microphones without any attachment to the handpiece, which 

made the speed measurement contactless.  
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Figure  3.4 displays the test setup in which, one 3D accelerometer (Dytran 

3133A1) and one 1D accelerometer (Dytran 3035BG) were placed on the head and the 

body of the handpiece respectively. The vibration and the sound of the handpiece were 

captured using these accelerometers and a “GRAS 40be” microphone. The results are 

presented in Figure  3.5 and Figure  3.6. 

Figure  3.5 compares the vibration spectrum of the handpiece for various 

orientations (x, y, and z in Cartesian coordinates). In this figure, the peak frequency was 

the same for all orientations, which confirmed the independency of the indirect speed 

measurement from the handpiece orientation. The same explanation held true for the top 

and middle plots of Figure  3.6 that display the vibration spectrum of the handpiece for 

different measurement positions (head and body). These plots indicate that the indirect 

measurement was not dependent on the measurement position. In addition as the 

bottom plot of Figure  3.6 shows, the peak frequency in the sound spectrum was the 

same as the vibration. This equality validates the capability of sound signals for indirect 

measurements.  

3.3. Speed Control 

The speed control was conducted through the input pressure to the handpiece. A 

pulse width modulation (PWM) technique, similar to the one used for electrical devices 

was adopted to manipulate the pressure. In this technique, PWM signals with a proper 

rate switched the solenoid valve on and off so that the pressure in the valve outlet was 

regulated to a mean value. Increasing/decreasing the duty–cycle (D) of PWM signals 

could increase/decrease the outlet pressure and consequently the handpiece speed. 

This pressure control technique was fast and easy to implement.  

In addition, solenoid valves are durable and energy/cost efficient compared to 

other types of control valves, [91].  

During loaded conditions, the handpiece speed reduced, and a closed–loop 

control was needed to compensate this reduction to maintain the speed at a constant 

level. A closed–loop proportional integral (PI) control is a simple, inexpensive, and 

efficient method for this purpose that can be described in discrete time as 
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Figure  3.4 One 3D and one 1D accelerometers placed on the head and body of 
the air–turbine handpiece 

0
5

10
X: 4770
Y: 9.465

X

0
10
20

X: 4770
Y: 15.74

A
cc

el
er

at
io

n 
(g

)

Y

0 2000 4000 6000 80000
5

10
X: 4770
Y: 5.726

Frequency (Hz)

Z

 

Figure  3.5 Studying the effect of orientations (x, y, and z in Cartesian 
coordinates) in capturing the vibration peak of the air–turbine 
handpiece 

 

u(n) = Kp e�(n) + Ki  � e�(j)
n

j=0

 
 3.15 

where Kp, Ki, e�, u , and n are proportional gain, integral gain, error signal, control 

signal, and time sample respectively. The input to the controller was the error signal e� 

which was obtained by subtracting the measured speed from the reference speed. The  



 

71 

0 1000 2000 3000 4000 5000 6000 7000 80000

5 X: 4790
Y: 6.016

Accelerometer on the Head

0 1000 2000 3000 4000 5000 6000 7000 80000

5
X: 4790
Y: 4.807

Accelerometer on the Body

A
cc

el
er

at
io

n 
(g

)

0 1000 2000 3000 4000 5000 6000 7000 80000

1

2
X: 4790
Y: 1.796

Pr
es

su
re

 (P
a)

Frequency (Hz)

Microphone

 

Figure  3.6 Studying the effect of positions (head, body, and non–contact 
measurement) in capturing the sound/vibration peak of the air–
turbine handpiece 

output of the controller was the control signal u that ass considered to be the duty–cycle 

D in our study. Experimental Validation 

An experimental test setup (Figure  3.7) was designed to investigate the 

performance of the proposed method for manipulating the handpiece speed. Figure  3.8 

demonstrates the schematic of this setup, in which a fast response on/off solenoid valve 

(Parker, 100psi, 12V) was selected and used in the ATDH flow path. The pressure was 

fixed at 60 psi at the inlet of the valve. The vibration/sound of the handpiece was 

obtained using the appropriate sensor, i.e. accelerometer/microphone. The sensor signal 

then was employed for determining the handpiece speed using the indirect 

measurement method. PWM signals were generated in LabView platform, and were 

amplified by a controllable power–supply (PS2x300W) to activate the solenoid valve. A 

“NI 6211” data acquisition card was utilized for interfacing between the personal 

computer and the sensor or valve. 

In this setup, changing the duty–cycle of PWM signals could vary the mean–

value of the pressure in the valve outlet, which set the handpiece revolutions at a 
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different speed. Figure  3.9 demonstrates the handpiece speed for three different duty–

cycles (D=45%, 60%, 100%). As it is observable, changing the duty–cycle of PWM 

signals varied the steady–state speed of the handpiece.  

3.3.1. Model Development 

The previous results demonstrated a relationship between the speed and the 

duty–cycle. Developing a mathematical model that could describe this relationship was 

significantly important for a better understanding of the system behavior, and performing 

simulation analysis. A simple model was preferred to facilitate the analysis, but at the 

same time it should have sufficient accuracy to capture main dynamics of the system. To 

develop such a model, the data were collected in open–loop experiments, and the 

modeled system was assumed to be from the applied duty–cycle (D) to the measured 

speed (Figure  3.8).  

The shape of the response in Figure  3.9 suggested that the nature of the system 

could be represented by a process model which is defined as a linear and low–order 

transfer–function, [110]. A process model can be described by a static gain (Ks), a time 

delay (Td), and one or more poles (P1, P2, …). Different orders of the process model were 

utilized for our system to determine the best one. In obtaining these models, the step 

response to the full duty–cycle (D =100%) was considered; and the ratio of the mean 

absolute error (MAE) to the steady–state value (SSV) in the interval of 0–5 s was used 

for comparison. 

The least–squares method, [111], was employed for estimating the parameters, 

and the results are summarized in Table  3.3. 

The values for the static gain and the time delay were Ks = 48, and Td = 0.2 

respectively. In addition as Table  3.3 shows, the first–order model had the best accuracy 

among others. This fact could also be confirmed from the dominant pole of higher–order 

models (–3.5 in the second–order, and –3.64 in the third–order) that was very close to 

the pole of the first–order model (–3.8). 
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Figure  3.7 The experimental setup for manipulating the handpiece speed 
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Figure  3.8 The schematic diagram of the proposed method for manipulating the 
handpiece speed. 

This proximity indicated that higher–order models could be reduced to the first–

order, and so the transfer function from the applied duty–cycle to the measured speed 

could be represented by 
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Figure  3.9 A comparison between different duty–cycles and their 
corresponding measured speeds 

Table  3.3 A Comparison between Different Orders of the Process Model 

Model Order  𝐏𝟏𝐢 𝐏𝟐𝐢 𝐏𝟑𝐢 MAE/SSV % ii 

First –3.8 –– –– 0.90 
Second –3.5 –70.61 –– 1.24 
Third –3.64 –16 –131.2 2.1092 

i: Poles; The static gain, and the time delay were obtained Ks = 48, and Td = 0.2 respectively. 
ii: The percentage ratio of the maximum absolute error (MAE) to the steady–state value (SSV) 

G(s) =
48e−0.2s

(s + 3.8) 
 3.16 

where s showed the Laplace domain. 

To evaluate the performance of the above model, its response to the full duty–

cycle was simulated and compared to the experimental data as Figure  3.10 displays.  

The results depicted in this Figure  3.10 indicated a close agreement between 

simulation and measurement, and confirmed the accuracy of the developed model G.  
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Figure  3.10 A comparison between the measured and simulated speeds for the 
full duty–cycle. The simulated results obtained from the model G 
described by Eq.  3.16 

The model described by Eq.  3.16 is obtained for the full duty–cycle, and could 

not represent the behavior of the system for other duty–cycles. To overcome this 

challenge, the model G should have been modified so that it reflected the system’s 

nonlinearities. The system’s major nonlinearity was in the steady–state responses as 

Figure  3.9 shows. A static relation between the applied duty–cycle and the static gain 

could model such nonlinearity. To do this, a Hammerstein model, [112], was considered 

in which a nonlinear static function was placed before the linear transfer function G. Such 

a nonlinear function mapped each duty–cycle to a static gain Knl. Given this nonlinear 

modeling, the total transfer function from the applied duty–cycle to the measured speed 

was 

GT(s, D) = Knl(D) 
48e−0.2s

(s + 3.8) 
 3.17 

It is obvious that for D =100%, the value of Knl was 1. For other duty–cycles, Knl 

was assumed to have a piecewise linear structure as shown in Figure  3.11. In this figure, 

the marked points indicate duty–cycles 45%, 60%, 100%, and their corresponding 

values. In Figure  3.12, the response of GT to duty–cycles of 45%, and 60% were 
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compared to their corresponding experimental results which validated the accuracy and 

efficiency of the developed model GT. 

3.3.2. Closed–Loop PI Controller 

As it is mentioned earlier, the handpiece speed would decrease during loaded 

conditions, and a closed–loop proportional integral (PI) controller was proposed for 

maintaining the speed. The model obtained in the previous section provided a useful 

platform for simulation analysis and designing the controller. Given this model, the PI 

controller was employed and the response of the system was simulated in the presence 

of loads. Figure  3.13 displays the result and compares it with the case that no controller 

was used. As we can see, the controller attenuated the loads and maintained the speed 

effectively.  

In order to practically evaluate the performance of the PI controller, an 

experimental test was conducted similar to the above simulation. The values of the 

proportional and integral gains were primarily determined by simulations and then were 

fine–tuned experimentally as Figure  3.14 shows. The top plot in Figure  3.14 indicates 

the response of the system for KP = 170 and KI = 2. This combination caused an 

overshoot and a slow settling–time. As the middle plot of Figure  3.14 shows, decreasing 

these gains reduced the settling–time; but the overshoot remained relatively high. 

Eventually, tuning the proportional and integral gains to KP = 10 and KI = 0.5, 

resulted in a damped response without any overshoots and an acceptable settling–time 

(the bottom plot of Figure  3.14).  

Given these tuned gains, the performance of the PI controller was tested 

practically in the presence of loads. As Figure  3.15 displays, the designed controller 

could successfully attenuate the imposed loads, and maintain the speed.  

3.4. Summary and Conclusions 

This chapter introduced an effective and practical speed measurement and 

control technique for air–turbine dental handpieces (ATDH).  
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Figure  3.11 The static gain 𝑲𝒏𝒍 in Eq.  3.17 is assumed to be piecewise linear with 
respect to the duty–cycle. The marked data points indicate duty–
cycles 45%, 60%, and 100%, and their corresponding values 
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Figure  3.12 A comparison between the measured and simulated speeds for 
duty–cycles 45%, 60%. The simulated results obtained from the 
model 𝑮𝑻 described by Eq.  3.17 

Various speed measurement methods for ATDH have been studied by Dyson and 

Darvell, [90], in which optical and magnetic techniques were highly recommended. 

These methods required confining the ATDH in the workspace of the measurement 

setup, because the position and orientation of the handpiece should have been 

maintained stationary with respect to the light/magnetic source and sensor. These 

methodologies imposed bur modifications and restricted ATDH’s movement, which 

substantially reduced the maneuverability needed for dental operations. 
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On the other hand, direct methods of speed measurement such as utilizing 

commercially available rotary encoders were not suitable either, because they involved 

couplings between the handpiece bur and the sensor shaft. As it was indicated, these 

couplings would impose inertia to the bur and reduced the speed considerably. In 

addition, these handpieces were high–speed devices, and costly encoders were needed 

for precise and reliable measurements.  

It should also be noted that measuring of ATDH’s speed through the supplied air 

variables such as pressure or flow was not a proper approach. These variables could 

only estimate the free–running speed, because in loaded conditions the speed would 

decrease for the same supplied pressure/flow, and therefore another measurement 

strategy should have been employed. 

As an alternative approach, an indirect method of speed measurement was 

introduced based on the vibration/sound of air–turbine handpieces. This measurement 

technique was explained theoretically and validated experimentally through a number of 

different tests. It was shown that this method did not depend on either sensor position or 

handpiece orientation. Thus, it allowed the measurements to be obtained without 

confining the handpiece to a setup workspace and/or restricting the maneuver. More 

importantly, the capability of the indirect technique in using sound signals was highly 

beneficial, since employing microphones could make the non–contact measurements 

possible. 

Having a practical and efficient speed measurement method, the handpiece 

speed could be controlled by manipulating the applied pressure. This manipulation for 

commercially available ATDH is provided through a foot pedal operated by dentists. This 

approach is open–loop, subjective, and highly dependent on the individual abilities and 

experience of dentists. The present study introduced another method for controlling the 

speed, which was closed–loop, objective, and automatic.  

In the proposed method, the speed manipulation was done by employing an 

on/off solenoid valve which was commanded by pulse width modulated (PWM) signals. 

In this chapter, it was shown that varying the duty–cycle of the PWM signals could 

change the speed of ATDH. The relationship between the applied duty–cycle and the  
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Figure  3.13 Simulation results indicate the ability of the designed controller for 
maintaining the speed in loaded conditions. The value of each load 
is written on top of it. The reference speed is 4200 rps 
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Figure  3.14 Three typical responses of the closed–loop system. The PI 
parameters are: top plot: 𝑲𝑷 = 𝟏𝟕𝟎, 𝑲𝑰 = 𝟐; middle plot: 𝑲𝑷 = 𝟏𝟎, 
𝑲𝑰 = 𝟎.𝟕𝟓; bottom plot: 𝑲𝑷 = 𝟏𝟎, 𝑲𝑰 = 𝟎.𝟓 
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Figure  3.15 Experimental results indicate the ability of the designed controller 
for maintaining the speed in loaded conditions. The value of each 
load is written on top of it. The reference speed is 4200 rps 

measured speed was described by a Hammerstein model that included a first–order 

transfer function with a time–delay, and a piecewise nonlinear static function.  

In order to maintain the handpiece speed in loaded conditions, a closed–loop 

proportional integral (PI) controller was utilized. This controller successfully attenuated 

the imposed loads on the handpiece and the speed was maintained. The performance 

and practicality of the proposed speed controlling approach was verified by the 

simulation and experimental results. 
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4. Conclusions and Recommendations 

In this dissertation, a dental assisting system (DAS) was proposed for 

procedures that are performed by air–turbine dental handpieces (ATDH). The objectives 

of DAS were classification between tooth layers and restorative materials, and 

controlling the speed of ATDH. This thesis was the first study that indicated the feasibility 

of classification between tooth layers and dental materials based on their cutting sounds. 

In addition, a closed–loop speed controller was proposed for air–turbine handpieces, 

and its feasibility was confirmed through simulations and experiments.  

Ultimately, the final application of the proposed DAS will be preventing 

inadvertent removal of tooth layers during complex restorative procedures. This 

innovative method can assist dentists and dental students in discerning the boundary of 

a tooth and restorative materials objectively. In particular, this method has great teaching 

values in dental educational institutes where dental students develop their tactile and 

sensory experience practicing on models, extracted teeth and patients. 

This study was at the proof–of–concept stage, which provides a solid ground for 

further investigations. The results were very promising, but they were obtained using a 

small number of cutting samples. Therefore, perhaps the most important plan for future 

studies is increasing the sample size, particularly tooth samples. Moreover, the effect of 

these factors on the generated cutting sound and classification accuracy should be 

studied: type of air–turbine handpiece, type of cutting bur, type of tooth as well as its 

gender and age, location of microphone, and different practitioners (i.e. tests are 

performed by various dentists). 

Considering the proposed methodology, the labeling process was very time–

consuming, and a computer–assisted method that can automatically label the collected 

data is highly suggested. In addition, the effect of windowing type (rectangular, hanning, 

etc), length of window, type of features (i.e. cepstrum coefficients, wavelet coefficients, 

etc), and type of classification approach should be investigated on the total accuracy. 
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The classification between tooth layers and restorative materials were conducted 

off–line; and therefore an experimental setup should be provided to verify it in real–time. 

To improve the response time of the speed controller, a solenoid valve with larger orifice 

in the inlet/outlet should be used. Other control strategies such as the model–predictive–

control can also be studied.  

The two objectives of DAS (i.e. classification and speed control) were performed 

separately. To evaluate the final performance of DAS, these two should be tested 

together to realize and reduce the time–lag between identifying a particular cutting zone, 

and taking a speed control action. In addition, after applying the speed control action, 

new patterns may occur in the cutting sound; and therefore their effects should be 

studied too. 
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Appendix A.  
 
Data Labeling 

In order to label the data, the time and frequency representations of the recorded 

signals were used. As Figure  2.3 indicates, the format of the tests included contact and 

noncontact parts. Generally, the contact part had a higher power than the noncontact 

one, and the handpiece speed was decreased during the contact. In chapter 3, it was 

shown that sound frequency indicates the handpiece speed (revolution per second: rps). 

Therefore, an increase to the signal power (time–domain representation) as well as a 

decrease to the signal frequency (frequency–domain representation) indicates the 

contact part. These two representations were used to label the data manually and 

according to the cutting material. 

Figure A. 1a indicates the time–domain representation of a recorded signal. The 

low power parts at the beginning and end of this signal were useless and were 

discarded. The data inside the red box shows the contact data. As it is observable, the 

signal power was increased for the contact data. In addition as Figure A. 1b and Figure 

A. 1c show, the handpiece speed was decreased for the contact data. These 

observations were used to assign the contact data manually. The labeling of the contact 

data was done based on the cutting material (i.e. tooth, composite, or amalgam).  
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Figure A. 1 Manual data labeling; (a) The time–domain representation of a 
recorded signal. The selected data inside the red box indicate the 
contact data; (b) The frequency–domain representation of the 
noncontact data. The frequency of the indicated peak is the 
handpiece speed; (c) The frequency–domain representation of the 
contact data. The handpiece speed is decreased in comparison to 
the noncontact data of (b).  
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Appendix B.  
 
Selection of Training Data 

In this appendix, the selection of training data for the support vector machine 

approach is discussed. Two selection schemes for training data were considered. In the 

first one, all of the training data were used; and in the second scheme, the number of 

training samples was equal for each class. nad and ned are the number of training 

samples for each class in the “all–data” and “equal–data” schemes respectively. Table 

B. 1 (TCN case) and Table B. 2 (TAN case) indicate the number of samples (nad and 

ned) for each group of data. 

Table B. 1 The Samples’ Number in Each Selection Scheme of the Training 
Data for TCN Case 

  Selection Schemes of The Training Data iii 
Groups i Classes ii All–Data (𝐧𝐚𝐝) iv Equal–Data (𝐧𝐞𝐝) v 

 T 1175 620 
G1 C 621 620 

 N  2102 620 

 T 1146 505 
G2 C 508 505 

 N 2076 505 

 T 1187 560 
G3 C 563 560 

 N 2068 560 

i: Different types of training/testing groups are defined in Table  2.1 
ii: The classes are: T = Tooth, C = Composite, N = Noncontact 
iii: Selection schemes of the training data are: “all–data” =  all of the training data were used; “equal–data” = 
the number of training samples was equal for each class 
iv: nad: the number of training samples for each class in the all–data scheme 
v: ned:  the number of training samples for each class in the equal–data scheme 
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Table B. 2 The Samples’ Number in Each Selection Scheme of the Training 
Data for TAN Case  

  Selection Schemes of The Training Data iii 
Groups i Classes ii All–Data (𝐧𝐚𝐝) iv Equal–Data (𝐧𝐞𝐝) v 

 T 1175 575 
G1 A 577 575 

 N  1914 575 

 T 1146 660 
G2 A 661 660 

 N 1925 660 

 T 1187 650 
G3 A 652 650 

 N 1833 650 

i: Different types of training/testing groups are defined in Table  2.1 
ii: The classes are: T = Tooth, A = Amalgam, N = Noncontact 
iii: Selection schemes of the training data are: “all–data”= the number of samples  all of the training data 
were used; “equal–data” = the number of training samples was equal for each class 
iv: nad: the number of training samples for each class in the all–data scheme 
v: ned:  the number of training samples for each class in the equal–data scheme 

In obtaining the equal–data scheme of Table B. 1 and Table B. 2, the minimum 

number of samples among all classes of each group was found. Then, the maximum 

multiple of 5 which was less than that minimum was considered as ned. For example in 

group G2 of Table B. 2, between tooth, amalgam, and noncontact classes; the minimum 

number of samples belonged to amalgam (661). The maximum multiple of 5 which was 

less than 661 was 660, and therefore 660 was chosen as the number of each class in 

the equal–data selection scheme (ned). 

In choosing the ned samples out of nad, an algorithm was used as follow, 

- If the difference between nad and ned was greater than or equal to nad
2

, 
the training data were down–sampled by 2.  

- If the difference between nad and ned was less than nad
2

 and greater 
than 4, the training data was divided to five equal parts, and the first 
sample of each part was excluded.  
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- If the difference between nad and ned was less 5, a number of 
samples equal to this difference was excluded from the end of training 
data. 

The above algorithm was repeated until ned samples were obtained. 

After selecting the training data, in the TCN case, 64 averaged short–time 

Fourier Transform (STFT) coefficients were selected as the features; each feature vector 

was linearly scaled; and the radial basis function (RBF) kernel was used. For the TAN 

case, 32 averaged STFT coefficients were the extracted features, each feature vector 

was normally scaled; and the linear kernel was utilized. The data were divided to the 

training/testing groups as Table  2.1 indicates. The value of hyper–parameters were 

obtained by a grid–search approach and based on 5–fold cross validation. 

Table B. 3 (TCN) and Table B. 4 (TAN) indicate the optimal value of hyper–

parameters as well as their corresponding cross validation accuracy for two selection 

schemes of the training data. 

As the results of Table B. 3 indicate, in the TCN case, the cross validation 

accuracy of both selection schemes was similar to each other. However for TAN case 

(Table B. 4), the equal–data scheme had better cross validation accuracy than the all–

data scheme.  

The hyper–parameters of Table B. 3 and Table B. 4 were used to train the 

classifiers of both cases with different selection schemes of the training data. Table B. 5 

(TCN case) and Table B. 6 (TAN case) indicate the accuracy of these classifiers on the 

testing data. 

As the results of Table B. 5 indicate for TCN case, the classification accuracy of 

the equal–data scheme in the tooth class was more than the all–data scheme for groups 

G2 and G3. In the classification of the composite class, for all the groups the equal–data 

scheme was more accurate. Considering the noncontact class, only in group G1 the 

equal–data had a better performance.  

For TAN case, as Table B. 6 shows, similar results were obtained. The equal–

data scheme was more accurate than all–data scheme in classification of the tooth 

(groups G2 and G3), the amalgam (all groups), and the noncontact class (group G3). 
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Table B. 3 The Hyper–Parameters’ Values from 5–Fold Cross Validation for 
Different Selection Schemes of the Training Data in TCN Case (64 
features, RBF kernel, linear scale) 

  Selection Schemes of The Training Data i 
Groups ii Hyper–Parameters iii All–Data Equal–Data 

 γ 1 0.5 
G1 C 32 8 

 CV 99 99 

 γ 1 1 
G2 C 16 32768 

 CV 98 98 

 γ 2 1 
G3 C 32768 32768 

 CV 99 99 

i: Selection schemes of the training data are: “all–data” =  all of the training data were used; “equal–data” = 
the number of training samples was equal for each class 
ii: G1, G2, and G3 corresponds to data sets specified in Table  2.1 
iii: C and γ are based on Eq.  2.11, and Eq.  2.13 respectively. CV = 5–fold cross validation accuracy 
percentage. 

In this case, the amalgam classification accuracy of group G1 for the all–data 

scheme was almost zero (1%)! Even using the equal–data scheme could not enhance 

the accuracy enough (32%). Therefore for group G1 of TAN case, the number of training 

samples was manually chosen as for tooth 10 samples, amalgam 50 samples, and 

noncontact 10 samples. The amalgam classification accuracy for manual–data scheme 

was significantly improved with respect to the all–data and equal–data schemes.  

Table B. 7 (TCN) and Table B. 8 (TAN) represent the classification accuracy range 

and average of each class for different selection schemes of the training data. 

According to Table B. 7, the equal–data scheme had better minimum range 

accuracy for all classes. The accuracy average of composite class was significantly 

increased for the equal–data scheme (87%–70% = 17%). In other classes, the average 

accuracy for both selection schemes was the same. Considering all the groups and 
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classes, the total accuracy of TCN case was 87% and 89% for all–data and equal–data 

schemes respectively. 

As the results of Table B. 8 indicate, a combination of equal/manual–data 

scheme (the manual scheme was only used for group G1) had better accuracy range 

and average for tooth and amalgam classes. The accuracy average of the amalgam 

class was considerably enhanced for the equal/manual–data scheme (90%–57% = 

33%). The total accuracy of TAN case was 86% for the all–data scheme, while it was 

92% for the equal/manual–data scheme. 

Table B. 4 The Hyper–Parameters’ Values from 5–Fold Cross Validation for 
Different Selection Schemes of the Training Data in TAN Case (32 
features, linear kernel, normal scale) 

  Selection Schemes of The Training Data i 
Groups ii Hyper–Parameters iii All–Data Equal–Data 

G1 
C 32768 2 

CV 97 98 

G2 
C 16 1 

CV 96 98 

G3 
C 1 1 

CV 96 98 

i: Selection schemes of the training data are: “all–data” =  all of the training data were used; “equal–data” = 
the number of training samples was equal for each class 
ii: G1, G2, and G3 corresponds to data sets specified in Table  2.1 
iii: C and γ are based on Eq.  2.11, and Eq.  2.13 respectively. CV = 5–fold cross validation accuracy 
percentage 
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Table B. 5 The Effect of Selection Schemes of the Training Data in 
Classification Accuracy of TCN Case (64 features, RBF kernel, linear 
scale) 

  Selection Schemes of The Training Data iii 
Groups i Classes ii All–Data Equal–Data 

 T (579) iv 96 v 93 
G1 C (225) 64 88 

 N (1021) 80 84 

 T (608) 71 74 
G2 C (338) 80 91 

 N (1047) 98 97 

 T (567) 97 98 
G3 C (283) 63 80 

 N (1055) 93 89 

i: Different types of training/testing groups are defined in Table  2.1 
ii: The classes are: T = Tooth, C = Composite, N = Noncontact 
iii: Selection schemes of the training data are: “all–data” = all of the training data were used; “equal–data” = 
the number of training samples was equal for each class 
iv: The number of test samples for each group/class is given in the parenthesis  
v: The accuracy percentage of each group/class with the corresponding selection scheme 
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Table B. 6 The Effect of Selection Schemes of the Training Data in 
Classification Accuracy of TAN Case (32 features, linear kernel, 
normal scale) 

  Selection Schemes of The Training Data iii 
Groups i Classes ii All–Data Equal–Data Manual–Data 

 T (579) iv 93 v 90  96 
G1 A (368) 1 32 83 

 N (922) 89 87 85 

 T (608) 91 92 – 
G2 A (284) 90 92 – 

 N (911) 97 95 – 

 T (567) 96 97 – 
G3 A (293) 95 97 – 

 N (1003) 89 92 – 

i: Different types of training/testing groups are defined in Table  2.1 
ii: The classes are: T = Tooth, C = Composite, N = Noncontact 
iii: Selection schemes of the training data are: “all–data” = all of the training data were used; “equal–data” = 
the number of training samples was equal for each class; “manual–data” = the number of training samples 
for group G1 was chosen manually as tooth (10 samples), amalgam (50 samples), and noncontact (10 
samples)  

iv: The number of test samples for each group/class is given in the parenthesis  
v: The accuracy percentage of each group/class with the corresponding selection scheme 
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Table B. 7 The Classification Accuracy Range and Average for Different 
Selection Schemes of The Training Data for TCN Case (64 features, 
RBF kernel, linear scale) 

  Selection Schemes of The Training Data i  
Classes ii All–Data (Range) All–Data (Average) Equal–Data (Range) Equal–Data (Average) 

T 71–97 88 74–98 88 
C 63–80 70 80–91 87 
N 80–98 90 84–97 90 

i: Selection schemes of the training data are: “all–data” = all of the training data were used; “equal–data” = 
the number of training samples was equal for each class 

ii: T = Tooth, C = Composite, N = Noncontact  
iii: The percentage of accuracy range and average for each case/class/classification scheme 

Table B. 8 The Classification Accuracy Range and Average for Different 
Selection Schemes of The Training Data for TAN Case (32 features, 
linear kernel, normal scale) 

  Selection Schemes of The Training Data i  
Classes 
ii 

All–Data 
(Range) 

All–Data 
(Average) 

Equal/Manual–Data 
(Range) 

Equal/Manual–Data 
(Average) 

T 91–96 93 92–97 95 
A 1–95 57 83–97 90 
N 89–97 92 85– 95 91 

i: Selection schemes of the training data are: “all–data” = all of the training data were used; “equal–data” = 
the number of training samples was equal for each class; “manual–data” = the number of training samples 
for group G1 was chosen manually as tooth (10 samples), amalgam (50 samples), and noncontact (10 
samples) 

ii: T = Tooth, A = Amalgam, N = Noncontact  
iii: The percentage of accuracy range and average for each case/class/classification scheme 
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Appendix C.  
 
Number of Features (Tables) 
Table C. 1 The Hyper–Parameters’ Values from 5–Fold Cross Validation for 

Different Number of Features in TCN case (RBF kernel, linear scale) 

 Number of Features i 

Gr
ou

ps
 ii  

Hy
pe

r–
Pa

ra
m

et
er

s 
iii  2 4 8 16 32 64 128 256 512 

 γ 2 4 8 4 2 0.5 0.5 0.25 0.125 
G1 C 8192 128 8 4 4 8 32768 32768 32768 

 CV 87 97 99 99 99 99 99 99 99 

 γ 8 8 8 8 2 1 0.25 0.25 0.03125 
G2 C 32768 512 4 8 16 32768 8 2 4 

 CV 82 91 96 98 98 98 98 98 98 

 γ 4 8 8 8 2 1 0.5 0.25 0.125 
G3 C 32768 64 4 4 8 32768 32768 32768 4 

 CV 82 90 97 99 99 99 99 98 98 

i: The features are averaged short–time Fourier transform coefficients 
ii: Different types of training/testing groups are defined in Table  2.1 
iii: C and γ are based on Equations  2.11, and  2.13 respectively. CV = 5–fold cross validation accuracy 
percentage 
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Table C. 2 The Hyper–Parameters’ Values from 5–Fold Cross Validation for 
Different Number of Features in TAN case (linear kernel, linear scale) 

 Number of Features i 

Gr
ou

ps
 ii  

Hy
pe

r–
Pa

ra
m

et
er

s 
iii  2 4 8 16 32 64 128 256 512 

G1 
C 32768 32 32 32768 32768 32768 32768 32768 32768 

CV 94 94 97 99 99 99 99 97 94 

G2 
C 2 16 32 16 1 0.25 0.03125 0.03125 0.03125 

CV 80 90 94 96 98 98 98 98 98 

G3 
C 4 4096 32768 1 1 32768 32768 0.25 0.125 

CV 83 93 96 97 98 98 99 99 98 

i: The features are averaged short–time Fourier transform coefficients 
ii: Different types of training/testing groups are defined in Table  2.1 
iii: C is based on Eq.  2.11. CV = 5–fold cross validation accuracy percentage 
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Table C. 3 The Effect of Different Number of Features in Classification 
Accuracy of TCN case (RBF kernel, linear scale) 

 Number of Features i 
Groups ii Classes iii 2 4 8 16 32 64 128 256 512 

 T (579) iv 55 v 30 48 75 83 93 96 96 96 
G1 C (225) 46 48 66 71 72 88 81 84 83 
 N (1021) 87 85 89 88 88 84 76 75 77 

 T (608) 58 70 81 75 75 74 73 74 70 
G2 C (338) 59 69 76 89 93 91 95 93 94 
 N (1047) 98 89 96 96 97 97 97 98 98 

 T (567) 60 70 90 97 97 98 96 94 94 
G3 C (283) 72 74 23 31 77 80 80 77 81 
 N (1055) 89 87 89 80 84 89 91 91 91 

i: The features are averaged short–time Fourier transform coefficients 
ii: Different types of training/testing groups are defined in Table  2.1 
iii: The classes are: T = Tooth, C = Composite, N = Noncontact 
iv: The number of test samples for each group/class is given in the parenthesis  
v: The accuracy percentage for each group/class/number of features  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

107 

Table C. 4 The Effect of Different Number of Features in Classification 
Accuracy of TAN case (linear kernel, normal scale) 

 Number of Features i 
Groups ii Classes iii 2 4 8 16 32 64 128 256 512 

 T (579) iv 98 v 97 97 97 96 95 97 98 98 
G1 A (368) 42 78 93 83 83 79 83 85 84 
 N (922) 66 72 71 79 85 90 86 82 79 

 T (608) 84 87 90 91 92 93 92 92 92 
G2 A (284) 100 100 98 87 92 92 94 95 94 
 N (911) 62 71 73 91 95 94 97 96 95 

 T (567) 96 97 97 97 97 98 98 98 98 
G3 A (293) 100 66 70 85 97 99 97 96 94 
 N (1003) 62 80 84 89 92 87 89 88 87 

i: The features are averaged short–time Fourier transform coefficients 
ii: Different types of training/testing groups are defined in Table  2.1 
iii: The classes are: T = Tooth, A = Amalgam, N = Noncontact 
iv: The number of test samples for each group/class is given in the parenthesis  
v: The accuracy percentage for each group/class/number of features  
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Appendix D.  
 
Feature Scaling (Tables) 
Table D. 1 The Hyper–Parameters’ Values from 5–Fold Cross Validation for 

Different Feature Scaling Methods in TCN Case (64 features, RBF 
kernel) 

  Feature Scaling Methods i 
Groups ii Hyper–Parameters iii No Scaling Linear Normal 

 γ 2 0.5 0.0078 
G1 C 32768 8 16 
 CV 98 99 99 

 γ 2 1 2.4414e–004 
G2 C 32768 32768, 128 
 CV 98 98 98 

 γ 4 1 0.0156 
G3 C 16384 32768, 32768 
 CV 96 99 98 

i: Linear scaling: scaled to the interval [0,1]. Normal scaling: zero mean and unit variance 
ii: Different types of training/testing groups are defined in Table  2.1 
iii: C and γ are based on Equations  2.11, and  2.13 respectively. CV = 5–fold cross validation accuracy 
percentage 
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Table D. 2 The Hyper–Parameters’ Values from 5–Fold Cross Validation for 
Different Feature Scaling Methods in TAN Case (32 features, linear 
kernel) 

  Feature Scaling Methods i 
Groups ii Hyper–Parameters iii No Scaling Linear Normal 

G1 
C 32768 32 32768 

CV 91 100 99 

G2 
C 32768 64 1 

CV 93 98 98 

G3 
C 32768 32 1 

CV 94 98 98 

i: Linear scaling: scaled to the interval [0,1]. Normal scaling: scaled to have zero mean and unit variance 
ii: Different types of training/testing groups are defined in Table  2.1 
iii: C is based on Eq.  2.11. CV = 5–fold cross validation accuracy percentage 
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Appendix E.  
 
Support Vector Machine Kernel (Tables) 
Table E. 1 The Hyper–Parameters’ Values from 5–Fold Cross Validation for 

Different SVM Kernels in TCN Case (64 features, linear scale) 

  SVM Kernels i  
Groups ii Hyper–Parameters iii RBF Linear 

 γ 0.5 – 
G1 C 8 8 

 CV 99 99 

 γ 1 – 
G2 C 32768 8 

 CV 98 98 

 γ 1 – 
G3 C 32768 4 

 CV 99 97 

i: RBF: Radial Basis Function (Eq.  2.13); Linear Kernel (Eq.  2.14) 
ii: G1, G2, and G3 corresponds to data sets specified in Table  2.1 
iii: C and γ are based on Equations  2.11, and  2.13 respectively. CV = 5–fold cross validation accuracy 
percentage 
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Table E. 2 The Hyper–Parameters’ Values from 5–Fold Cross Validation for 
Different SVM Kernels in TAN Case (64 features, normal scale) 

  SVM Kernels i  
Groups ii Hyper–Parameters iii RBF Linear 

 γ 0.0078125 – 
G1 C 32768 32768 

 CV 100 99 

 γ 0.125 – 
G2 C 32 1 

 CV 99 98 

 γ 0.0625 – 
G3 C 128 1 

 CV 99 98 

i: RBF: Radial Basis Function (Eq.  2.13); Linear Kernel (Eq.  2.14) 
ii: G1, G2, and G3 corresponds to data sets specified in Table  2.1 
iii: C and γ are based on Eq.  2.11, and Eq.  2.13 respectively. CV = 5–fold cross validation accuracy 
percentage 
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Appendix F.  
 
Artificial Neural Network 

Artificial neural network (ANN) is another machine learning algorithm that is a very 

powerful tool for learning complex relationships between inputs and outputs, [84], [113]. 

Moreover, ANN has been used for classification of audio signals such as speaker, [114] 

and radar signals, [115]. 

In this appendix, the artificial neural network is employed for our classification 

problem. Similar to the SVM approach, for TCN case, 64 averaged STFT coefficients 

were selected as the features, and each feature vector was linearly scaled. For TAN 

case, 32 averaged STFT coefficients were selected as the features, and each feature 

vector was normally scaled. The data for ANN were also divided to the same 

training/testing groups as Table  2.1. The structure of the ANN, including the hidden and 

output layers is depicted in Figure F. 1 

 

W

b

+

W

b

+

Output Layer
Output Layer

Hidden Layer
Hidden Layer

Output 
Output 

Input
Input

 
Figure F. 1 The schematic of artificial neural network 

In Figure F. 1, the input is the feature vector, and W and b are the weight and bias 

respectively. The block after the summation block is the activation function that was 

selected as the “sigmoid” in this study. The sigmoid function (σ) is represented as, [84] 

σ(α) =
1

1 + e−α
 

F.1 
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where α is the argument of the sigmoid function. To perform the classification, the 

number of neurons in the output layer was chosen 3 for both TCN and TAN cases, 

because each case has 3 classes. The class labels in the output were formed as Ei’s 

Ei = �0 … 0���
i−1

 1 0 … 0�                       i = 1, 2, 3 
F.2 

In this format, E1 = [1,0,0], E2 = [0,1,0], and E3 = [0,0,1] represents the labels for 

tooth, composite/amalgam, and non–contact classes respectively. During the training, W 

and b were found so that the mean–square–error between the network outputs and 

labels became minimum. For application of this method, neural network toolbox of 

MATLAB was employed, which utilized backpropagation, [84], for training, and randomly 

chose the initial values of weights (W) and biases (b). To train the artificial neural 

network, the same training data were employed that were previously used for the SVM 

approach. Up to 15% of the training samples were selected randomly for each of the 

validation and testing purposes. Training automatically stopped when an increase was 

occurred in the mean square error of the validation samples. The total accuracy (the 

accuracy of all classes) of the trained network was obtained for the testing samples, and 

if it was less 95%, the network was retrained with new initial conditions.  

Considering the structure of Figure F. 1 for the ANN, the number of neurons (nne) in 

the hidden layer was varied from 5 to 50 with the step of 5 for each groups (G1, G2, and 

G3 in Table  2.1) and cases (TCN and TAN). The network was trained according to the 

above mentioned procedure, and then its accuracy was obtained for the training data of 

each group. Table F. 1 and Table F. 2 show the results for TCN and TAN cases 

respectively.  

According to the results of Table F. 1 and Table F. 2, no general trends could be 

observed for the accuracy of each group/class and the number of neurons (nne). For 

example in TCN case, the accuracy of composite and noncontact classes of group G2 

did not vary considerably with the number of neurons. In the TAN case, this invariability 

could be seen for different groups/classes such as amalgam class of group G3. On the 

other hand, for some values of nne, the classification accuracy enhanced significantly. 

For example in TAN case, the accuracy of amalgam class of G1 was increased from  
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47% (nne = 10) to 89% for nne = 25 and nne = 30. However, this observation did not 

mean increasing the number of neurons could increase the accuracy, because for 

instance the maximum accuracy of tooth in G1 was occurred for nne = 5 (97%). These 

conclusions were also true for TCN case. For example the least number of neurons 

(nne = 5) could result in both maximum (87%, composite class of G1) and minimum 

(55%, tooth class of G2) accuracies.  

Considering all the training/testing groups, the accuracy of TCN and TAN classifiers 

were computed for each number of neurons, and are plotted in Figure F. 2 and Figure F. 

3. 

 

Table F. 1 The Effect of Neuron Numbers in the Hidden Layer on the 
Classification Accuracy of TCN Case (64 features, linear scale) 

Number of Neurons i (𝐧𝐧𝐞) 
Groups ii Classes iii 5 10 15 20 25 30 35 40 45 50 

 T (579) v 80 iv 84 79 78 80 81 79 80 80 80 
G1 C (225) 87 85 84 80 84 80 82 84 83 81 
 N (1021) 79 88 90 92 86 90 92 83 85 91 

 T (608) 55 63 62 66 64 59 62 63 59 61 
G2 C (338) 95 96 96 94 97 98 95 97 97 96 
 N (1047) 94 97 97 97 97 97 97 97 97 97 

 T (567) 94 93 91 90 91 93 86 95 93 92 
G3 C (283) 63 59 63 73 78 63 79 66 67 61 
 N (1055) 94 88 94 95 94 91 94 90 93 92 

i: Number of neurons (nne) in the hidden layer of the artificial neural network (Figure F. 1) 
ii: Different types of training/testing groups are defined in Table  2.1 
iii: The classes are: T = Tooth, C = Composite, N = Noncontact 
iv: The accuracy percentage of each group/class and number of neurons  
v: The number of test samples for each group/class is given in the parenthesis 
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In the TCN case as Figure F. 2 shows, the ANN approach resulted in the highest 

classification accuracy for noncontact class. The next most accurate class was 

composite, and the tooth had the least classification accuracy among all. To choose the 

best number of neurons in using the ANN approach, the total accuracy among all 

groups/classes was considered. The maximum of the total accuracy in the TCN case 

was 88% that was obtained for nne = 20. 

In the TAN case as Figure F. 3 indicates, a distinct order of classification 

accuracies could not be observed for different classes (similar to what was seen in the 

TCN case); however for high–values of nne (i.e. nne ≥ 35), there was an order of high to 

low accuracies for noncontact, amalgam, and tooth respectively. 

Table F. 2 The Effect of Neuron Numbers in the Hidden Layer on the 
Classification Accuracy of TAN Case (32 features, normal scale) 

Number of Neurons i (𝐧𝐧𝐞) 
Groups ii Classes iii 5 10 15 20 25 30 35 40 45 50 

 T (579) v 97 iv 88 91 70 51 62 79 60 62 87 
G1 A (368) 55 47 51 88 89 89 77 69 85 69 
 N (922) 68 98 92 98 98 99 97 99 99 98 

 T (608) 83 83 87 83 85 79 87 84 84 83 
G2 A (284) 98 99 100 97 97 95 96 95 97 93 
 N (911) 95 95 94 94 95 94 95 95 96 97 

 T (567) 92 97 98 98 98 98 98 98 98 98 
G3 A (293) 96 95 95 95 95 96 95 95 96 96 
 N (1003) 81 80 82 83 86 88 86 91 93 85 

i: Number of neurons (nne) in the hidden layer of the artificial neural network (Figure F. 1) 
ii: Different types of training/testing groups are defined in Table  2.1 
iii: The classes are: T = Tooth, A = Amalgam, N = Noncontact 
iv: The accuracy percentage of each group/class and number of neurons  
v: The number of test samples for each group/class is given in the parenthesis 
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Figure F. 2 The effect of the neuron numbers in the hidden layer on the 
classification accuracy of TCN case considering all the 
training/testing groups (64 features, linear scale) 

 

Figure F. 3 The effect of the neuron numbers in the hidden layer on the 
classification accuracy of TAN case considering all the 
training/testing groups (32 features, normal scale) 
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Similar to the previous case, the total accuracy among all groups/classes was 

selected to find the best number of neurons. The maximum of the total accuracy in the 

TAN case was 91% that was obtained for nne = 45.  

Considering nne = 20 for TCN and nne = 45 for TAN, the ANN classifier was 

trained for each case. Table F. 3 (TCN case) and Table F. 4 (TAN case) indicate the 

accuracy of the trained ANN classifiers on the testing data of each group, and compare 

the results with the SVM approach.  

Table F. 3 The Comparison between the Artificial Neural Network (ANN) and 
the Support Vector Machine (SVM) Classifiers for TCN Case (ANN: 
64 features, linear scale, 20 neurons in the hidden layer; SVM: 64 
features, RBF kernel, linear scale) 

  Groups iii 
Classifiers i Classes ii G1 G2 G3 

 T 78 (579) iv 66 (608) 90 (567) 
Artificial Neural Network C 80 (225) 94 (338) 73 (283) 
 N 92 (1021) 97 (1047) 95 (1055) 

 T 93 (579) 74 (608) 98 (567) 
Support Vector Machine C 88 (225) 91 (338) 80 (283) 
 N 84 (1021) 97 (1047) 89 (1055) 

i: Artificial neural network and Support vector machine are depicted Figure F. 1 and Figure  2.6 respectively. 
ii: The classes are: T = Tooth, C = Composite, N = Noncontact 
iii: Different types of training/testing groups are defined in Table  2.1 
iv: The classification accuracy percentage of each class/group/classification scheme. The number of testing 
samples is shown in the parenthesis.  

According to Table F. 3 for TCN case, SVM had better results than ANN in the tooth 

class of all groups. On the other side, ANN was more accurate than SVM for the 

noncontact class of groups G1 and G3 (for G2, the accuracies were equal). In the 

composite class, except for group G2, SVM had a better accuracy than ANN. The 

maximum difference between the accuracies of both classifiers were for the tooth class 

of G1, in which SVM was 15% (93%–78%) more accurate than ANN.  
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Table F. 4 The Comparison between the Artificial Neural Network (ANN) and 
the Support Vector Machine (SVM) Classifiers for TAN Case (ANN: 
32 features, normal scale, 45 neurons in the hidden layer; SVM: 32 
features, linear kernel, normal scale) 

  Groups iii 
Classifiers i Classes ii G1 G2 G3 

 T 62 (579) iv 84 (608) 98 (567) 
Artificial Neural Network A 85 (368) 97 (284) 96 (293) 
 N 99 (922) 96 (911) 93 (1003) 

 T 96 (579) 92 (608) 97 (567) 
Support Vector Machine A 83 (368) 92 (284) 97 (293) 
 N 85 (922) 95 (911) 92 (1003) 

i: Artificial neural network and Support vector machine are depicted Figure F. 1and Figure  2.6 respectively. 
ii: The classes are: T = Tooth, A = Amalgam, N = Noncontact 
iii: Different types of training/testing groups are defined in Table  2.1 
iv: The classification accuracy percentage of each class/group/classification scheme. The number of testing 
samples is shown in the parenthesis.  

As Table F. 4 shows for TAN case, in the tooth class SVM had better results in 

groups G1 and G2. For the amalgam class, ANN was more accurate than SVM in 

groups G1 and G2. In the noncontact class, the accuracy of ANN for G1 was near 

perfect (99%), and for other groups ANN and SVM classifiers had almost a similar 

performance. The maximum difference between the accuracies of both classifiers was 

for the tooth class of G1, in which SVM was 34% (96%–62%) more accurate than ANN. 

Table F. 5 (TCN) and Table F. 6 (TAN) represent the classification accuracy range and 

average of each class for ANN and SVM classifiers. 

As Table F. 5 shows for TCN case, SVM had a better accuracy average for tooth and 

composite classes while the classification average of the noncontact class was more 

accurate in the ANN approach. Regarding the accuracy average, the performance of 

SVM was higher for the tooth class, while ANN had a higher minimum range for the 

noncontact class. In the composite class, SVM resulted in a more accurate minimum 

range while ANN had a higher maximum accuracy range. 
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Table F. 5 The Classification Accuracy Range and Average of the Artificial 
Neural Network (ANN) and the Support Vector Machine (SVM) 
Classifiers for TCN Case (ANN: 64 features, linear scale, 20 neurons 
in the hidden layer; SVM: 64 features, RBF kernel, linear scale) 

  Classifiers i  
Classes ii ANN (Range) ANN (Average) SVM (Range) SVM (Average) 

T 66–90 78 74–98 88 
C 73–94 83 80–91 87 
N 92–97 95 84–97 90 

i: Artificial neural network (ANN) and Support vector machine (SVM) are depicted in Figure F. 1 and 
Figure  2.6 respectively  

ii: T = Tooth, C = Composite, N = Noncontact  
iii: The percentage of accuracy range and average for each case/class/classification scheme 

Table F. 6 The Classification Accuracy Range and Average of the Artificial 
Neural Network (ANN) and the Support Vector Machine (SVM) 
Classifiers for TAN Case (ANN: 32 features, normal scale, 45 
neurons in the hidden layer; SVM: 32 features, linear kernel, normal 
scale) 

  Classifiers i  
Classes ii ANN (Range) ANN (Average) SVM (Range) SVM (Average) 

T 62–98 81 92–97 95 
A 85–97 92 83–97 90 
N 93–99 96 85– 95 91 

i: Artificial neural network (ANN) and Support vector machine (SVM) are depicted in Figure F. 1 and 
Figure  2.6 respectively  

ii: T = Tooth, A = Amalgam, N = Noncontact  
iii: The percentage of accuracy range and average for each case/class/classification scheme 

In the TAN case as Table F. 6 indicates, ANN had a better accuracy average for 

amalgam and noncontact classes while the classification average of the tooth class was 

more accurate for the SVM approach. Regarding the accuracy average, the performance 

of ANN was higher for the noncontact class, while SVM had a higher minimum range for 

the tooth class. In the amalgam class, the accuracy range of both methods was almost 

similar to each other. 
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Considering the results of Table F. 5, the total accuracy of TCN case for the ANN 

and SVM classifiers was 88%, and 89% respectively. According to the results of Table F. 

6 the total accuracy of TAN case for the ANN was 91% whereas for the SVM classifier it 

was 92%. 


	Approval
	Partial Copyright Licence
	Ethics Statement
	Abstract
	Dedication
	Acknowledgements
	Table of Contents
	List of Tables
	List of Figures
	List of Acronyms
	1. Introduction
	1.1. Dental Restoration
	1.1.1. Restoration Replacement

	1.2. Literature Review of Air–Turbine Handpieces
	1.2.1. ATDH Comparison
	1.2.2. Infections and Other Side Effects 
	1.2.3. Machinability
	1.2.4. Measurement and Characterization
	1.2.5. Computer–Aided Technologies/Manufacturing

	1.3. Classification of Tooth Layers and Restorative Materials 
	1.4. Speed Control of Air–Turbine Handpieces
	1.5. Organization of the Dissertation

	2. Classification of Restorative Materials and Tooth Layers 
	2.1. Introduction
	2.2. . Methodology
	2.2.1. Data Collection
	2.2.2. Preprocessing and Labeling
	2.2.3. Windowing, Feature Extraction, and Feature Scaling
	2.2.4. Classification

	2.3. Support Vector Machines
	2.3.1. Non–Linearly Separable Data
	2.3.2. Kernel Method
	2.3.3. Multi–Class SVM

	2.4. Results
	2.4.1. Number of Features
	2.4.2. Feature Scaling
	2.4.3. SVM Kernel
	2.4.4. Temporal Voting
	2.4.5. Classification Scheme
	2.4.6. Variability of Tooth

	2.5. Summary and Conclusions

	3. Speed Measurement and Control
	3.1. Introduction
	3.2. Speed Measurement
	3.2.1. Rotating Unbalance and Fixed–Free Beam
	3.2.2. Experimental Validation

	3.3. Speed Control
	3.3.1. Model Development
	3.3.2. Closed–Loop PI Controller

	3.4. Summary and Conclusions

	4. Conclusions and Recommendations
	References
	Appendices
	Appendix A. Data Labeling
	Appendix B. Selection of Training Data
	Appendix C. Number of Features (Tables)
	Appendix D. Feature Scaling (Tables)
	Appendix E. Support Vector Machine Kernel (Tables)
	Appendix F. Artificial Neural Network

	Word Bookmarks
	ToC
	LoT
	LoF



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


