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Abstract

Multiple sclerosis studies show a correlation between spinal cord atrophy and physical dis-

ability, indicating the potential use of atrophy as a biomarker to monitor disease progression.

To quantify spinal cord atrophy, clinicians need to accurately measure the cord and deter-

mine which cord properties consistently capture tissue loss. We address these needs by

making three contributions: (i) a novel algorithm to segment the spinal cord by finding

the globally optimal minimal path in six dimensions; (ii) a machine learning spinal cord

segmentation approach where we introduce the concept of global geometric features into de-

cision forests to address the first algorithm’s limitations; and (iii) novel morphological and

appearance features extracted from magnetic resonance images (MRI) and corresponding

spinal cord segmentations that are combined to predict the physical disability of patients

with multiple sclerosis. Our results demonstrate improvements over state-of-the-art spinal

cord segmentation methods and improved prediction of clinical disability from MRI data.

Keywords: Spinal cord segmentation; multiple sclerosis; minimal path optimization; ma-

chine learning; feature extraction; regression
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Chapter 1

Background

1.1 Multiple Sclerosis

Multiple sclerosis (MS), named after the multiple scars or lesions it causes, is a disease that

inflames and damages a patient’s central nervous system [11, 14, 54], which is comprised of

the brain and spinal cord. This disease is one of the most common causes of neurological

disability in young adults [14, 54]. In Canada, the overall prevalence of MS is reported as

240 per 100,000 people [7].

The causes of MS are unknown but it is thought to be influenced by a combination of

genetic and environmental factors [7]. MS, a neurological disease associated with autoim-

mune dysfunction, has been hypothesised to be an autoimmune disease, and more recently a

disorder with the cells that create the myelin sheath (i.e. oligodendrogliopathy) [54]. There

is no known cure for MS and the current disease modifying therapies used for treatment

have only demonstrated modest effects [54].

Symptoms of MS commonly include disability to the ambulatory, upper body and cog-

nitive functions [22]. While the disease can evolve differently for each patient, there are

common patterns in the progression. After the onset of MS, a patient will either have

relapse-remitting MS marked by periods of neurological recovery during the remittance pe-

riod, or a patient will have a primary progressive form of MS where there are no recovery

periods. For patients with relapse-remitting MS, the disease may progress to secondary

progressive MS where the recovery periods lessen and the neurological functions continue

to decrease [54], or a patient will stabilize to a benign form of MS [57].

As MS progresses a clinician will administer a series of tests to measure the patient’s
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CHAPTER 1. BACKGROUND 2

functional capabilities. The results of these tests are used to form a numerical score giving

a quantifiable indication of the patient’s disability level. Common tests are the Expanded

Disability Status Scale (EDSS) and the Multiple Sclerosis Functional Composite (MSFC)

score. The EDSS score has a heavy focus on the ambulatory disability of a patient while

the MSFC score equally considers ambulatory, upper body and cognitive functions [22].

Studies have shown that the spinal cord, a region of the central nervous system impera-

tive to physical function, is often damaged in patients with MS and thus is thought to play

a significant role in the displayed physical symptoms of the disease [21]. For in vivo analysis

of the pathology of MS, magnetic resonance imaging has proven to be a valuable tool [3].

1.2 Magnetic Resonance Imaging

Magnetic resonance imaging (MRI) is a way to visualize the internal structural information

of a patient. To accomplished this the body is placed within a magnetic field which causes

the axes of hydrogen protons to align. A specific radio frequency is applied to the magnetic

field causing the hydrogen nuclei to resonate. When this frequency is removed, the protons

align to their resting positions (a process known as relaxation) and emit a signal. The

intensity of the signal is captured and converted to a grey scale image. Different tissues can

be identified by their different relaxation times which produce different signals [9, 16,27].

This relaxation process is known as T1 and T2 relaxation. T1 relaxation, or the spin-

lattice relaxation time, is defined as the time it takes for the longitudinal magnetization to

recover its initial value. T2 relaxation, or the spin-spin relaxation time, is defined as the time

it takes for the transverse magnetization component to return to equilibrium [27,28]. These

relaxation methods result in tissue being visualized differently. To optimize the contrast

between the cord and the surrounding cerebrospinal fluid, and the reproducibility of the

results, it has been suggested to use 3D T1-weighted acquisitions [49]. In this work, we

examine T1-weighted scans.

The magnetic field used to align the protons in MR images is also an important consider-

ation. A stronger field can align more protons to increase the signal-to-noise ratio, resolution

or speed of the scan. This field strength is measured in teslas (T). In clinical practice, the

most common magnetic field strength is 1.5T with 3.0T becoming more common [58]. In

this work we use scans acquired with magnetic field strengths of 1.5T and 3.0T.

MRIs are not known to expose patients to biological harm [27], making this a desirable
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procedure for patients who require frequent imaging. Furthermore, in studies of MS, MRI

has been shown to be a sensitive modality capable of detecting changes in the integrity of

brain and spinal cord tissue [3, 42].

There are many extensions to conventional MRI including: diffusion tensor MRI [6],

which measures the motion of the water molecules to determine the orientation of axons

and the direction of white matter bundles; and functional MRI, which measures the blood-

oxygenation-level-dependent contrast mechanism [3]. While there are many promising ex-

tensions to MRI, in this work we restrict our focus to conventional structural MR imaging

of the spinal cord.

1.3 Computer-aided Spinal Cord Segmentation

Advances in imaging technologies have produced more images at a higher resolution, yielding

vast amounts of data that are now beginning to overwhelm radiologists’ capacities to analyze

them [70]. To assist the radiologists in their analyses, it is critical to develop computed-

assisted methods. To aid radiologists in measuring the spinal cord, we develop computer

algorithms capable of labelling voxels as spinal cord or background in a 3D MRI. This

process of labelling an image is known as segmentation.

Segmenting the spinal cord is a particularly challenging problem as the signal changes

over the length of the cord, images are often noisy due to patient movement, the boundary

of the cord is not well defined in regions where it contacts the wall of the spinal canal,

and the cord’s shape can change as the disease progresses. Additionally, the changes in the

spinal cord from MS are generally subtle. Over the course of a year, the observed change

in the area of the spinal cord of an MS patient is approximately 1% - 5% [41, 61, 62], a

challenge even for the human eye to detect by only visual inspection. The typical voxel

resolution of 1 mm3 gives ambiguity in the exact location of the boundary of the spinal cord

resulting in the boundary voxels being partially labelled as both spinal cord and background,

i.e. partial volume (Fig. 1.1). Given the small size of the cord, these partial volumes pixels

compose about 25% of the cord area making them important to consider [66]. Segmentation

with enough accuracy to detect these minute changes remains a challenge. These challenges

combined with the need to minimize the radiologists’ and technicians’ workload must be

taken into account when developing spinal cord segmentation algorithms.

A number of computer-aided methods for spinal cord segmentation have been developed
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Figure 1.1: Screenshots from the Jim software [1] showing sequential axial slices of the spinal
cord with user-marked center points (small red and green box in the center of the first and
last slices). Note the partial volumes at the border between the spinal cord (second slice -
red arrow) and the spinal canal (third slice - green arrow).

with varying levels of required human interaction. The most basic method would be to man-

ually outline the spinal cord on each 2D slice. Besides being time consuming, this approach

has poor scan-rescan reproducibility with a coefficient of variation (CoV, standard deviation

divided by the mean) of 6% [42] as applied to images of normal subjects. Highly interactive

methods, such as the one proposed by Tench et al. [66], while thought to be sufficiently

accurate, still require significant use of manual intervention. The user places seeds points

and identifies the appropriate cord boundaries in ambiguous regions. This does produce a

flexible spinal cord segmentation, but demands significant amounts of human time (similar

methods taking approximately 25 minutes for a single scan [48]). Other methods decrease

the amount of human involvement, from requiring seed points on only a few representative

slices [29] (Fig. 1.1) to adjusting an automatically computed estimate of the medial path of

the spinal cord [48] (Fig. 1.2). However, as the necessary human interaction decreases, often

we find that the accuracy also decreases. Parameter tuning or other manual adjustments are

generally needed to makes these methods work in a reasonable fashion. A further considera-

tion is that when subjective human input is required, there is also the potential to suffer from

intra and inter operator variability. Depending on the method used, intra-operator variabil-

ity has been reported to range in CoV from 0.44% to 2.15% and inter-operator variability

from 1.07% to 7.95% [29]. These factors make the problem of spinal cord segmentation still

a very open one. We review the existing spinal cord segmentation algorithms in more detail

in Section 2.1 to better contrast existing methods with our approaches.



CHAPTER 1. BACKGROUND 5

(a) User entered seed points (b) Adjustable live-wire path

Figure 1.2: Screenshots from the method proposed by McIntosh et al. [48] demonstrating
(a) the user-entered seed points and (b) the live-wire [5] medial path.
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The ideal spinal cord segmentation algorithm maximizes the accuracy, maximizes repro-

ducibility, minimizes the user input, and runs in a reasonable amount of time. In this work,

we push the boundary of state-of-the-art spinal cord segmentation methods towards one

that balances these requirements, with the goal of producing robust segmentations whose

extracted measurements will allow us to monitor the spinal cord’s subtle changes.

1.4 Models to Predict Physical Disability of MS Patients

Existing segmentation methods, although laborious and possibly suffering in accuracy and

precision from the previously mentioned problems, have been used in several studies to

report a correlation between spinal cord atrophy and a patient’s physical disability [8,29,41,

42,55,57,76]. Spinal cord atrophy is defined as the loss of cord tissue and in many studies is

measured by the volume of the segmented spinal cord or by the averaged cross-sectional area

(CSA). This assumes the reduction of spinal cord volume (or area) is a good indicator of the

true tissue loss. However, the correlations between the measurements taken from MRI and

clinical disability outcomes are limited [21]. This limited correlation may be partly due to

segmentation error as discussed in Section 1.3, where improved segmentations may improve

correlations. But, given the relatively high number (25% [66]) of ambiguous partial volume

border voxels relative to the total cord size and the low amount of expected cord change in a

year due to MS (1-5% [41,61,62]), even with accurate segmentations the low voxel resolution

may prevent us from reaching a useful correlation level between CSA and disablity. This

motivates the study of other non-CSA features that are more robust to segmentation error

and spinal cord ambiguity. As well, since a single spinal cord feature may not be sufficient

to predict a patient’s physical disability, it is reasonable to examine methods of combining

multiple extracted features from the spinal cord in a regression model.

The importance of spinal cord analysis is further supported since the disease in the spinal

cord can progresses independently of the disease in the brain [4]. In the works of Nijeholt

et al. [55], they combined brain and spinal cord MRI parameters to see if it improved

correlation with multiple sclerois clinical measures. Their results suggested that the brain

and the spinal cord both make independent contributions to disability and that the spinal

cord symptoms determined the EDSS scores to a large extent. This suggests the potential

to model the physical disability of a patient using spinal cord features.

A model that incorporates multiple explanatory variables may provide clinicians with
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new insights into the disease and be a useful tool in clinical diagnosis. In addition, novel

features that have a high correlation with disability level may prove to be useful biomarkers

and used to more effectively monitor the disease.

1.5 Contributions

We hypothesize that 1) more accurate spinal cord segmentations from current MRI data

can be produced using high-dimensional path optimization and machine learning methods;

and 2) a machine learning model with multiple novel morphological and appearance features

will outperform a model using the volume of the cord alone.

To contribute to the testing of these hypotheses, we present the following three works

and explain how they are related. In our first work we propose a novel spinal cord segmenta-

tion method that detects the cord using a hand-crafted energy function with a learned shape

regularizer, optimized with a globally optimal high dimensional search. In order to optimize

globally we make assumptions to simplify our model; however, we find that our simplifying

assumptions made in our hand-crafted energy terms, shape regularization, and optimizer

limit the robustness and accuracy of this approach. These limitations motivate the devel-

opment of our second work where we present a machine learning approach to spinal cord

segmentation. This machine learning algorithm jointly learns the intensity, regularization

and high-level geometric distributions in a non-parametric approach and we demonstrate

that this outperforms our original method. Finally our last work focuses on the practical use

of the segmentations by extracting features from spinal cord segmentations along with the

corresponding MRIs to form a regression model capable of predicting the physical disability

of a patient. We now give a more detailed overview of each our approaches below.

1.5.1 Globally Optimal Spinal Cord Segmentation using a Minimal Path

in High Dimensions

To segment the spinal cord, in Chapter 2 we propose a novel method to find the globally

optimal segmentation of the spinal cord using a 6D (three spatial variables, three shape vari-

ables) minimal path search. The spinal cord cross-sectional shapes are represented using

principal component analysis which captures most of spinal cord’s axial cross-sectional vari-

ation and partial volume effects. We propose modifications to our 6D graph to drastically
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reduce the required memory and run-time to make our high dimensional minimal path opti-

mization computationally feasible. Finally, we validate our results over five vertebrae levels

of both healthy and MS clinical MR volumes (20 volumes total) and show improvements on

volume agreement with expert segmentations and less user interaction when compared to

a current state-of-the-art method [48]. This work was published in the 2013 International

Symposium on Biomedical Imaging [34].

1.5.2 Augmenting Auto-context with Global Geometric Features for Im-

age Segmentation

Anatomical shape variations are typically difficult to model and parametric or hand-crafted

models can lead to ill-fitting segmentations. This difficulty can be addressed with a frame-

work like auto-context [68], that learns to jointly detect and regularize a segmentation.

However, since only local information is considered, mis-segmentation can still occur when

a desired structure, such as the spinal cord, has few locally distinct features. High-level

knowledge at a global scale (e.g. an MRI contains a single connected spinal cord) is needed

to regularize these candidate segmentations.

To encode high-level knowledge, in Chapter 3 we propose to augment the auto-context

framework with global geometric features extracted from the detected candidate shapes.

Our classifier then learns these high-level rules and rejects falsely detected shapes. To

validate our method we segment the spinal cords from 20 MRI volumes composed of patients

with and without multiple sclerosis and demonstrate improvements in accuracy, speed, and

manual effort required when compared to state-of-the-art methods. This work was accepted

for publication in the 2013 MICCAI Workshop on Machine Learning in Medical Imaging

(MLMI) [33].

1.5.3 Novel Morphological and Appearance Features for Predicting Phys-

ical Disability from MR Images in Multiple Sclerosis Patients

Physical disability in patients with multiple sclerosis is determined by functional ability

and quantified with numerical scores. In vivo studies using magnetic resonance imaging

(MRI) have found that these scores correlate with spinal cord atrophy (loss of tissue), where

atrophy is commonly measured by spinal cord volume or cross-sectional area. However, this

correlation is generally weak to moderate, and improved measures would strengthen the
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utility of imaging biomarkers.

We propose novel spinal cord morphological and MRI-based appearance features in

Chapter 4. Select features are used to train regression models to predict patients’ phys-

ical disability scores. We validate our models using 30 MRI scans of different patients with

varying levels of disability. Our results suggest that 1) regression models, trained with mul-

tiple spinal cord features, predict clinical disability better than a model based on the volume

of the spinal cord alone; and 2) a non-linear, non-parametric machine learning approach can

dramatically improve clinical correlation over a linear model given the same set of features.

This work was accepted for publication in the 2013 MICCAI Workshop on Computational

Methods and Clinical Applications for Spine Imaging [35].

1.6 Thesis Outline

The rest of this thesis is organized in the following way:

• In Chapter 2, we further examine the spinal cord segmentation problem, introduce

the relevant spinal cord segmentation literature, present a novel method to segment

the spinal cord using hand-crafted energy terms, a shape prior and a minimal path in

high dimensions and finally present our segmentation results.

• In Chapter 3, we discuss problems with the existing segmentation approaches, includ-

ing our own method described in Chapter 2, present an iterative machine learning

approach with the novel addition of high-level geometric features, and demonstrate

superior results to our previous method.

• In Chapter 4, we incorporate clinical data and examine how spinal cord segmentations

and MRIs can be used to predict the level of physical disability in an MS patient. We

extract novel morphological and appearance features and examine regression mod-

els combining these features. Our results suggest our novel features and a multiple

regression model may be useful in predicting a patient’s physical disability.

• Finally, in Chapter 5, we conclude by summarizing and discussing our thesis contri-

butions and presenting some final thoughts on future work.



Chapter 2

Globally Optimal 6D Minimal Path

Segmentations

As discussed in the Chapter 1, multiple sclerosis (MS) studies have shown that spinal cord

atrophy contributes to a patient’s physical disability (e.g. walking speed) and accurately

segmenting the spinal cord increases our ability to quantify the physical atrophy of the cord.

This may allow us to better monitor both the progression of the disease and the effective-

ness of treatments [57]. While manual segmentations by experts are generally considered

to be sufficiently accurate, they are more susceptible to operator variability and can take

a considerable amount of operator time per scan [48]. This makes semi-automated meth-

ods desirable. Thus there are a number of related works on the problem of spinal cord

segmentation [13,29,39,45,48,59].

2.1 Spinal Cord Segmentation Algorithms

Schmit and Cole [59] performed segmentation using 3D seeded region growing and observed

the narrowing of the spinal cord after injury in MRI scans. Horsfield et al. [29] used an active

model of the cord surface where a user marked the center line of the cord on representative

slices. Chen et al. [13] used a deformable atlas-based registration combined with a topology

preserving classification to fully automate a crisp segmentation of the cord. Law et al. [39]

segmented the cord and extracted its center-line by considering the gradient information at

different scales, orientation of the detected responses, and the intensity differences between

10



CHAPTER 2. GLOBALLY OPTIMAL 6D MINIMAL PATH SEGMENTATIONS 11

voxels near the center of the cord. McIntosh et al. [45] segmented the cord using locally

optimal 3D deformable organisms guided by a Hessian-based spinalness filter (modified from

Frangi et al. [24]) designed to adapt to the varying elliptical and tubular structure of the

spinal cord. This was extended by McIntosh et al. [48] where the spinal cord segmentation

optimization problem was split into two sequential steps: medial path finding (based on

two 2D live-wires, which can require manual corrections) followed by a medial-guided spinal

crawler with cross-sectional shape fitting. Our proposed high dimensional path optimization

treats these two steps in a single optimization and guarantees a global solution (from only

two seed points).

2.2 Method Introduction

We could represent the medial axis of the spinal cord in a 2D image as a list of x and y

coordinates. Given a start and end seed point, if we associate a cost at each coordinate such

that a lower cost represents a better choice of a medial path, we could apply a minimal path

algorithm (e.g. Dijkstra’s algorithm [19]) to find the 2D minimal path using a live-wire [5]

based approach. This minimal path would represent the medial axis of the spinal cord

(Fig. 2.1a).

To segment the cord, we could extend this method by adding a radii component. Each

x, y coordinate would also have a corresponding radius measure r which would model the

cord as a series of connected circles. We could extended our 2D minimal path search to a

3D search over the x, y coordinates and the radii. In this way, a 3D minimal path represents

a segmentation (Fig. 2.1b).

This idea of moving to a higher dimension to find a minimal paths was introduced by

Li and Yezzi [40] who applied a 4D search to find the spatial coordinates and radius of

3D tubular objects between two user entered seed points. Poon et al. [56] used a similar

minimal path approach to interactively segment 2D vessels by moving to a 3D space and

searching over the radii. However, these approaches only add a single dimension (the radii)

which greatly limits the segmentations to what can be captured by a series of circles.

Our contribution is the extension of these methods to higher dimensional space where

we demonstrate a novel method to segment the spinal cord using an A* minimal path op-

timizer [26]. Directly extending these methods to higher (than 4) dimensions can become
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(a)
(b)

Figure 2.1: A 2D sagittal slice of the spinal cord. (a) The cord’s medial axis can be
represented as a list of two numbers (a path) in a 2D image. (b) The cord can be modelled
as a series of connected circles represented by two spatial dimensions (x, y) and a radius
dimension (r) in a 2D image.



CHAPTER 2. GLOBALLY OPTIMAL 6D MINIMAL PATH SEGMENTATIONS 13

infeasible due to the high computational needs. Our approach ensures that the globally op-

timal minimal path can be found by automatically ignoring many suboptimal paths using a

heuristic and lowers our space requirements by not requiring an explicit graph representa-

tion prior to searching. As well, we describe a probabilistic shape representation (based on

principal component analysis [32]) with implicit regularization capable of capturing partial

volume effects that can be extended to arbitrarily high dimensions.

Principal component analysis (PCA) has been used as an efficient method to represent

high dimensional shapes by representing complex objects using only a few principal compo-

nents. Cootes et al. [15] applied PCA to points on objects’ segmentations to determine a

statistical model of the shape changes. Cremers et al. [17] encoded an arbitrary shape where

each pixel is given a probability it is within the shape and apply PCA to this model. To

ensure that PCA does not leave the range of valid probability values (i.e. the unit simplex)

Changizi and Hamarneh [12] proposed the Isometric Log-Ratio (ILR) transformation [20]

where they performed PCA in the ILR space to ensure the probability vectors stay in the

valid simplex space. Andrews et al. [2] performed PCA in this ILR space and incorporate

this shape prior directly into an energy function for image segmentation. In our work we

adopt the ILR-based PCA in the high dimensional minimal path search.

2.3 Methods

In this section we describe our PCA based shape representation, followed by a description

of our energy function, and finally we give an overview of our minimal path optimizer. See

Fig. 2.2 for a high-level outline of our proposed work-flow.

2.3.1 Probabilistic PCA based Shape Representation

We learn a model of the shape of the axial cross section of the spinal cord using PCA. This

PCA based model allows us to learn a mean shape and deform it in ways that respect the

main modes of variation found within the training data. By manipulating the eigenweights

of the three principal components (PC), we found our model can theoretically describe

a mean Jaccard similarity coefficient [31] of 0.874 and a mean area similarity of 97.18%

(Section 2.4 for similarity measures) of the variation found within the training slices. With

our PCA based shape model, we represent a single axial slice of the cord using the following

six dimensions: the x, y, z spatial coordinates describing the centroid of the cross section,
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Minimize the energy by 
finding the minimal path
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Edge 
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End point

Gradient term
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GT

Create shape

PCA shape space

6D path is the segmentation

13, 17, 40,     12, 7, 8

Check the shape fit

...
13,  12,  30,  12,   4,  10
13,  13,  31,  13,   5,   9
13,  13,  32,  12,   6,   9
13,  13,  33,  13,   5,   8
13,  14,  34,  13,   6,   7
13,  14,  35,  13,   7,   8
13,  15,  36,  12,   8,   9
13,  15,  37,  13,   7,   8
13,  16,  38,  12,   7,   8
13,  16,  39,  13,   6,   9
13,  17,  40,  12,   7,   8

...

(a) (b)

(c)

(d)

x y z λ1λ2 λ3

Figure 2.2: The proposed work-flow of our method. (a) As a preprocessing step, we apply
PCA to the ground truth data to learn the shape space of the axial slices. (b) The user
enters a start and end seed point. (c) Beginning from the start seed point, we use our energy
function to determine how well the PCA shapes fit to the image data. (d) A single shape is
represented by six numbers, where three spatial coordinates (x, y, z) and three PC weights
(λ1, λ2, λ3) are used to describe the shape. The stack of these 2D segmentations form our
final 3D segmentation, which is optimized by finding a minimal path in the 6D search space
between the start and end seed points.
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Figure 2.3: Sample spinal cord cross-sectional shapes generated by randomly sampling the
PC weights. Note the probabilistic pixels and the non-ellipsoidal shapes.

and three PC weight values for describing its shape. We restrict the PC weights to only

vary by ±3 standard deviations.

To capture the partial volume effects, our shape is embedded into an image such that each

pixel has a value associated with it between 0 and 1. This value represents the probability

that a random point inside a single pixel contains the spinal cord. Hence a value of 0 would

signify the pixel does not contain the spinal cord and a value of 1 represents a pixel that is

fully part of the spinal cord.

Since we adopted a probabilistic representation, we need to consider that standard PCA

is not constrained to the geometry of the unit simplex (space of non-negative vectors with

unity sum) and can produce shapes that are invalid (outside the simplex) [12]. To stay

within the simplex, we map our data to the ILR space before applying PCA and then map

the resulting shape back to our probabilistic shape space [2]. To convert to ILR space, the

following ILR transformation is derived for the two label case,

q = ILR(p, e) = ln
p1

g(p)
ln

e1

g(e)
+ ln

p2

g(p)
ln

e2

g(e)
(2.1)

where, p = [p1, p2] is a vector of our probabilistic values; e = [0.804, 0.196] is the Aitchison-

orthonormal basis in the simplex; and g(x) =
√
x1x2 is the geometric mean. To convert

back to our probability space, we calculate,

p = ILR−1(q, e) = (eq1 + eq2)−1 [eq1, e
q
2] . (2.2)

Given our learned shape space, we can apply varying PC weights to it to deform our shape

as can be seen in Fig. 2.3.

2.3.2 Energy Function

Our energy function is designed to model two characteristics of the spinal cord in T1

weighted MRI: 1) the cord is a lighter object usually surrounded by an outer dark ring
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of cerebrospinal fluid, E∇, and 2) the intensities found in the spinal cord should exhibit a

similar degree of homogeneity as found in the training data, Eσ. We define E our energy

function as

E = αE∇ + βEσ (2.3)

where α, β are weights for each energy term (both set to 1 for our experiments). Each of these

terms are data terms as the regularization is built directly into our shape representation and

optimizer; we constrain the PC weights (i.e. shape) to only vary by one standard deviation

across slices, and enforce the spatial regularization through graph connectivity. Note that

in our formulation, we assign the same energy to all shapes in the allowable shape domain,

regardless of how different they are (how far they are) from the mean shape.

In E∇, our goal is to ensure the gradient vectors on the object’s boundary point towards

the center of the cord:

E∇ =

∫
Ω ((f (∇P (x, y)) ◦ ∇I(x, y)) ·R(x, y)) dx dy∫

Ω |f (∇P (x, y))| dx dy
(2.4)

where (x, y) ∈ R2 is a point in a 2D image domain Ω for a given plane along the z-axis;

P is the probability of each pixel belonging to the cord (Fig. 2.3); I represents our image;

R is composed of vectors pointing towards the centroid of the shape found in P ; f is a

Heaviside step function to only allow for strong edges and to treat all edges equally; and ◦
and · denote element wise multiplication and the dot product, respectively.

Our second energy term, Eσ, assigns low energy to shapes that contain pixel intensities

whose standard deviation σp = std(I(x, y); (p (x, y)>ε)) in a 2D slice agrees with standard

deviations, σ, of spinal cord intensities collected across all slices in the 3D training data.

We define σ̄ as the mean learned standard deviation of intensities (i.e. mean(σ)); std(σ) as

the standard deviation of the learned standard deviation of intensities, σ, computed over

the 3D volume. We set σlower = σ̄ − 3 ∗ std(σ), and σupper = σ̄ + 3 ∗ std(σ). Eσ penalizes

shapes whose σp exceeds three standard deviations from the learned σ̄, calculated as:

Eσ(σp,σ) =


(σlower − σp), if (σp < σlower)

(σp − σupper), if (σp > σupper)

0 otherwise.

(2.5)
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2.3.3 Minimal Path Optimizer

We optimize our energy function using an A* minimal path search. A standard approach

would be to use Dijkstra’s algorithm [19] and apply it to high dimensions (initially we used

the N-D Dijkstra’s algorithm provided by [74]). However, this approach is problematic

since it (and most traditional minimal path methods) requires as input to the minimal path

algorithm a graph composed of nodes and edges. The memory required to explicitly encode

all the edges of our graph explodes due to the high connectivity of 6D graphs. For our 6D

volume, a single node connected to all its immediate neighbours (26-connected in 3D space)

would require 36 = 729 edges. We found that even with modifications to the existing N-D

Dijkstra’s code and underlying data structures [74], we were unable to lower our memory

requirements to make our method computationally feasible (e.g. running our method on a

single cropped volume of 25×20×80 could require over 70 GBs). As well, a further drawback

is the considerable run-time needed to create such a graph. Fig 2.4 illustrates the magnitude

of a 6D graph. In addition, an advantage that A* has over Dijkstra’s algorithm, is the ability

to define heuristics to speed up the run-time (our run-time is between 1 to 5 hours) while

maintaining globally optimality.

To reduce both the run-time needed to create the entire graph and the memory required

to store the edges of the graph, we observed that the structure of a volume allows us to infer,

on-the-fly during run-time, the connectivity of a voxel. Thus rather than explicitly storing

all the edges as input, we modify the minimal path algorithm to index into our volume and

determine the appropriate neighbours at run-time. This removes the need to encode the

edges prior to running our minimal path method. As we now only need to keep a subset

of the edge values in memory (those in the minimal path “open set” queue), our memory

requirements drop drastically which allows us to search over larger volumes (e.g. the 70 GB

dropped to 4 GB).

We “prune” certain edges of our graph to create a regularization prior. We use the prior

knowledge that the spinal cord in the MRI volume extends superior to inferior i.e. along

the z dimension. We thus remove any edge in between slices that does not transition in the

z dimension towards the end (inferior) seed point. As well, we discretize the possible PC

weights to use 7 possible multiples of the standard deviation values {0,±1,±2,±3}.
We implement an efficient low-memory A* search to find the globally optimal path

between two user entered seed points where the returned minimal path contains the 6D
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3D

4D

5D

6D

Figure 2.4: (Left) To get a sense of the exponential increase in the size of a 6D graph, we
illustrate the 6D search space for a 3 × 3 × 3 volume. (Right) An alternative visualization
where each 3D voxel has three shape dimensions associated with it. Note that many edges
have been removed for visualization purposes.



CHAPTER 2. GLOBALLY OPTIMAL 6D MINIMAL PATH SEGMENTATIONS 19

(a) (b)

Figure 2.5: Segmentation results where the green contour represents the ground truth and
the red dots represent our segmentation method. The darker red dots on the boundary
represent lower probability of the spinal cord (visible in the electronic version). (a) Ax-
ial slice with misleading image data (arrow) that our method can successfully segment.
(b) Axial slice where our method latches onto the wrong border due to misleading gradient
information.

coordinates that represent the globally optimal segmentation.

2.4 Results

We validate our method over 20 MRI scans composed of 10 healthy and 10 MS patients

scanned with a 3.0T scanner and 1.5T scanner respectively (scans were from different stud-

ies) with a voxel size of 0.9760 × 0.9760 × 1 mm. Each scan was segmented by an expert

and, given its use in previous studies [48], we consider this a reliable expert segmentation.

We validate our method over a challenging area of the cord (C3 - C7) of 80 slices.

To seed our method, we simulate the user clicking seed points by extracting the ap-

proximate center of the expert segmentation for the first and last expertly segmented slice

to get the first three spatial dimensions. We use the mean shape of our spinal cord PCA

model (we build a separate MS and non-MS PCA model with the testing volume omitted)

as the three PC weight dimensions (i.e. zero weights). While this does not give an optimal
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(a) (b)

Figure 2.6: Segmentation results where the green contour represents the ground truth and
the red dots represents our segmentation method. (a) Sagittal MR slice where our seg-
mentation works reasonable well. (b) Sagittal MR slice where our segmentation latches
onto incorrect borders. Note the abnormal protrusion that also appear in the border of the
ground truth. This is an example of where occasionally, the ground truth appears to latch
onto incorrect borders, demonstrating the difficulty in producing accurate segmentations
even with heavy amounts of user interaction.



CHAPTER 2. GLOBALLY OPTIMAL 6D MINIMAL PATH SEGMENTATIONS 21

segmentation for the first and the last slice, our method quickly converged to a reasonable

segmentation after one or two slices. A user could get around this limitation by placing the

seed a few slices before and after the desired locations, or specifying initial major and minor

axis lengths. We use our start and end seed point to roughly crop our volume around the

cord to help eliminate voxels from our search space that cannot be part of the spinal cord.

Given the small structure of the spinal cord it is important to consider the contributions

of partial volume effects (PVE) on the segmentations to ensure accuracy (darker red dots

in Fig. 2.5). The Jaccard similarity index is a commonly used measure to determine the

similarity between shapes and is defined as J(A,G) = |A∩G|
|A∪G| . We modify Jaccard to consider

PVE and decrease the score as the PVE for each pixel increases in difference between each

shape. We calculate this as,

JPVE(A,G) =

∑
x

∑
y min(A(x, y), G(x, y))∑

x

∑
y max(A(x, y), G(x, y))

(2.6)

where A and G are the automated and expert (ground truth) shapes embedded into the

same sized image. The “min” function represents a probabilistic intersection and the “max”

function represents a probabilistic union. We include the crisp version of Jaccard (round

PVE) in our results denoted as JMAP.

To determine whether the automated method is a useful surrogate of the manual method

for detecting global cord atrophy, we also compare the computed volumes between the

automated and expert segmentations regardless of their overlap. As the cross-sectional area

(CSA) has been shown to be a good indicator of the progression of MS, a high agreement

between an automated and expert segmentation would be a good indication of the clinical

utility of a particular method. To measure this, we use a similarity ratio, V olS, as described

in [48]. The V olS is given as 1 − min(|(A/G) − 1|, 1) which returns a 0% accuracy if the

automated volume overestimates the expert volume by more than 200%.

In Table 2.1 we see how our automated segmentation compares with the expert segmen-

tation. As might be expected, our method performs better overall on the healthy patients

than the MS patients due to the increased irregularity of the spinal cord as MS progresses

and the change from a 3T to a 1.5T scanner. Our results compare favourably with other

similar methods and requires less user input. In [48], which requires some user correction of

the live-wire path, they report a mean volume similarity V olS of 94.31% for MS and 91.60%

for healthy patients. Noticeably, for healthy patients they report a min similarity of 77.33%,
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Table 2.1: Similarity in shape overlap (JPVE = probabilistic and JMAP = binary Jaccard
index) and computed area (V olS) between automated and expert segmentations for multiple
sclerosis patients (left columns), and healthy (non-MS) patients (right columns).

JPVE V olS JMAP JPVE V olS JMAP

Mean 0.784 94.33 0.789 0.832 96.88 0.855

Median 0.797 95.15 0.800 0.848 97.77 0.869

Min 0.451 88.72 0.473 0.379 90.32 0.394

Max 0.906 99.88 0.949 0.915 99.81 0.989

Std.Dev 0.066 3.30 0.076 0.069 2.94 0.083

compared to our reported min similarity of 90.32% which suggests our method is more capa-

ble of capturing the cord’s true volume. Segmentation results highlighting typical examples

where our method works well and where the method gets mislead due to misleading image

information are shown in Fig. 2.5 and Fig. 2.6.

2.5 Conclusion

We proposed a method to segment the spinal cord by finding a minimal path in 6D between

two user entered seed points. This minimal path represents the globally optimal segmen-

tation of the spinal cord under the appropriate assumptions (e.g. discrete PCA weights,

gradient and standard deviation term, etc.). Although we used a 6D representation, this

method could be extended to higher dimensions but at a cost in both memory requirements

and computation time. We address some ways to reduce this in the form of our optimized A*

search that take advantage of the volume structure and edge pruning to drastically reduce

the needed memory. Future work would look at further space and run-time optimizations,

study reproducibility and sensitivity with respect to seed point selection, and correlate the

automated segmentations to the progression of MS.

The accuracy of this method could be improved by modifying the energy function of

Equation (2.3) with more descriptive hand-crafted energy terms or a machine learning based

approach to detect the cord. As well, using only the three principal components with a

discrete search space and restricted graph connectivity limits the available shapes that can

be created, preventing us from capturing the full range of axial shapes that appear in our

segmentations. We discuss these limitations further in the following chapter and propose a

method to improve both detection and regularization of the spinal cord.



Chapter 3

Global Geometric Features for

Auto-context

3.1 Introduction

In our previous chapter, to segment the spinal cord we represented the axial shape variations

of the spinal cord using probabilistic principal component analysis (PCA) and found the

globally optimal path in 6D (three spatial and three principal components weights) between

two user specified seed points [34]. However, this approach is limited (e.g. Fig. 2.5 and

Fig. 2.6) by the hand-crafted energy functions used to detect the spinal cord, and the

restrictions (e.g. discrete PCA weights) on the shape space. These limitations motivate our

development of the machine learning approach described in this chapter.

Our method described in Chapter 2 and many of the other previously mentioned spinal

segmentation methods (Sec. 2.1), rely on a balance between appearance (the information

in an image) and regularization (the expected properties of the segmentation) expressed in

the form of an explicit energy functional to minimize.

In contrast to this paradigm, Auto-context, proposed by Tu [67], is a general iterative

learning framework used for segmentation that jointly learns the appearance and regular-

ization distributions where the predicted class labels (the context) of the previous iteration

are used as input to the current iteration. Auto-context was shown to improve segmentation

results [68]; however, if the surrounding local context is incorrect it may propagate and re-

enforce an incorrect segmentation. This was addressed in the recent work by Kontschieder

23
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et al. [36] who used a geodesic distance transform in an auto-context based segmentation

approach to incorporate long range spatial context. Similarly, we extend auto-context to

learn high-level problem specific information (global context), but rather than considering

the geodesic distance, our probability mask represents distinct candidate shapes and encodes

their relations to each other to encourage a single connected spinal cord.

Specifically, we propose to extract geometric features (e.g. volume) from the candidate

shapes created in each iteration of auto-context. We define a shape as a distinct region

of connected components composed of the same class label. Features from the candidate

shapes are extracted and compared with each other to give global information about the

other candidate shapes and are included in the auto-context framework. Thus the class label

for a specific voxel is conditioned not only on its appearance and surrounding labels, but

also on the geometric features of the shape it belongs to relative to other candidate shapes.

We demonstrate that augmenting auto-context with global geometric context improves the

original auto-context algorithm, and results in superior spinal cord segmentations when

compared to the more traditional approach using hand-crafted gradient and intensity-based

terms regularized by a PCA shape prior (Eq. 2.3) described in Chapter 2.

3.2 Methods

This section introduces auto-context, describes our global geometric features, explains our

auto-context set-up, and outlines the training and testing processes.

3.2.1 Image Segmentation and Auto-context

We can think of image segmentation as a voxel labelling problem, where given an image

X = (x1, . . . , xn) composed of n voxels, we want to find a set of labels such that each

voxel i is assigned a corresponding label, Y = (y1, . . . , yn). The label yi can take on one

of k possible values. Our objective is to find the optimal configuration Y ∗ out of the

possible segmentations Y such that it maximizes the probability given the observed image,

Y ∗ = argmaxY p(Y |X).

One approach to find Y ∗ is to apply Bayes’ rule [10] with a fixed p(X) to give p(Y |X) ∝
p(X|Y )p(Y ), where p(X|Y ) represents the likelihood of the image given a segmentation, and

p(Y ) is the probability of that segmentation occurring. Hand-crafted data-terms and/or
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parametric models with restrictions on complexity and built-in assumptions (e.g. Gaussian)

are often used [34,45,48].

Another approach is to directly model p(Y |X). If we assume that the labels yi, i =

1, . . . , n are independent and are conditioned only on a small patch of image voxels centred

around the ith voxel, denoted as N(i), then this can be modelled by p(yi|XN(i)), where Xi

returns the intensities at voxel i. A discriminative model (e.g. decision forest [18]) can be

used to learn this distribution; however, it does not consider the class labels of surrounding

voxels. One way to model the interdependence of neighbouring labels is with conditional

random fields [38] where the class label yi is dependent on a neighbouring class label yj [64].

While this more closely approximates the true p(Y |X), it still makes the assumption that

each class label yi is only dependent on a very small neighbourhood.

The auto-context model seeks to condition over a larger area of surrounding class labels

to provide more “context” [68]. This is accomplished by introducing an iterative time-step

t and training a series of classifiers using the discriminative probability (the classification

confidence) map of the previous classification M t−1 where M t = (mt
1, . . . ,m

t
n). Each vector

mt
i represents the probabilities of voxel i belonging to one of the k possible class labels,

mi = [p(yi = 1), . . . , p(yi = k)]. The initial class probability map M0 is set to have uniform

values. At time t, a classifier is trained to predict the true class label yi given the image

patch XN(i) and the context information M t−1(i), where M is centred at voxel i. Once the

classifier is trained, the new probability map M t is used in the next iteration (t + 1) and

the algorithm repeats until M converges. The final output is a series of learned probability

distributions,

mt
i = pt(yi|XN(i),M

t−1(i)). (3.1)

In testing, a novel image has the same features extracted and goes through the iterative

classification process using the learned probability distributions pt.

This formulation does not capture high-level information about the entire shape that

the pixel belongs to nor does it consider the interaction among other candidate shapes. If

we simply increase the size of N(i), we increase the dimensionality of the feature space

which can decrease the efficiency of our classifier. Thus this formulation is not well suited

to capture high-level knowledge such as that the spinal cord is a single connected structure

of a particular size.
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3.2.2 Global Geometric Features

We propose to augment auto-context with global geometric features. At iteration t, in-

stead of only using the previous probability map M t−1, we also extract features from the

candidate shapes found within M t−1 and compare these features to each other to capture

global information. More formally, we define a function C(M, i) that takes the maximum

a posteriori (MAP) class label of M to form a candidate shape Sq based on the regions

of connected component with the same class label, Sq = C(M, i). This divides M into Q

distinct non-overlapping connected regions with the same class label, where each distinct

region represents a candidate shape Sq (Fig. 3.1c,g). The shape Sq is composed of indices

into the probability map M and the index for voxel i belongs to a single shape, i ∈ Sq.
We define and utilize a single global geometric feature that encourages our method to

detect only a single connected spinal cord. For voxel i we extract a feature f(Sq,M) from

the shape that i belongs to and compute the ratio between the current and the largest shape

feature from the Q candidate shapes,

φ(M, i) =
f(C(M, i),M)

max (f(S1,M), . . . , f(SQ,M))
. (3.2)

The feature we extract, f(Sq,M), gives us an indication of the size and label confidence

of the component being considered,

f(Sq,M) =
∑
j∈Sq

M(j) (3.3)

where the iterator j sums the probabilities belonging to shape Sq. If φ(M, i) returns a

value of 1, then this indicates that voxel i belongs to the largest probable shape out of all

the candidate shapes. We augment the previous auto-context model (3.1) with our global

geometric feature φ,

mt
i = pt(yi|XN(i),M

t−1
N(i), φ(M t−1, i)). (3.4)

This model considers intensity information, local context, and the proposed global features

about the candidate shapes and the relations between them.

3.2.3 Auto-context Setup and Feature Design

The original auto-context work used probabilistic boosting trees as the discriminative clas-

sifier, but other classifiers can be used [68]. We chose to use decision forests for our discrimi-

native model due to their ability to generalize well to unseen data, handle both classification
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Figure 3.1: An outline of our method: (a) The MRI data X. (b) The probability map
M t. (c) The MAP estimate of M produces distinct shapes (dotted outline) whose features
φ(M, i) can be extracted. (d) Decision forest trained on a,b,c. (e) The neighbourhood N(i)
in 2D. (f) The probability map M t+1 produced by d. (g) Shapes computed from f. (h)
Decision forest trained on a,f,g.

and regression, learn a distribution, and provide a probabilistic output [18]. This probabilis-

tic score mi is particularly important because it gives us an indication of the probability of

being a member of the class by computing the percentage of observations of this class in a

tree leaf averaged over all trees.

The neighbourhood of the ith voxel, N(i), is computed using a simple radial pattern

where we sample those voxels that are the immediate neighbours (8 in 2D, 26 in 3D) of

voxel i and those that are three voxels along the ray away from voxel i (Fig. 3.1e). This

densely samples points close to our ith voxel and sparsely samples voxels further away

which helps keep the size of the feature vector relatively small to allow for faster run-times.

We use a 52-neighbour 3D version of the neighbourhood shown in Fig. 3.1e. To compute

image appearance features we directly sample the neighbourhood intensities. In order to

have an invariance to a shift in intensities and to capture the polarity (e.g. dark-to-bright

transitions), we divide the intensity of neighbourhood voxels by the intensity of the voxel

of interest, XN(i) = {x1xi , . . . ,
x52
xi
}.

3.2.4 Training and Testing

Since the two patient groups should not be modelled as samples from a single distribution,

we separate the multiple sclerosis (MS) from the non-MS patients to train two different
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Figure 3.2: Segmentation without global features row 1, and with global features row 2.
(a) An axial slice of the cropped spinal cord. (f) The ground truth. (b,g) First iteration
over-detects the cord. (c,h) Second iteration begins to regularize the segmentation. (d)
Final fuzzy border segmentation with a false positive. (i) False positive removed by the
global features. (e) Sagittal plane where weak appearance information splits the cord. (j)
Corrected with global features.

classifiers specifically on the variability found in the two groups. We employ leave-one-out

testing.

Our auto-context model is trained based on (3.4). Our training segmentations have a

value of 1 inside the cord, 0 outside the cord, and a partial volume estimate for the cord’s

boundary. Each decision forest pt is trained on a subset of this training data (2000 voxels

from each volume) split between cord and background samples with the fuzzy border voxels

omitted and samples of false positives explicitly included if they exist. To reduce over-

fitting, for each training volume V , a separate decision forest that does not include the data

from V is trained and used to predict the class membership of V . We repeat this process

5 times as we found that the results generally stabilized without further training (less than

0.01 difference in the mean Jaccard similarity index between consecutive iterations). The

training produces a set of 5 trained decision forests, {p1, . . . , p5}.
As our ground truth segmentations have a fuzzy border based on partial volume estima-

tion not modelled by the decision forests, we train a separate regression forest pr to capture

a two-pixel thick partial volume border using the same intensity and probability features.

It can take up to 6 hrs to fully train our auto-context model on a machine using 4 cores.

In the testing phase, a novel volume is classified by all the trained decision forests,

{p1, . . . , p5}, in series. We take the maximum a posterior estimate of our final classified

volume M5 and use the regression forest trained on border partial volumes pr to produce

our final segmentation (Fig. 3.2i,j).
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3.3 Results

We validate our method using the same 20 MRI scans from Chapter 2, composed of 10 MS

patients from a 1.5T scanner and 10 healthy patients from a 3.0T scanner with a voxel size

of 0.976 × 0.976 × 1.000 mm. The same expert segmentations were used as the ground

truth data as in Chapter 2. Briefly, they were produced using an in-house method similar

to that by Tench et al. [66]. We segment over the same vertebra, C3 - C7 spanning a total

of 80 slices.

To capture the partial volume effects (PVE) [66], we use a probabilistic version of the

Jaccard index defined earlier in Equation (2.3). To highlight our methods improved ability to

remove false positives, we compute the Hausdorff distance [30] which measures the furthest

distance between the closest points in the two segmentations,

H = maxa∈A (ming∈GD(a, g)) (3.5)

where D(a, g) computes the 3D Euclidean distance between points a, g. To measure the

similarity between the automated and manual segmentation volumes, we calculate,

V olS = 1−min(|(|A|1/|G|1)− 1|, 1) (3.6)

which returns a 0% accuracy if the automated volume overestimates the expert volume by

more than 200% [48]. To indicate if our automated method is a useful consistent substitute to

the manual method for computing spinal cord volume, we compute the Pearson’s correlation

coefficient [72] between the volumes of the automated and manual segmentations.

We perform three experiments to validate our method. Our first experiment, com-

pares our auto-context augmented with the global features method against the segmentation

method we developed in Chapter 2 [34]. This previous work modelled the cord using hand-

crafted gradient and intensity-based terms and a probabilistic PCA shape prior. Our new

results compare favourably, with a mean JPVE of 0.878 (previous 0.784) for MS and 0.928

(previous 0.832) for non-MS scans, validated over the same dataset.

Our second experiment is done to better understand our improvements and to high-

light the problems with restricted parametric models and hand-crafted terms. To examine

the effect that the restricted parametric PCA model has on the segmentation, we pass only

the ground truth data (i.e. the cord is perfectly detected) to be regularized by the PCA

model and A* optimizer of Chapter 2 [34]. We find that even with the ground truth data,
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Table 3.1: GTPCA uses the ground truth as input to the method of Chapter 2 [34] to
demonstrate the best the restricted PCA model can achieve. PCA∇σ represents the results
using Chapter 2’s approach copied here from Table 2.1 for comparison. PCAM uses the
spinal cord probability map M1 as input to the PCA-based method of Chapter 2 [34].
XM is auto-context with the image and probability map features. XMφ is auto-context
with the image, probability and global geometric feature. We compute the mean values
of the probabilistic Jaccard index (JPVE), area similarity (V olS) and Hausdorff distance
(H) in voxels between our automated and ground segmentations over ten MS patients (left
columns) and ten healthy (non-MS) patients (right columns). The Pearson’s correlation
coefficients (r) and p-values (p) between the automated and the ground truth segmentation
volumes are measured.

Case JPVE V olS H r p JPVE V olS H r p

GT PCA 0.853 98.36 1.96 0.997 3×10−10 0.881 98.97 1.57 0.993 9×10−9

PCA∇σ 0.784 94.33 - - - 0.832 96.88 - - -

PCAM 0.818 96.38 2.42 0.931 9× 10−5 0.847 93.65 2.04 0.896 4× 10−4

XM 0.856 94.50 15.35 0.932 9× 10−5 0.916 97.74 4.41 0.939 6× 10−5

XMφ 0.878 96.32 2.29 0.972 3×10−6 0.928 98.87 1.82 0.991 3×10−8

the restricted PCA model produces less accurate JPVE results when compared to our auto-

context model (Table 3.1 - row GTPCA). To show the limitations of hand-crafted terms, we

replace the gradient and intensity-based terms (Equation 2.3) of Chapter 2 [34] with the

spinal cord probability map M1 (trained only on intensity features) as input to be regular-

ized by the PCA model. This improves the segmentation results (Table 3.1 - row PCAM)

over what was originally reported in Chapter 2 [34] indicating that the trained classifier is

better at detecting the cord.

Our third experiment compares auto-context with and without global features. To

compare to the approach of Tu and Bai [68], we initially omit the global feature and rely

only on the image X and probability maps M as input to the auto-context model to segment

the spinal cord (Table 3.1 - row XM ). We then reintroduce the global feature φ(M, i) and

show improved segmentation results (Table 3.1 - row XMφ). This demonstrates that it is

useful to augment auto-context with the global shape feature (i.e. improvement over [68]).

We note that, once trained, our unoptimized implementation takes under 10 minutes to

run for a novel cropped volume while in Chapter 2 [34] we reported run-times between 1

and 5 hours for the same sized volumes. Also, while our method was tested on a cropped

volume (Fig. 3.1a), it did not require any further user-input in contrast to [29, 48], and it
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was capable of capturing the PVE not modelled in [13].

3.4 Conclusion

We have proposed to augment auto-context with global geometric features that can capture

high-level information and relationships between the candidate shapes found within a seg-

mentation. The auto-context approach jointly detects and regularizes a segmentation which

allows for a flexible shape space capable of capturing subtle irregularities in the spinal cord.

We have demonstrated improvements to accuracy and a lower running time when compared

to our previous approach in Chapter 2. We leave further comparison of these two methods

for the final Chapter 5 in Section 5.1. Future work would validate our method over a larger

spinal cord dataset with more diverse clinical parameters and investigate the development

of other global geometric features.



Chapter 4

Predicting MS Disability using

MRI

4.1 Introduction

As discussed in Chapter 1, Multiple sclerosis (MS) studies have found that a patient’s

physical disability correlates with spinal cord atrophy [8, 41, 42, 57, 69]. Measuring spinal

cord atrophy is potentially a useful biomarker for monitoring the progression of diseases

or the effectiveness of therapies [57]. Spinal cord atrophy is defined as a loss of tissue and

commonly measured by cross-sectional area (CSA) or spinal cord volume [41, 42, 57]. To

quantify the CSA, user-guided computer software is often used to assist in delineating the

spinal cord from a 3D MRI (e.g. using one of our previous chapters’ methods [33, 34] or

several other recently developed approaches [29, 45, 48, 66]). The segmented cord’s volume

or averaged CSA is computed and correlated with the patient’s clinical disability score.

To quantify the clinical disability of a patient with MS, clinicians commonly rely on the

Expanded Disability Status Scale (EDSS) [37] which assigns the patient a number between

zero (a normal neurological exam) and ten (death from MS). Although commonly used,

the EDSS score suffers from reproducibility issues, focuses largely on a patient’s ambula-

tory impairment, and is restricted to an ordinal scale. This motivated the development

of the Multiple Sclerosis Functional Composite (MSFC) score [22], which we discuss in

Section 4.2.5.

While the CSA of the spinal cord has been shown to correlate with clinical score, this

32
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correlation is generally moderate with some studies failing to show the expected reduction in

CSA [43]. This may be because a reduction in cord size is only one global aspect of atrophy,

and few other features that capture more subtle aspects have been explored. Schnabel et

al. [60] explored local and global shape measurements across scales and concluded that the

spinal cord shape should be measured across a range of scales. In conventional and diffusion

tensor (DT) MRIs, Benedetti et al. [8] identified the brain T2 lesion volume, CSA and the

mean fractional anisotropy of the cervical cord as features that independently influenced the

EDSS score using a multivariate regression model. Composite scores, obtained by combining

these three features, improved the correlation with clinical scores when compared to the

correlations of a single feature. However, DT-MRI is much less commonly acquired than

structural MRI. Valsasina et al. [69] explored the regional atrophy of the cervical cord

by applying voxel-wise statistics on registered spinal cord segmentations. They used the

determined regional atrophy in a multiple regression model, adjusted for age, sex, and cord

volume, and showed correlations with clinical scores and patterns of atrophy.

Although a number of composite MRI biomarkers for MS have been proposed, computing

morphological features to capture atrophy and combining these features in linear and non-

linear regression models has not been well studied. As well, few works have testing whether

combining multiple spinal cord features into a single model will provide a better indicator of

disability than just using a single feature. Introducing new atrophic features and methods

to combine them may assist clinicians in diagnosis, provide insights into disease progression,

and serve as a useful composite biomarker.

Few works have specifically examined correlating multiple image features with the pro-

gression of MS; however, this concept of using appearance and/or morphological features

to predict disability or to detect abnormalities has been successfully demonstrated in other

clinical applications. Ward et al. [71] computed 3D shape characteristics from MR images

of patients’ shoulders and found differences using an ANOVA test. They combined those

significant features in a support vector machine (SVM) [23] to distinguish pathology. Using

extracted features from DT and dynamic contrast enhanced MRIs, Moradi et al. [53] used

a SVM to distinguish between cancerous and normal biopsy samples. Mirzaalian et al. [50]

used wavelet transforms extended with medial-based mesh projections extracted from MR

images of the thigh muscles and employed a SVM to classify healthy controls from those

with chronic obstructive pulmonary disease. Moradi et al. [52] detected prostate cancer
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using neural networks and features extracted from the discrete Fourier transform of ultra-

sound radio-frequency time series data. Tang et al. [65] extracted motion features from

ultra sound images to predict patients with or without speech impediments. These works

and others suggest that a similar approach may work to predicting disability in MS patients

using MRI based features.

We propose novel features extracted from MRI and the corresponding spinal cord seg-

mentation that are potentially more specific to the clinical status than pure area or volume.

Using these extracted features, we employ different regression models ranging in complexity

and intuitiveness, starting with simple linear regression models, then multiple linear regres-

sion models and finally, non-linear non-parametric regression forests. To determine which

of our proposed candidate features are useful biomarkers, we explore our data for features

that are consistently associated with clinical state. Our results suggest that our proposed

features and the more complex regression models are capable of outperforming the predic-

tive abilities of a linear regression model using only spinal cord volume as the explanatory

variable.

4.2 Methods

In this section we describe our data and the regression problem, examine the new candidate

spinal cord features, outline the different types of regression models used, describe our

cross-validation set-up, and finally discuss how the clinical scores are computed.

4.2.1 The Data and the Problem

We are given a set of n MRI scans I = {I1, . . . , In} where each 3D MRI scan Ii has a cor-

responding real number clinical score yi ∈ Y, and a corresponding spinal cord segmentation

Si ∈ S. The dimensions of Ii and Si are the same. As described in our previous chapters,

each voxel in Si has a value between 0 and 1, where 0 represents the background and 1

represents the spinal cord. Voxels in Si that are on the boundary of the spinal cord are

assigned a fuzzy value between 0 and 1 that represents an estimated percentage of the voxel

that contains spinal cord (i.e., partial volume) [66].

Our objective is to create a model M , using the images I and segmentations S, capable

of predicting the patients’ clinical scores Y from novel MR images. We extract a set of
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Figure 4.1: Illustrations of the proposed features. (a) The distances (dashed line) from
the center-of-mass (center box ) to the boundary voxels (circles) make up perk. (b) The
distances to the nearest boundary point from the voxels inside the cord give distk (brighter
implies farther). (c) An ellipse is fit to the cord. (d) The normalized intensities of the cord
are considered in intk.

features X from I and S that are transformed by model M into values Ŷ, such that the

predicted values Ŷ = M(X) estimate the corresponding clinical scores Y.

One approach is to set M as a simple linear regression model with the spinal cord

volume as the single explanatory variable X. This is similar to the existing literature where

a Pearson’s correlation coefficient is computed to measure the linear dependency between the

spinal cord volume and clinical score. However, as mentioned in the introduction, this linear

dependency using spinal cord volume does not always reveal a strong clinical relationship.

We improve on this by deriving new morphological and MRI-based appearance features X

and examining ways to combine them in more descriptive models M.

4.2.2 Candidate Features

We describe simple candidate morphological and appearance features X that are potentially

sensitive to spinal cord changes. This is not meant to be a comprehensive set of features, but

is sufficient to explore the potential of going beyond measuring cord size to predict disability.

We first define the commonly used spinal cord volume, which is computed by summing all

voxels, including the partial volumes Si(m) ∈ [0, 1], in the segmentation, vol =
∑J

j=1 Si(j),

where J is the total number of voxels in Si. While spinal cord volume captures a global

measure of spinal cord atrophy, we are also interested in features that vary at least partly

independently from area or volume, and that are sensitive to spinal cord changes at a local

scale.
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Our first proposed feature is designed to be more sensitive to local changes in the spinal

cord’s boundary. On each 2D axial slice of the segmentation Si, we find voxels on the

boundary between the spinal cord and background by considering voxels in Si with a par-

tial volume greater than 0.5 to be spinal cord. This results in a 2D binary image that we use

to extract the cord’s boundary voxels. For the kth 2D axial slice of the spinal cord, we take

the Euclidean distance between the center-of-mass ck of the cord’s kth cross section, and the

spinal cord boundary/perimeter voxels b computed as, perk = (d(ck, b
1
k), . . . , d(ck, b

m(k)
k )),

where bik represents the ith boundary voxel on the kth slice, and d(c, b) computes the Eu-

clidean distance between the two coordinates (Fig. 4.1a). The number of boundary voxels

m(k) can change for each 2D slice. We find the minimum distance from the center-of-mass

to the boundary voxels in each 2D slice averaged over K 2D slices,

permin =
1

K

K∑
k=1

min(perk). (4.1)

In a similar way, to compute additional features we replace the “min” function from (4.1)

with the mean (permean), standard deviation (perstd), and the max (permax) functions.

We define a related measure that focuses on local changes in 3D by calculating a 3D

distance transform from the surface of the segmented spinal cord masked by (or restricted

to) the interior region of the cord. To compute the distance transform, we calculate the

Euclidean distance between voxels inside the spinal cord and the nearest boundary voxel in

3D. To further differentiate this feature from the per features, we consider voxels that contain

any partial volume to be spinal cord, which changes the boundary voxels. The distance

transform for slice k with q voxels inside the cord is represented as distk = (t1k, . . . , t
q(k)
k )

where tik is the distance from the ith voxel inside the cord on the kth slice to the nearest 3D

boundary coordinate (Fig. 4.1b). The number of voxels inside the cord, q(k), can change

for each 2D slice. In a similar fashion to (4.1), we replace perk with distk and the “min”

function with the mean (distmean), max (distmax), standard deviation (diststd) and the max

divided by the mean distance (distmax
mean) function averaged over the K 2D slices. For clarity

we formally define,

distmax
mean =

1

K

K∑
k=1

max(distk)

mean(distk)
, (4.2)

which averages the ratio of the furthest boundary distance by the mean distance.

To compute features that are more robust to local noise, such as small segmentation

errors, we fit an ellipse (Fig. 4.1c) to each 2D cross-sectional slice of the segmented spinal cord
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and compute the eccentricity (ecc), minor axis (axmin), and major axis (axmaj), averaged

over the length the cord.

All the features proposed so far are dependent on the geometrical characteristics of the

cord, but we also include features based on the intensities found within the MRI. As the

intensity values can vary widely in different MRI scans, we normalize a scan’s intensities by

its overall 3D scan intensities to produce z-scores. We extract the z-scores of those voxels

that are labelled as spinal cord (partial volume > 0.5) and take the mean (intmean) and

standard deviation (intstd) of the spinal cord intensity values averaged over the K 2D slices

(Fig. 4.1d).

4.2.3 Regression Models

Linear regression [51] employs a linear function to model the relationship between the

explanatory variable (e.g. spinal cord volume) and a response variable (clinical score). The

parameters of this model are the coefficients β of the explanatory variables and the error term

ε. These coefficients can be estimated from the data by applying a least-squares fitting [73]

that minimizes the differences between the response variable and the fitted explanatory

variable. A model with only a single explanatory variable x1, is known as simple linear

regression, and is one of the simplest models to analyze. Given a dataset with n observations,

this produces a straight line, yi = β1xi1 + εi, i = 1, . . . , n. Multiple linear regression builds

on this by adding r explanatory variables to the model, yi = β1xi1 + · · ·+ βrxir + εi.

While these models assume a linearity of the underlying relations, we also explore a

more flexible, non-linear, non-parametric model, known as a regression forest. A regression

forest significantly differs from the previously described models as it is completely learned

from the data and makes no assumptions about the underlying distributions [18].

4.2.4 Training and Testing the Models

The models in section 4.2.3, are described in order of increasing complexity. With this added

complexity, we increase the potential to accurately model the underlying function, but also

increase the difficulty in intuitively understanding the model and increase the likelihood of

over-fitting the model to the training data. To reduce the possibility of over-fitting, we divide

our data into a training and testing set. Given the relatively small size of our dataset, we

use leave-one-out cross-validation. This is repeated for all samples to give us an indication



CHAPTER 4. PREDICTING MS DISABILITY USING MRI 38

−1 −0.5 0 0.5 1
2

3

4

5

6

7

8

Z
MSFC

E
D

S
S

(a) EDSS vs. ZMSFC

−1 −0.5 0 0.5 1

−1

−0.5

0

0.5

1

Z
physical

Z
M

S
F

C

(b) ZMSFC vs. Zphysical

Figure 4.2: The distributions of scores are shown. (a) The ZMSFC scores have a wider
distributions than EDSS scores. As expected, as EDSS decreases, there is a trend for
ZMSFC to increase. (b) We remove the cognitive component from ZMSFC to form Zphysical,
slightly changing the distributions (deviations from dashed line).

of the robustness and generalizability of our regression model and chosen features.

4.2.5 Clinical Scores

As discussed in the introduction, the EDSS and the MSFC scores, which we aim to predict

from X, are commonly used to quantify clinical disability. We choose to focus on the MSFC

score rather than the EDSS score because the MSFC captures disability to which the EDSS

score is relatively insensitive, such as arm/hand function. In addition, the EDSS scores

tend to exhibit a poor distribution due to the non-linearity of the scale, with many patients

clustered between 4.5 and 6.5 (Fig. 4.2a).

The MSFC score tests for: upper extremity function, determined by a 9-hole peg test

(9-HPT); walking speed, measured by a timed 25-foot walk (T25W); and cognitive function,

evaluated by a paced auditory serial addition test (PASAT). These three tests are shown

to vary relatively independently, be sensitive to changes over time, and capture aspects of

MS that are not captured in the EDSS score [22]. These components averaged together

compose the MSFC score,

ZMSFC = (Z9-HPT − ZT25W + ZPASAT)/3 (4.3)
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where the scores are normalized to produce z-scores using a reference population that in-

cludes healthy controls [22].

While this composite score is used to give an overall indication of the progression of

multiple sclerosis, we do not expect the cognitive component, ZPASAT, to have a strong

causal relation with spinal cord atrophy as the spinal cord is not directly related to cognitive

function. We test this by computing the Pearson’s correlation coefficient with the cognitive

test ZPASAT and spinal cord volume vol, and do not find a significant correlation (r = -0.016,

p-value = 0.93). For this reason, we remove ZPASAT and only include the physical disability

tests to define a new clinical measurement of physical disability,

Zphysical = (Z9-HPT − ZT25W)/2. (4.4)

This combined physical score, Zphysical, is the clinical score we use as the response variable

for this work. The distribution of values and the changes in correlation between ZMSFC and

Zphysical are shown in Fig. 4.2b.

4.3 Results

We validate our proposed features and models using 30 3D T1-weighted MRIs acquired

with a spoiled gradient echo sequence and an MR field strength of either 1.5 tesla or 3.0

tesla. These scans were gathered from multiple centers and parameters varied by site. Each

scan is from a different patient (age ranged from 34 to 64) with secondary progressive MS.

This dataset is different than what was used in our previous chapters as the previously used

dataset included non-MS patients and the necessary clinical scores were not available.

For each 3D MRI, we have its corresponding clinical score as described in Section 4.2.5

and a segmentation of the spinal cord. To ensure reasonably accurate segmentations, we

use the same method to segment the cord as was done in the previous chapters, which we

describe in more detail here. This method uses a seeded semi-automatic method similar to

Tench et al. [66] where a user-guided region growing algorithm marks the spinal cord voxels

with a 1 and the background voxels with a 0. Due to the limited resolution of the MRIs

and the small size of the cord, voxels on the boundary of the spinal cord, composed both of

spinal cord and background, make up approximately 25% of the total voxels in the cross-

sectional area [66]. To give an estimate of the spinal cord area contribution these boundary

voxels make, the boundary voxels are assigned a fuzzy value between 0 and 1, computed as
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a function of the cord, boundary and cerebrospinal fluid intensities, based on Equation (2)

in [66].

The original MRI voxel resolutions were either 0.976 × 0.976 × 1 mm or 0.976 × 0.976 ×
1.3 mm, but are normalized via trilinear interpolation to 1 × 1 × 1 mm. When computing

our features X, we only consider the first 20 2D slices starting from and including the C3

region and moving inferior, i.e. K=20 in (4.1) and (4.2).

4.3.1 Error Metrics

To quantify how closely the predictions Ŷ produced by our model are to the true clinical

scores Y , we use the following metrics. We compute the mean absolute error (MAE) by

taking the mean of the absolute difference between the predicted score and the true clinical

score, MAE = 1
n

∑n
i |ŷi − yi|, giving equal weight to all errors. To get an indication of the

variability in the error, we compute the standard deviation of absolute error as, SAE =

std(|Ŷ − Y |). To give a higher weight to larger errors, we report the root mean square

error, RMSE =
√

1
n

∑n
i (ŷi − yi)2. MAE, SAE, and RMSE values closer to zero indicate a

better model. To indicate the consistency of our predictions, we also compute the Pearson’s

correlation coefficient and its corresponding p-value between the predicted clinical scores Ŷ

and the true clinical scores Y.

4.3.2 Simple Linear Regression with Spinal Cord Volume

To establish a baseline test on which we aim to improve, we use a simple linear regression

model with spinal cord volume as the explanatory variable similar to what is done by

Losseff et al. [42]. We compute the volume of the segmented cord (vol) and use leave-out-

one cross-validation to train our model and test on the omitted volume. As expected from

the existing literature [8, 41, 42, 57, 69], we detect a moderate yet statistically significant

correlation between volume and clinical score (vol: r=0.473, p=0.00824). The predictive

ability for a linear regression model using volume as the explanatory variable is reported in

Table 4.1 (row 1) and shown in Fig. 4.3a.

4.3.3 Simple Linear Regression with Proposed Features

In our second test, we examine each proposed feature’s ability to act as the explanatory

variable in a linear model. For each proposed feature in Section 4.2.2, we compute the
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(a) Linear regression using cord volume
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(b) Regression forest using two features

Figure 4.3: Actual vs. predicted clinical scores are shown. (a) Spinal cord volume vol is
used as the explanatory variable in a simple linear regression model. (b) A regression forest
trained on two selected features, axmaj and permin, demonstrates an improved correlation.
Deviations from the dashed line are errors.

Pearson’s correlation coefficient between the proposed feature and the clinical scores. We

find that axmin, permean, permin, dist
mean
max all provide a slight increase in correlation when

compared to vol. Of these features, permin shows the strongest improvement in Pearson’s

correlation (permin: r=0.565, p=0.00115; vs. volume vol: r=0.473, p=0.00824) and the

p-value of permin survives the Bonferroni correction for multiple testing (0.00115 < 0.05
13 ).

We test if permin is a stronger explanatory variable than volume by performing the same

cross-validation procedure. We report our results in Table 4.1 (row 2), which demonstrates

that not only does permin correlate better than volume, but it gives a more consistent score

and is less susceptible to outliers. This is shown by the lower MAE, SAE, and RMSE scores,

and higher Pearson’s correlation when compared to a model using volume. This suggests

that permin may be a better indicator of physical disability than spinal cord volume.

4.3.4 Multiple Linear Regression with Proposed Features

To explore the use of multiple explanatory variables in a linear regression model, using

the 13 candidate features described in Section 4.2.2, we form separate models where each

feature can either be included or excluded from the model, for a total of 213 = 8192 possible

combinations. To get a sense of which variables generalize well, we test each model using

leave-one-out cross-validation. We correct for multiple testing by applying the positive False
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Discovery Rate (pFDR) [63] to reduce the likelihood that a positive result is a Type I error.

As our goal is to determine if a multiple linear regression model can provide improvements

over simple linear regression, we compute how many models result in a RMSE that are

less than the RMSE reported using the linear model with the explanatory variable permin

(i.e. RMSE < 0.527). There are 292 such models and from this subset of models, we find

the maximum p-value to be 0.00684 with a corresponding q-value of 0.000172. Out of all

our tests, there are 749 tests with a p-value less than 0.00684, indicating a low number

(749×0.000172 < 1) of improved models that are potentially false positives. The features

selected from the model with the lowest RMSE are: best7MR = {intmn, axmin, permean,

permax, permin, distmax, dist
mean
max }, and the prediction results are reported in Table 4.1 (row

3). We note that this model with multiple features shows a significant reduction in prediction

error when compared to the models using a single explanatory variable.

However, as the issue of how best to correct for multiple testing is still an open one,

we further examine our models for a more conservative selection of features. We examine

what features were consistently selected in the top 25 models. As can been seen in Fig.

4.4, the same five features are selected in nearly every model suggesting these features

jointly are useful. Based on this trend, we form a linear regression model using only the

consistently selected features, sel5MR = {intmean, permean, permax, distmax, dist
mean
max }, and

report the cross-validated results in Table 4.1 (row 4). While the predictive ability of

this model is less than the best7MR predicting model, this model has two less explanatory

variables than the best7MR model, which may be more generalizable in a novel dataset (even

though we cross-validated our dataset). These improvements over the models with a single

explanatory variable, suggests that it is useful to combine multiple spinal cord features

within a single model.

4.3.5 Non-linear Regression Forest with Proposed Features

In our final tests, we use a non-linear regression forest (RF) implemented with MATLAB’s

TreeBagger class (R2012a; The MathWorks Inc., Natick, MA). The minimum number of

observations per leaf is set to one. All other parameters are left to their default settings

except for the number of trees which we describe below. To see if a non-linear model, trained

on a single feature can outperform a linear model, we train a RF with 250 trees on each

proposed feature from Section 4.2.2. Out of our 13 proposed features, we find that permin

on its own returns superior results when compared to the other models that use only a
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Figure 4.4: The number of times a features was selected in the top (lowest RMSE) 25 mul-
tiple linear regression models is graphed. The y-axis shows the number of times the feature
was selected and the x-axis is the feature selected. We can see that two features were selected
in all the top 25 models, permax, dist

mean
max , two were selected in 24 models, intmean, permean,

and one was selected in 23 models, distmax. These five features are consistently selected
which suggests their general importance in forming the model.

single feature, Table 4.1 (row 5). To consider multiple features in our RF, as was done in

Section 4.3.4, we try all possible combinations of features (213) in a RF. However, to lower

computational cost, we use 80 trees with 6-fold (instead of leave-one-out) cross validation

when exploring all the feature combinations. We find those features used in the model that

produces the lowest RMSE. Correcting for multiple testing using pFRR (sec. 4.3.4), returns

less than 1 expected number of false positives.

Similar to Section 4.3.4, we also examine a more conservative selection of features by

choosing those features that are consistently in the 25 models with lowest RMSE. We find

that the features used in the lowest RMSE model and the features consistently chosen in the

25 lowest RMSE models are the same. These selected features are the axmaj (chosen in 24

out of 25 models) and the permin (chosen in 25 out of 25 models). We train another RF with

250 trees on sel2RF = {axmaj, permin} and show leave-one-out cross-validated results that

outperform all our previous regression models, reported in Table 4.1 (row 6) and shown in

Fig. 4.3b. This demonstrates that select novel morphological features, combined in a non-

linear, non-parametric regression model can potentially provide more accurate predictions

of MS physical disability than a linear model, and outperforms predictions based on spinal

cord volume.
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Table 4.1: The model column contains the different type of models explored where linear
represents a linear model, multiple represents a multiple linear regression model, and RF
represents a regression forest model. The features column contains the different features the
model was trained on, where vol represents the volume of the spinal cord, permin represents
the minimal distance to the cord’s center-of-mass from the cord’s boundary, best represents
the combination of features that gives the lowest RMSE error, and sel are the features
consistently selected in our top 25 models. The error metrics we report are the Mean
Absolute Error (MAE), the Root Mean Squared Error (RMSE), the Standard deviation of
Absolute Error (SAE), the Pearson’s correlation coefficient r and its corresponding p-value
before correction for multiple comparisons.

model features MAE SAE RMSE r p-value

linear vol 0.448 0.326 0.551 0.367 0.0460841

linear permin 0.444 0.290 0.527 0.464 0.0097723

multiple best7MR 0.379 0.253 0.453 0.667 0.00005645

multiple sel5MR 0.414 0.233 0.473 0.617 0.00028511

RF permin 0.381 0.251 0.453 0.682 0.00003277

RF sel2RF 0.293 0.201 0.353 0.803 0.00000009

4.4 Conclusion

We proposed new morphological and appearance features to capture the subtle changes in a

patient’s spinal cord as it undergoes atrophy due to multiple sclerosis. These proposed fea-

tures were combined in a regression model and our results indicate that they are potentially

useful imaging biomarkers for multiple sclerosis. When only considering any one particular

feature, the distance from the cord’s center-of-mass to the cord’s boundary, permin, provided

the strongest results and was an improvement over spinal cord volume at clinical prediction.

Our results also suggest that combining the selected features in a regression model

improves the predictive ability over a simple linear regression model using any one of the

tested features, including volume, alone. As well, a non-linear regression forest, trained

on select morphological features, appears to be a promising approach to improve on the

predictive ability of linear models. To ensure generalizability of our results (i.e. that the

proposed biomarkers and models are not specific to our data and that our findings are not

due to a Type I error), even though our data came from multiple centers, future work must

involve larger datasets representing a greater variety in imaging, pathological, and clinical

parameters.
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Conclusions

We have researched and developed two methods to segment the spinal cord from 3D MR

images, and explored novel features and regression models to predict the physical disability

of MS patients using multiple features extracted from the spinal cord segmentations. In this

final chapter, we summarize our contributions, discuss the differences in our segmentation

approaches, and finally examine future work.

Our specific contributions are as follows:

• Extending the previous four dimensional search described by Li and Yezzi [40], we

proposed a novel spinal cord segmentation algorithm that finds a minimal path in six

dimension (three spatial, three shape descriptors) to return a globally optimal spinal

cord segmentation. We demonstrated how the principal component analysis shape

space can be used to represent arbitrarily high dimensions and addressed some of the

non-trivial space and time challenges that occur when moving to higher dimensions.

While higher dimensions and/or shape representations can be used, consideration

must be given to the high time and memory requirements. Our results demonstrate the

feasibility of high-dimensional searches and may prove useful to detect other connected

tubular structures.

• We extended Tu’s auto-context framework [67] by proposing global geometric features.

These features consider the geometric properties and interactions of the candidate

shapes created in each iteration of auto-context. This machine learning approach was

shown to improve on the existing auto-context framework and outperform our previ-

ous spinal cord segmentation method, while requiring less interaction. The concept of

45
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global geometric features may prove to be useful for many other image analysis prob-

lems, specifically in those cases where the voxel and approximate size of the object to

segment is known, as is commonly the case in medical image analysis problems.

• We presented novel morphological and appearance features to capture the atrophy of

the spinal cord and examined combining them into linear and non-linear regression

models. Multiple spinal cord-based features were combined into a single model. This

improved the model’s ability to predict the physical disability of a patient with MS over

a model using only the volume of the spinal cord, as is commonly done. In addition, we

showed promising improvements to predictive power by using a non-linear regression

forest with two of our proposed spinal cord morphological features.

5.1 Comparing the Segmentation Approaches

We compare our two spinal cord segmentation approaches to further understand and clarify

the relative advantages and limitations of each approach. Our first approach described

in Chapter 2, from a computing science perspective, has several desirable properties: a

guaranteed global optimal solution, a relatively simple understandable energy function, and

an established shape prior extended for probabilistic values. With careful analysis, we can

examine this algorithm and propose specific improvements (e.g. a more flexible shape space

or additional energy terms) to improve the segmentation. However, balancing between a

model that accurately describes the cord and a model that is optimizable becomes a primary

concern. To more accurately describe the cord, we can add more edges to the graph and

increase our search resolution, but this quickly makes the optimization problematic as it

increases both the space and time requirements. But perhaps more importantly, this method

(as it is currently formulated - other extensions are possible) has an underlying assumption

that we can derive by hand a set of energy terms that will robustly and accurately model

the spinal cord. Although learning the appropriate weights and parameters for each energy

term may provide improvements [46, 64], the energy terms themselves still are modelled

based on the assumptions made by the human designer.

Our second approach to segmentation, described in Chapter 3, is less deterministic

and less intuitive than the first: it is difficult to make claims of global optimality and the

method to detect and regularize the cord is not easily or intuitively understood. Instead,

the algorithm learns the discriminative features and the underlying distributions to both
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detect and regularize the spinal cord. The sacrifice of global optimality is supported by the

recent works of McIntosh and Hamarneh [47] who emphasized the importance of high fidelity

shape spaces and energy functions over maintaining convexity. We can think of our machine

learning, auto-context approach as a natural extension to the conclusion of McIntosh [44],

who stated that future work on energy functions should focus on “incorporating increasing

degrees of learned, contextual knowledge.” We moved towards this goal by learning the

energy function itself, rather than learning the appropriate weights and parameters for

individual hand-crafted energy terms. In addition, this method incorporated a large degree

of learned, contextual knowledge through the use of global geometric features.

We examine the common equation in these two approaches for a more direct comparison

of where the improvement in Chapter 3 comes from. Both these approaches approximate

the probability of a segmentation S given the observed image data I, p(S|I). In Chapter 2

we assumed that the probability of the image p(I) is uniform. Thus, applying Bayes’ rule,

we can simplify our equation to p(S|I) ≈ p(I|S)p(S), where p(I|S) is modelled using a

hand-crafted energy function (i.e. gradient and intensity-based features) given in Equation

(2.3). The probability of the segmentations p(S) is modelled by the PCA shape space where

the allowable shape domain (ASD) is constrained by a hyperrectangle. A probability of zero

is assigned for shapes outside of the ASD and uniform probabilities are assigned for shapes

inside the ASD. The regularization of the segmentation is taken care of by restrictions to

the connectivity of the graph, the connected minimal path and the PCA shape space.

In contrast, the equation in Chapter 3 assumes p(S|I) can be directly learned by intro-

ducing an iterative time-step component t such that p(St|I) ≈ p(St|I, St−1). The probability,

p(St|I, St−1), is non-parametrically learned from the data and both detects and regularizes

the cord. The hybrid approach attempted in Chapter 3 demonstrated that the improvements

not only come from a better detection of the cord (before regularization), but also from an

improved regularizer. Thus, we believe that the superior segmentation accuracy, observed

using the augmented auto-context in Chapter 3, comes from removing both the hand-crafted

energy terms (Equation 2.3) and the restrictions on the shape space, and replacing them

with a learned distribution that jointly detects and regularizes the segmentation.

Essentially, our proposed methods have pushed the boundaries of segmentation algo-

rithms towards approaches that consider more context and improved modelling of the con-

text’s distribution. Our results in Chapter 3 suggest that increasing the context and ability

to model this context’s distribution improves the segmentation results.
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Figure 5.1: An illustration of where the segmentation methods used in our work rank when
examining the amount of context (scope of analysis) considered and how accurate we model
the given scope of analysis (model fidelity). The probabilistic Jaccard similarity coefficient
(Equation 2.6) between the segmentations produced by the algorithms and the ground truth
is measured for 10 MS patients on the same dataset (results in the circles). (a) We can see
that our 6D method from Chapter 2 has high context, but our assumptions limited the
accuracy of the distribution. (b) The accuracy is improved when a trained classifier is
used to detect the cord. (c) The auto-context approach of jointly learning the detection
and regularization is accurate but only considers the local neighbourhood context. (d) By
considering global features, the amount of context is increased yielding the most accurate
segmentations.
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A visual summary of the segmentation methods used in this work are shown in Fig. 5.1.

This figure illustrates where each method stands when considering the amount of context

and accuracy of the distributions. In Chapter 2, we obtained a globally optimal solution

that considered the entire domain of possible solutions (high scope of analysis); however, to

make our search optimizable, we made simplifying assumptions in our shape space (three

discrete principal component weights) and energy function, resulting in a lower model fidelity

(Fig. 5.1a). In Chapter 3, we removed the hand-crafted terms in the energy function by

using a trained classifier to detect the spinal cord, but the regularization was still done

using the PCA shape space and the 6D optimizer. This method has a high scope of analysis

as it still considers the entire domain of possible solutions, but is limited in modelling an

accurate distribution due to the restricted shape space (Fig. 5.1b). The conventional auto-

context model proposed by Tu [67] (Chapter 3), learns an accurate distribution to both

detect and regularize the cord, but only with a local neighbourhood window and without

directly considering the entirety of the segmentation (Fig. 5.1c). By incorporating global

features from the segmentations, we can include global context and learn the appearance,

context and global-context distributions, which yields the most accurate results (Fig. 5.1d).

Of the two segmentation approaches proposed in Chapter 2 and Chapter 3, we conclude

that at least for our data, the approach of learning the underlying rules from the data is

superior to my ability to explicitly design such rules. The generalizability of this conclusion is

at least partially supported by recent works that rely on learning the underlying rules rather

than explicitly encoding them [36,68,75]. As well, these observations agree with recent works

that discuss trade-offs between fidelity and optimizabilty of objective functions [25,47].

5.2 Future Work

We discuss a number of directions for potential future work that could enhance and clarify

our conclusions.

• The A* optimizer could greatly benefit from using additional heuristics in the search.

For example, we could consider the spatial planes the path must travel through to get

to go from the start to the end seed point. The sum of the minimal costs in each plane

would be less than or equal to the true minimum cost and thus would be an admissible

heuristic. This would likely drastically cut down both the amount of required memory
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and the search time, allowing for a larger search domain where higher dimensions and

a finer search resolution could be used.

• The types of global geometric features could be expanded for auto-context. We did

not explore other types of features as the single feature presented was sufficient for our

dataset. More descriptive features may prove to be useful in other types of problems.

• The usefulness of our proposed segmentation methods could be strengthened by com-

paring how well features extracted from the proposed segmentations indicate or predict

physical disability when compared to the features extracted from the ground truth seg-

mentations. If the features extracted from the automated segmentations are stronger

indicators than the manual methods, then this would suggest the automated method

is more sensitive to changes in the cord and may actually be returning more accurate

segmentations.

• Other features could be added to the regression model to predict physical disability.

We restricted our search to only intuitive features but other less intuitive features may

prove to be better explanatory variables. As well it would be interesting to see if a

machine could learn the relevant features that indicate physical disability from the

data, and we may end up not relying on the spinal cord segmentations at all.
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