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ABSTRACT 

Semiconductor nanowires (NWs) offer a wide range of opportunities to explore 

the fundamentals of the crystal growth process as well as the possibility to design and 

fabricate novel nano-scale devices.  The rational design of these devices requires the 

understanding of the NW growth mechanism in order to control the NW size and 

morphology, the NW doping, and the ability to grow coherent heterostructures. 

In this thesis, we grew gold-catalyzed III-V NWs via the vapour-liquid-solid 

(VLS) mechanism using the metalorganic vapour phase epitaxy (MOVPE) technique.  

We explored the details of VLS growth mechanisms by analyzing the dependence of NW 

growth rate on NW diameter.  We presented a systematic study of the effect of precursor 

chemistry (i.e. group III precursor, and CBr4 dopant on the growth of GaAs NWs.  We 

showed that precursor chemistry can be employed as a useful means to grow axial or 

radial heterostructures.  

A model to estimate the critical dimensions of core/shell NWs based on elasticity 

theory was presented.  The numerical calculations were carried out for various III-V 

core/shell NWs and showed excellent agreement with experimental results. 

We demonstrated both core and shell doping of GaAs NWs using Te- (n-type) 

and C- (p-type) dopants.  Electrical measurements were performed using a nanoprobe 

within a scanning electron microscope on individual NWs and doping levels and 

conduction mechanisms were determined.  The incorporation pathways of dopants into 

the NWs were discussed based on the analysis of the observed dependence of measured 

resistivity on NW diameter.  

 

 

Keywords:  GaAs; nanowire; carbon; tellurium; doping; heterostructures; MOVPE. 
Subject Terms: nanowires; GaAs; III-V semiconductors. 
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Introduction 

 
Semiconductor nanowires (NWs), grown via a bottom-up approach, are emerging 

as versatile building blocks for future nanoscale devices.  The small diameters, as low as 

3 nm [1], with atomically smooth surfaces are the key properties which make them 

superior over their lithographically scaled counterparts.  In addition, the ability to grow 

axial and radial heterostructure NWs, that are difficult or impossible to grow in thin 

films, opens new opportunities to design and fabricate novel devices [2, 3].  Furthermore, 

the ability to integrate III-V NWs on Si substrates [4] is another characteristic which 

makes them desirable from the technological point of view.  Some of the reported NW-

based devices, such as wrapped-gate field effect transistors [5], have already shown better 

performance compared to their counterparts manufactured via top-down technology. 

Recently, axial and core/shell III-V NW solar cells have received considerable attention, 

and single junction cells with efficiencies up to 13.8% (InP-based axial p-i-n junction) [6] 

and 6.6% (GaAs-based radial p-i-n junction ) [7] have been reported.  The rational design 

of these devices depends on the understanding of the NW growth mechanisms in order to 

control the NW size and morphology, the NW doping, and the ability to grow coherent 

heterostructures. 

In the first chapter, I will outline the experimental procedures and apparatus used 

in this work.  In the second chapter, I explore the basic aspects of Au-catalyzed GaAs 

NWs grown via vapor-liquid-solid (VLS) growth mechanism in a metalorganic vapor 

phase epitaxy (MOVPE) reactor.  Analysis of the dependence of the NW growth rate on 

diameter and group III precursor partial pressure is an indirect approach to examine the 

VLS growth mechanism.  In this method, agreement between the proposed model and the 

experimental data gives insight into the microscopic mechanisms involved in the VLS 

growth of the NWs. 

Other parameters involved in the growth of III-V NWs include the growth 

temperature [8, 9], V/III ratio [9, 10], substrate material and orientation [11] and the size, 

spacing and choice of catalyst nanoparticles [12, 13].  In comparison, the precursor 

chemistry has received little attention [14].  In chapter 3, we investigate the effect of 

group III precursor chemistry on the morphology of GaAs NWs.  We show that by the 

appropriate choice of group III precursor, one can grow axial or radial NW 
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heterostructures without changing other growth parameters.  Another example of 

precursor chemistry, the effect of dopant precursor (CBr4), will be presented in chapter 4. 

In thin film lattice-mismatched heterostructures, the strain is predominantly 

accommodated by the layer.  The structure remains coherent if the layer thickness is 

below a “critical thickness”, otherwise the structure relieves the strain energy by forming 

dislocations at the heterointerface.  In thin films, the critical thickness is usually 

estimated by the Matthews-Blakeslee’s (M-B) theory, which is a force balance model 

[15].  This model relies on the assumption that pre-existing threading dislocations exist in 

the substrate surface prior to the layer growth.  This assumption is not generally true in 

NWs since the initial core structures are free of dislocations.  Therefore, equilibrium 

energy models are widely employed in NW heterostructures to determine the critical 

dimension of the axial [16] and radial [17-19] heterostructures.  In radial NW 

heterostructures, depending on the dimensions of the structure, both core and shell 

materials can share the strain.  This partitioning of the strain in core/shell NWs is 

expected to result in critical thicknesses above the values reported for thin film 

heterostructures.  In chapter 5, we present an equilibrium energy model based on 

elasticity theory to estimate the geometric limits of coherent III-V core/shell NWs and 

compare the predictions with experimental results we found for different III-V core/shell 

NWs. 

Control of NW doping is still a challenging area for crystal growers.  In VLS 

growth of NWs, dopant atoms may incorporate into the NWs via (1) diffusion through a 

dopant-NP solution into the NW or (2) diffusion through the NP/NW interface from the 

vapor phase into the NW.  Also, dopant atoms may incorporate from the vapor phase 

directly into the layer grown on the facets of the NWs to form a doped shell around the 

core.  In chapter 6, we demonstrate controlled tellurium- (n-type) and carbon- (p-type) 

doping of GaAs NWs, both core doping via VLS growth and shell doping via the vapour-

solid (VS) growth mechanisms.  We performed electrical measurements inside a scanning 

electron microscope by contacting individual NWs by a tungsten nanoprobe to determine 

the doping levels of the NWs.  Accurate determination of the dopant atoms distribution 

across the NW is challenging and requires precise measurements using atom probe 

tomography [20] or holography [21] techniques.  In this work, we employed a rather 



 

3 
 

indirect method to infer the dopant distribution across the NW.  In addition to the effects 

of sidewall depletion of doped GaAs NWs, the presence of any radial inhomogeneity in 

dopant distribution must result in a variation in the measured resistivity of the NWs with 

NW radius.  Therefore, based on diameter dependent analysis of the measured resistivity, 

we could infer information about the radial distribution of the dopants and the 

incorporation pathways of the dopants into the NWs. 
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1: EXPERIMENTAL METHODS 

This chapter provides an overview of the experimental methods used for nanowire 

(NW) growth and characterization.   NW fabrication was performed using metalorganic 

vapour phase epitaxy (MOVPE).  Scanning electron microscopy (SEM) and transmission 

electron microscopy (TEM) were used for structural characterization.  Electrical 

measurements were performed using a nanoprobe inside an SEM chamber. 

1.1 Metalorganic vapour phase epitaxy (MOVPE) 

MOVPE is a synthesis technique to grow epitaxial single crystal films or NWs on 

single crystal substrates.  In this process the metalorganic chemical constituents 

(precursors), containing the required chemical elements bound to a hydrocarbon ligand, 

decompose in the vapour phase and react on a heated substrate to form a solid crystalline 

deposit.   An alternative name for this process is metalorganic chemical vapour 

deposition (MOCVD). 

1.1.1 MOVPE system 

In this work, we used a Thomas Swan vertical MOVPE reactor, operating at a 

pressure of 50 Torr, to grow the NW samples.  Figure 1.1 shows three main components 

of a vertical MOVPE system: 

• The reactant supply. 

• The deposition system or reactor. 

• The exhaust system. 

Most of the metalorganic precursors are liquid at room temperature and are stored in 

stainless steel bubblers (Fig. 1.2) which are held in a temperature controlled bath filled 

with ethylene glycol. A carrier gas (such as H2) bubbles through the liquid precursor and 

transfers the saturated mixture to the reactor via the run line.  There are three-way valves 

on the vent/run line that switch the precursor flow to the run (reactor) or vent (exhaust) 
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lines.  The system includes pressure balanced run and vent lines to keep the precursor 

flow constant and to make fast switching of the precursor flow to the reactor possible, 

while minimizing pressure transients. The control of the carrier gas and precursor flow is 

performed by electronic pressure controllers (EPC) and mass flow controllers (MFC).   

To minimize unwanted pre-reactions, the group III and V precursors are carried 

into the reactor via separate run lines.  The precursor mixing happens above a 

showerhead in the reactor.  The precursor cracking and deposition occurs above a 

substrate which is mounted on a susceptor that is heated to the growth temperature. The 

susceptor rotates at 15 rpm in order to ensure uniform growth rate and composition of 

alloys.  An optical pyrometer was used to control the temperature.  The p- and n-dopant 

sources were carrier from the lower and upper run lines to the reactor, respectively.  

The decomposition reactions are never complete and some of the precursor 

materials may reach the exhaust without reacting. In addition, many of the by-products of 

the reaction are toxic. This means all these effluents must be eliminated or neutralized 

before they are released to the environment. The exhaust manifold includes a particle 

trap, which collects solid particles originating in the reactor, which might otherwise 

damage the pump. The trap also minimizes back-streaming of pump oil into the reactor 

and subsequent contamination.  A chemical duty vacuum pump is used to control the 

pressure and gas velocity inside the reactor.  Downstream from the pump, the exhaust 

gases pass through an oil mist eliminator and an activated carbon scrubber, where they 

are eventually oxidized. 

If the vapour pressure (PV (T)) of the liquid reactant is known, its flow rate (fp) 

can be calculated, using the ideal gas law, and controlled by the volume flow rate of the 

carrier gas (FH, cm3/min), bubbler pressure (PB), and temperature (T) [22]: 

  
 
 

  

        

     

  -     
  (mol/min)                                               (1.1) 

The vapour pressure of the precursor depends on the bubbler temperature and two other 

empirical parameters (a and b) that are characteristic of each material (summarized in 

Table 1.1): 

        
 -     (Torr)                                                                       (1.2) 
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Figure 1.1.  Schematic of an MOVPE system. 

 

 
Figure 1.2.  Schematic of a precursor bubbler placed in a temperature bath filled with 

ethylene glycol. 
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1.1.2 Decomposition of the metalorganic precursors 

Metalorganics are compounds in which the atom of a metal is bound to one or 

more carbon atoms of an organic hydrocarbon group. Metal-alkyls (M-Cn H2n+1) are the 

major MOVPE precursors.  In this work, we used trimethylgallium (TMGa), 

triethylgallium (TEGa) and trimethylindium (TMIn) as group III precursors and 

tertiarybutylarsine (TBAs), tertiarybutylphosphine (TBP) and trimethylantimony (TMSb) 

as group V precursors. Diethyltellurium (DETe) and CBr4 were use as Te and C dopant 

sources.  A summary of the physical properties of the metalorganic precursors is given in 

Table 1.1. 

Homolysis and β-hydride elimination are the two common types of pyrolysis 

(thermal decomposition) that occur in the gas phase. In a homolysis decomposition 

reaction, a molecule is split into reactive radicals with no mass transfer between 

fragments.  In β-hydride elimination, a hydrogen atom on one of the hydrocarbon ligands 

transfers to the metal with the liberation of a nonreactive alkene. 

Table 1.1.  A summary of the physical properties of the organometallic precursors used in 

this study [22]. 

Abb. Name Chem. form. MP 

[˚C] 

BP 

[˚C] 

a b 

[K] 

Tbubbler 

[˚C] 

TEGa Triethylgallium (C2H5)3Ga -82.3 143 8.08 2162 18 

TMGa Trimethylgallium (CH3)3Ga -15.8 55.8 8.07 1703 -10 

TMIn Trimethylindium (CH3)3In 88.4 133.8 10.52 3014 18 

TBAs Tertiarybutylarsine t-(C3H9)AsH2 -1.0 68 7.24 1509 10 

TBP Tertiarybutylphosphine t-(C3H9)PH2 4.0 54 7.71 1539 10 

TMSb Trimethylantimony (CH3)3Sb -87 80 7.70 1697 10 

DETe Diethyltellurium (C2H5)2Te -30 117.6 7.99 2093 - 

 

http://www.britannica.com/EBchecked/topic/15710/olefin
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TMGa decomposes via homolysis, producing highly reactive CH3, as follows 

[23]:  

Ga (CH3)3 →C 3 + Ga (CH3)2 

Ga (CH3)2 →C 3 + Ga (CH3) 

Ga (CH3  →C 3 + Ga 

The bond dissociation is an endothermic reaction and requires specific amount of heat 

energy, known as the activation energy (Ea).  A molecular orbital calculation of the first 

Ga-CH3 bond energy gives a value of 64.9 kcal/mol [24] in a close agreement with the 

experimentally determined value of Ea = 64.6 kcal/mol.  Complete decomposition of 

TMGa occurs at an approximate temperature of 470 ˚C [25]. Similar to TMGa, TMIn 

decomposes via homolysis.  The first order activation energy of TMIn in H2 ambient is 

39.8 Kcal/mol and the complete decomposition occurs at an approximate temperature of 

350 ˚C [26].    

TEGa pyrolyzes by β-hydride elimination with the formation of GaH3 and three 

ethylene molecules (C2H4) [27] which are non-reactive carbon-containing species, as 

follows: 

Ga (CH3 - CH2)3 → C 2 = CH2 + GaH (CH3 - CH2)2 

GaH (CH3 - CH2)2 → C 2 = CH2 + GaH2 (CH3 - CH2) 

GaH2 (CH3 - CH2  → C 2 = CH2 + GaH3 

The first order reaction is the rate limiting step with an experimentally determined Ea = 

47 Kcal/mol [28], consistent with a calculated value of 44 Kcal/mol [24].  Complete 

decomposition of TEGa occurs at an approximate temperature of 340 ˚C [29]. 

Pyrolysis of TBAs is a complex process and different decomposition pathways 

have been postulated [22].  One possibility is β-hydride elimination which involves the 

transfer of a hydrogen atom from the butyl radical to the As atom to form C4H8 and AsH3 

(Fig. 1.3(a)). The other possibility is the intermolecular coupling reaction which involves 

the breaking of As-H and As-C bonds and formation of a bond between the H and central 

C atoms. This process will produce AsH and C4H10 (Fig. 1.3(b)).  In general, parallel 

decomposition pathways are considered for TBAs pyrolysis with β-hydride elimination to 

be the dominant mechanism [30]. 



Chapter 1.  Experimental methods 

9 
 

 

Figure 1.3.  Pyrolysis of TBAs through a) β-hydride elimination and b) intermolecular 

coupling. 

1.1.3 Basics of the MOVPE growth process 

MOVPE reactions are governed by thermodynamics and kinetics. 

Thermodynamics determines whether the desired reaction can take place or not. A given 

reaction can occur if the change of the free energy is negative. Kinetics determines the 

rate at which the chemical reaction occurs.  

           The rate-limiting step is generally determined by either the mass transport or by 

surface reaction kinetics.  When the growth rate is limited by mass-transport phenomena, 

the controlling factor is the diffusion rate of the reactant through the carrier gas which 

forms a boundary layer on the substrate. The boundary layer is the region above the 

heated substrate in which the flow velocity changes from the bulk gas velocity (away 

from the substrate) to zero at the substrate. This usually happens when the temperature is 

high.  At high temperature, surface reactions are very fast, therefore diffusion becomes 

the rate limiting step for the transport of reactants to the surface.  Surface reaction 

kinetics is the limiting factor at lower temperatures where the surface reaction rates are 

smaller.  
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1.1.4 Thin film growth modes 

On an atomically flat substrate, the epitaxial growth mode depends on the lattice 

mismatch between the substrate and the epilayer, the interaction strength between the 

adatoms and the substrate surface, and the perfection of the substrate surface.  The step-

flow growth mode is common on substrates with imperfections (see Fig. 1.4) which 

might be introduced intentionally (presence of step edges and terraces on a miscut 

substrate) or unintentionally (such as kinks or vacancies).  On a defect free substrate 

surface, three growth modes are possible (see Fig. 1.5): (1) layer-by-layer (Frank-Van der 

Merwe (F-V)), (2) island formation (Volmer-Weber (V-W)), and (3) layer plus island 

growth (Stranski-Krastanov (S-K)). 

After diffusion through the boundary layer, in the vicinity of the heated substrate 

precursors will fully or partially decompose.  In the first step of the growth, the 

decomposed precursors will be physisorbed on the heated substrate and may migrate on 

the substrate or desorb back into the gas phase.  The physisorbed adatoms then 

preferentially attach to the low energy sites such as step edges, kinks or vacancies, as 

shown in Fig. 1.4.  These step edges grow until they meet each other or meet the edges of 

the substrate.  This is called the step-flow growth mode. 

 

Figure 1.4.  Schematic of the step-flow growth. 

In the F-V growth mode, the interactions between adatoms and substrate are 

strong and the adatoms preferentially attach to the substrate sites resulting in atomically 

flat layer.  In this growth mode, a complete layer forms prior to the formation of the next 

layer (Fig. 1.5(a)).  In the V-W mode, interactions between adatoms are stronger than 
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those of the adatom with the surface, resulting in the formation of three-dimensional 

islands.  The growth of these islands and coarsening results in rough multi-layer films on 

the substrate (Fig. 1.5(b)).  During the coarsening process, the smaller islands lose their 

surface atoms to the larger islands and get smaller, while the larger ones get larger.  S-K 

growth occurs for interaction strengths somewhere in the middle.  S-K growth starts with 

layer-by-layer growth mode up to a critical thickness (about 3 monolayer in the growth of 

GaSb on GaAs substrate) and then switches to island growth mode (Fig. 1.5(c)).  

 

Figure 1.5.  Schematic of the three primary growth modes in thin films (a) layer-by-layer 

(Frank-Van der Merwe), (b) island formation (Volmer-Weber) and (c) layer plus 

island (Stranski-Krastanov). 

1.1.5 Nanowire growth 

The growth of NWs has been accomplished by a variety of techniques including 

MOVPE, molecular beam epitaxy (MBE) and chemical beam epitaxy.  The use of metal 

nanoparticles (NP) as catalysts is the most common approach to grow the NWs.  In III-V 

NWs, the metal NP can be a foreign material such as Au or a droplet formed by the group 

III precursor.  Another approach is catalyst free selected-area epitaxy which allows 

control of the position of the NW arrays and their diameters by means of a 

lithographically patterned dielectric layer on a substrate. 
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In the case of foreign metal assisted NW growth, the metal nanoparticle should 

not be reactive or soluble in the semiconductor which is to be grown.  The choice of 

metal nanoparticle is also important in the case of NW doping (see chapter 6).  It’s 

generally assumed that these nanoparticles enhance the decomposition of the growth 

precursors in their immediate vicinity, and are not normally consumed during the growth 

process. 

The first metal assisted NW growth was reported by Wagner and Ellis in 1964 

[31].  They grew Si “whiskers” using Au particles on Si substrates.  The schematic of the 

growth steps are outlines in Fig. 1.6.  First a thin Au layer was thermally deposited on the 

substrate and then loaded in a chemical vapor deposition reactor.  In the second step, the 

Au-coated wafer was annealed at a temperature above the eutectic temperature of Au and 

Si (T > 363 ˚C).  During the heating, according to the Au-Si phase diagram, shown in 

Fig. 1.7, Si from the substrate diffuses into the Au and at T > 363 ˚C forms a liquid Au-Si 

alloy (18 atomic percent Si).  Then, the thin liquid Au/Si layer de-wets the substrate 

surface and NPs are formed.  The diffusion of Si from the substrate into the Au/Si liquid 

NPs continues following the equilibrium temperature and composition of the Si-rich 

liquidus line.  A dashed line in Fig. 1.7 shows the change in the composition of Au during 

the annealing step.  In the third step, the gas phase precursor is introduced (SiCl4).  

Wagner and Ellis proposed two possibilities for the roles of the alloyed particles involved 

in the whisker growth.  They argued that liquid Au/Si NPs have unity absorption 

coefficient (100% absorption) and therefore the cracked precursors preferentially would 

incorporate into the alloyed particles.  They also speculated that the alloyed particles 

might act as catalysts.   The first argument was later questioned by many authors [12, 32, 

33].  Most likely, Au/Si particles act as catalysts enhancing the decomposition efficiency 

of the precursors in the vicinity of the NPs as will be discussed in chapter 3.  In the final 

step, two scenarios may happen.  At low temperatures (close to the eutectic temperature), 

the thermal energy is not enough to crack the precursors away from the alloyed particles.  

Therefore, precursors only decompose catalytically in the vicinity of the alloyed particles 

and incorporate preferentially into the Au/Si particles.  The incorporation of the cracked 

precursors into the alloyed particles is driven by the high concentration gradient in the 

vicinity of the particles surface and the particle/NW interface.  According to the Au-Si 
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phase diagram, a further increase in the concentration of Si in the alloyed particles will 

result in the precipitation of solid Si in the particle/NW interface.  This growth process is 

called the vapor-liquid-solid (VLS) mechanism where the precursors are in vapor phase, 

the alloyed particle is in the liquid phase and the NW is in the solid phase.  At low 

temperatures the cracked precursors only result in VLS growth of the NWs.  At high 

temperatures, the thermal energy might be enough to crack the precursors even away 

from the alloyed particles.  Therefore, at high temperatures, in addition to VLS growth, 

the cracked precursors directly deposit on the substrate and on the NW side facets via 

vapor-solid (VS) growth.  This results in tapered NWs. 

 

 

 

Figure 1.6.  Schematic of NW growth via Au-catalyzed VLS growth mechanism.  The 

open and solid circles represent the cracked and uncracked precursors.  
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Figure 1.7.  Phase diagram of Au-Si showing the VLS process. 

The growth of III-V compound NWs requires the incorporation of two precursors 

and is more complicated than the growth of Si NWs.  However, in the case of GaAs, As 

has a low solubility in Au [34].  Ga and Au form alloy above 346 ˚C, therefore it’s 

believed that the Ga dissolves in the Au NP and it is speculated that As diffuses through 

the boundary of the NP/NW interface to incorporate in the NW [35].  Therefore, the Au-

Ga phase diagram (with a eutectic temperature of 346 ˚C), shown in Fig. 1.8, is used 

instead of the ternary Ga-As-Au phase diagram to describe the primary features of VLS 

growth of GaAs NWs using Au NPs.     
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Figure 1.8.  Au-Ga phase diagram [134]. 

 

1.1.6 Critical shell thickness 

When an epitaxial layer is grown on a substrate with a different lattice constant, 

initially the layer distorts itself to have an in-plane lattice constant similar to the 

substrate’s in-plane lattice constant as shown in Fig. 1.9(a).  This lattice deformation 

builds-up strain energy in the layer.  If the layer thickness exceeds a specific value known 

as the critical thickness, the formation of misfit dislocations at the layer/substrate 

interface will be energetically favourable relieving a portion of strain as shown in Fig. 1.9 

(b).  In other words, a dislocation will form if the initial strain energy before relaxation 

exceeds the sum of the residual strain energy after relaxation and the self-energy of the 

dislocation (energy due to the stress field of a dislocation).        
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Figure 1.9.  Schematic of a (a) coherent and (b) a relaxed heterostructures by a misfit 

dislocation at the substrate/layer interface. 

Several theories have been proposed to calculate the critical thickness in thin film 

heterostructures.  Matthews-Blakeslee’s (M-B) theory, due to its simplicity, is widely 

used [15].  M-B theory is based on the existence of threading dislocations (TDs) in the 

substrate prior to the layer growth.  A schematic of the formation of a dislocation via the 

M-B mechanism is shown in Fig. 1.10.  To calculate the critical thickness, they equated 

the force exerted on the dislocation by the stress field, generated by the lattice mismatch, 

to the sum of the line tension of the TD and the Peierls force (friction force) which 

oppose the glide of the pre-existing TD.  We should note that the value predicted by M-B 

theory is usually smaller than the experimental value by a factor of around 2. 

The source of the pre-existing TDs in mismatched heterostructures is not clear.  

One possibility is the presence of pre-existing TDs in the substrate as shown in Fig. 1.10.  

Another argument is that the dislocations are not pre-existing and form during the 

heterostructure growth process.  The half-loop dislocations likely nucleate on the free 

surface where the local stress concentration is a maximum followed by a glide process 

toward the substrate/layer interface [36].  Further discussion of dislocation formation 

mechanisms is outside of the scope of this dissertation.    
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Figure 1.10.  Cross-sectional illustration of the formation of a misfit dislocation at the 

substrate/layer interface by extension of a pre-existing threading dislocation from the 

substrate. 

1.2 Electrical measurements 

Electrical measurements were performed using a tungsten nanoprobe inside a 

scanning electron microscope (FEI Strata dual-beam DB235) chamber.  The NWs were 

standing vertically on the substrate and were contacted individually by the nanoprobe to 

the Au NP on the tip of the NW as shown in Fig. 1.11(a).  Large area indium and 

indium/zinc contacts on the backside of the n-GaAs and p-GaAs substrates, respectively, 

served as the second contact.  Considering the equivalent circuit of the measurement 

setup shown in Fig. 1.11(b), the current passing through the NW, in general, will be a 

rectifying current passing through the Au NP/NW interface which acts as a diode, and is 

limited by the series resistance of the NW.  In the case where the resistance of the NW is 

much larger than the shunt leakage resistance of the measurement system, the current will 

be dominated by the shunt leakage current (from the measurement circuit).  A simple 

outline of a metal-semiconductor contact will be given in the following.  
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Figure 1.11.  (a) An SEM image of a tungsten nanoprobe contacting the Au tip of a Te-

GaAs NW and (b) schematic and the equivalent circuit of the measurement 

setup.  

1.2.1 Rectifying transport characteristics 

The first explanation of the commonly observed current rectification in 

moderately doped semiconductor and metal contacts was given by Schottky and Mott 

independently in 1938.  They pointed out that the observed rectification can be explained 

by considering a barrier at the metal-semiconductor interface. 

Figure 1.12 (a) shows the energy band diagram of a metal and an n-type 

semiconductor before contact.  The Fermi level (Ef) of the semiconductor is higher than 

the Ef of the metal.  Therefore, after contacting them, the electrons from the 

semiconductor will flow into the metal leaving positively ionized impurities in the 

semiconductor (the depletion region) and building up a negatively charged region, which 

is much narrower compared to the depletion width ldep in the semiconductor.  Equilibrium 

is reached when the Ef  of the metal and the semiconductor line up with each other.  This 

process results in Ef lowering of the semiconductor by an amount equal to the q.(φm - φsc) 

(qφm and qφsc are the work functions of metal and semiconductor, respectively, and q is 

the charge on an electron) and an upward bending of the valence (Ev) and conduction (Ec) 
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bands in the semiconductor and the creation of a built-in potential energy (qVbi0) in 

semiconductor which prevents further electron flow from semiconductor to metal.  

Likewise, the electrons in the metal encounter a barrier (qφb0) to flow into the 

semiconductor.  Applying positive bias to the metal reduces the built-in potential energy 

(qVbi = qVbi0 - qVapp) and therefore the electron flow from the semiconductor to the metal 

increases exponentially with the applied bias.  At high positive bias, the current saturates 

due to the series resistance of the semiconductor.  If we apply a negative voltage to the 

metal (reverse bias), the energy barrier remains unchanged but the depletion width 

become larger and therefore a very small current flows under reverse bias, limited ideally 

by the fixed barrier height (qφb0).  A comprehensive discussion of the metal-

semiconductor contacts can be found in ref. [37] 

   

Figure 1.12.  Energy band diagram of a metal and n-semiconductor (a) before and (b) 

after contact under zero applied bias. 

 

In general, the I-V characteristics of a metal-semiconductor diode, including the 

series resistance (R), can be described by the following semi-empirical equation [37]: 

           
       

                                (1.3)      

with 

         
     
                                    (1.4) 
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where I0 is the saturation current that is exponentially related to the zero bias barrier 

height (φ0b), A is the cross-sectional area of the Au NP/NW interface, A* is Richardson’s 

constant (74.4 A∙cm-2∙K-2 for p-GaAs and 8.16 A∙cm-2∙K-2 for an n-type GaAs), and n is 

the ideality factor.  Three major transport mechanisms in metal/doped-semiconductor 

contacts are: thermionic emission (TE), thermionic field emission (TFE) and field 

emission (FE).  TE corresponds to an ideality factor of one.  In TE, the depletion width is 

large and the carriers are transported by thermal emission over the barrier height (qφb0).  

TE is common in metal-semiconductor with low doping level (< 1017 cm-3).  In the TFE 

mechanism, the ideality factor is slightly larger than unity.   TFE occurs in metal-

semiconductor junctions with moderate doping level (1017-1018 cm-3) where the carriers 

tunnel through the top of the barrier.  In FE, the semiconductor doping level is high 

(~1019 cm-3) and the depletion region is narrow enough for the carriers to tunnel through 

the entire barrier, which results in a linear or nearly linear I-V characteristics.  The 

contact between a heavily doped semiconductor and a metal is commonly known as a 

tunnel diode.  These transport mechanisms are schematically shown in Fig. 1.13. 

Generation (dominant in reverse bias) and recombination (dominant in forward 

bias) of carriers in the depletion region of a metal-semiconductor contact is another 

transport mechanism which is common in doped semiconductors with deep level traps.  

This transport mechanism results in an ideality factor of close to 2.   
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Figure 1.13.  Schematic energy band diagram of a metal/n-semiconductor contact 

showing three major transport mechanisms: thermionic emission (TE), 

thermionic field emission (TFE) and field emission (FE). 

 

1.2.2 Space-charge-limited current transport 

The analogy of charge transport through an intrinsic semiconductor or an 

insulator, known as space-charge-limited current (SCLC) transport, to a vacuum diode 

was first pointed out by N. F. Mott and R. W. Gurney in 1940 [38]. Two requirements 

which must be fulfilled to observe SCLC flow through an intrinsic semiconductor are (1) 

the formation of at least one contact at the metal electrode and semiconductor interface 

with a small barrier height and (2) the presence of no or low free carrier concentration 

(background doping) within the semiconductor. Under these conditions, SCLC flow will 

be observed when the density of the injected charge is higher than the density of the 

thermally generated carriers within the semiconductor. In particular, these conditions 

should be easily met in thin semiconductor nanowires (NWs).  Due to their high surface 

to volume ratio, NWs are more sensitive to surface states compared to bulk materials. 

These surface states result in sidewall depletion (ld) of the GaAs NWs where ld its length 

is inversely proportional to the square root of the carrier concentration.   Therefore, if the 

sidewall depletion length exceeds the NW radius, the NW will be depleted of free 

carriers.  
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In a trap-free insulator or intrinsic semiconductor (bulk case), the current density 

(J) is related to the applied voltage (V) by [38, 39]: 

    
  

  
              (1.5) 

where ε, μ and L are the permittivity of the semiconductor, the carrier mobility and the 

separation between electrodes, respectively.  The above equation can be understood by 

considering the electrodes as a parallel plate capacitor where the injected amount of 

charge is proportional to the applied voltage and the transition time between two 

electrodes is inversely proportional to the applied voltage.  Therefore, the current flowing 

between electrodes (amount of charge per unit time passing through the electrodes) is 

proportional to V
2.  Experimental results of SCLC conduction in thin NWs are 

qualitatively in agreement with the theory for bulk materials. However, Talin et al [40]. 

argued that, in thin NWs with length of L and radius of R, the SCL current is enhanced 

due to a poor screening of the injected carriers.  By examining the experimental data 

obtained for GaN NWs, they suggested the following modified formula in the case of a 

NW with length of L and radius of R: 

   
 

 
    

  

  
                                                                                                                  (1.6) 

1.3 Transmission electron microscopy (TEM) 

1.3.1 TEM system 

In this work, we used a FEI Tecnai field emission Scanning TEM.  A TEM is 

composed of an electron source, magnetic lenses, and condenser and objective apertures 

as shown in Fig. 1.14.  Also, there are several pumps to keep the electron column under 

high vacuum.  A thermionic (tungsten or lanthanum hexaboride filaments) or field-

emission (fine tungsten needle) electron source on top produces a stream of coherent 

electrons. Magnetic lenses in a TEM control all the operational functions of the 

instrument such as focusing and magnifying the image. There are four basic lenses in a 

TEM: condenser (C1 and C2), objective, intermediate and projector lens.  The condenser 

and the objective apertures are other key components of a TEM. The condenser aperture 

is a metal disk with different sized holes located under the condenser lens, whose role is 
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to knock out the high angle electrons from the beam (those far from the optical axis). The 

objective aperture, which is a disk with different sized holes on it, is placed at the back 

focal plane of the objective lens and is used to choose which electrons (transmitted or 

scattered) are used to form the image.  The first two condenser lenses are used to 

illuminate the specimen by a parallel beam.  The parallel beam strikes the specimen and 

part of it is transmitted depending on the thickness of the sample and the energy of the 

electrons striking the sample. The objective lens takes the transmitted electrons from the 

exit face of the specimen, disperses them to create a diffraction pattern in the back focal 

plane, and recombines them to form an image in the first image plane, as shown in Fig. 

1.13 (b). The image is then passed down the column by the intermediate lens and 

magnified by the projector lens. Finally, the image strikes the phosphor image screen and 

light is generated, allowing the user to see the image.  The processes mentioned above 

happen under high vacuum. 
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Figure 1.14.  (a) Simplified schematic view of a TEM and (b) schematic ray diagram 

formed by objective lens. 

1.3.2 TEM operation modes 

The main TEM operation modes are: bright field (BF) and dark field (DF) TEM, 

selected area electron diffraction (SAD), phase-contrast imaging (high resolution TEM 

(HRTEM)) and energy dispersive X-ray spectroscopy (EDS). 

We can form an image either by using the main beam (unscattered) or the 

scattered electrons. The image formed by the direct beam is called a bright field (BF) 

TEM image and the image formed by the scattered electrons is called a dark field (DF) 

TEM image. The choice of which electrons form the image is done by inserting the 

objective aperture in the back focal plane of the objective lens and tilting the appropriate 

beam down the centre of the optic axis. 

To form a SAD pattern, we choose the area of the specimen by inserting the 

selected area aperture in the image plane of the objective lens and adjust the strength of 

the intermediate lens such that the back focal plane of the objective lens acts as the object 
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plane for the intermediate lens.  Therefore, the diffraction pattern formed in the back 

focal plane will be projected onto the viewing screen. In contrast, to form a BF or DF 

image, we adjust the intermediate lens such that the image plane of the objective lens acts 

as the object plane for the intermediate plane. Therefore, the image will be projected onto 

the viewing screen.  

In a HRTEM image the phase of the electron wave carries the information about 

the sample structure.   Electrons entering the crystal which interact with the potential of 

the crystal will carry a phase shift with respect to the main beam which passes directly 

through the sample without interaction.   The interference of the diffracted and 

undiffracted electrons generates the contrast in the image. This is true only if the sample 

is thin enough so that amplitude variations only slightly affect the image intensity. 

Characteristic X-rays are emitted when the electron beam removes an inner shell 

electron from the sample, causing a higher energy electron to fill the hole and release a 

photon.  These photons can be detected by an energy dispersive spectroscopy (EDS) 

detector to identify the composition and measure the abundance of the various elements 

in the sample. 

Moiré fringes are commonly observed in relaxed heterostructures.  Moiré patterns 

are the result of interference of electrons passing through two sets of lattices with nearly 

equal periodicy.  Two fundamental types of Moiré fringes are translational (two sets with 

slightly different spacing are translated in a direction perpendicular to the line directions) 

and rotational (two sets with same spacing are rotated) which are, respectively, parallel 

and perpendicular to the lines forming them, as shown in Fig. 1.15.  In mixed (general) 

Moiré fringes (Fig. 1.15 (c)) the spacing between the two sets of lattices (d1 and d2) are 

slightly different and the two sets are rotated with respect to each other by an angle β.  

The spacing of general Moiré fringes (dgm) can be calculated by [41]: 

    
    

        
       

 
             (1.7) 

http://en.wikipedia.org/wiki/X-ray
http://en.wikipedia.org/wiki/Electron_shell
http://en.wikipedia.org/wiki/Electron_shell
http://en.wikipedia.org/wiki/Energy_level
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Figure 1.15.  (a) Translational, (b) rotational and (c) mixed Moiré fringes [41]. 
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2: DEPENDENCE OF NW GROWTH RATE ON DIAMETER 

A vapor-liquid-solid (VLS) growth mechanism is the most widely used model to 

explain the growth of semiconductor nanowires (NWs).  Growing the NWs inside a 

transmission electron microscope (TEM) and observing their evolution during the growth 

process is the best method to confirm a VLS growth mechanism.  However, this method 

is only possible over limited range of precursor partial pressure and catalyst 

supersaturation.  Analysis of the dependence of NW growth rate on diameter and the 

precursor partial pressure is an alternative indirect approach to shed light into the VLS 

growth mechanism.  In this method, the consistency of the proposed model with the 

experimental data can give insight into the steps involved in the VLS growth.  This 

approach has been employed over the past few decades by several groups.  In the mid-

1970s, Givargizov [42] observed a higher growth rate for thick Si NWs compared to 

thinner ones and explained it via a thermodynamic model accounting for the elevation of 

the chemical potential of a nano-scale surface known as the Gibbs-Thomson effect 

(GTE).  Three decades later, a higher growth rate for thick GaAs NWs compared to the 

thinner ones was reported in the case where the growth temperature was high and NWs 

were tapered [43].  This behaviour was explained by a kinetic model accounting for the 

adatoms diffusing from NW sidewalls and substrate surface toward the triple boundary 

(the line connecting the three phases involved in the VLS growth) [43].  Later, 

Dubrovskii et al presented a more general model including the GTE and adatom diffusion 

[44].  In this work, at low group III partial pressure, we observe a lower growth rate for 

thick GaAs NWs than the thinner ones under a growth condition where the adatom 

diffusion is negligible and therefore our observed diameter-dependent growth rate 

behaviour cannot be explained by the mass transport model of Johansson et al. [43].  At 

high group III partial pressures, the thicker NWs grow faster than the thinner ones.  In the 

following we present a model including the GTE and an incubation effect to explain the 

experimentally observed data.  The presence of incubation periods was recently revealed 

in Si NWs by in situ TEM study of Wen et al. [45]. 
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The GaAs NWs studied here were grown using Au nanoparticles (NPs) with sizes 

ranging from 15 nm to 300 nm at a growth temperature of 400 ˚C.  Gold NPs were 

formed by ex situ Au layer deposition (~3 nm) on (111)B GaAs substrates and annealing 

at 600 ˚C in the MOVPE reactor under H2 and group V overpressure. Trimethylgallium 

(TMGa) and tertiarybutylarsine (TBAs) were used as the group III and V precursors, 

respectively. The TBAs flow was set to 130 μmol/min, while the TMGa flow was varied 

in the range of 2.8 to 42.3 μmol/min.  Depending on the group III flow rate, the growth 

time was varied in the range of 100 s to 400 s to avoid bending of the thin NWs. 

 

2.1 Nanowire growth model 

Understanding the dependence of NW growth rate on diameter and precursor 

partial pressure requires the correct identification of the rate limiting step.  The model 

that we consider here is based on an in situ study of the growth of Si NWs inside a TEM 

where it was shown that the Si NW growth proceeds through cyclic processes of stasis 

(so-called incubation period), nucleus formation and step flow growth of the nucleus at 

the liquid-solid interface [45].  A schematic of VLS growth of a GaAs NW is shown in 

Fig. 1.1.  At low temperatures where the vapor-solid (VS) growth is negligible and the 

NW growth is controlled by surface reaction kinetics, VLS growth can be divided into 4 

steps: (i) decomposition of the growth precursors in the vicinity of the catalyst NP, (ii) 

incorporation of the soluble growth species from the vapor phase into the liquid NP, (iii) 

subsequent elevation of the liquid-solid supersaturation of the NP to a critical value (Δμls
c 

  μl - μs) and formation of an initial  nucleus with a size above a critical value at the 

alloyed NP/semiconductor interface and (iv) lateral growth of the nucleus by a step flow 

mechanism to form a complete bilayer of GaAs at the liquid-solid interface.  The first 

step only depends on the growth temperature and is independent of the NW diameter.  In 

addition, we grew all the samples at a single temperature.  Therefore, the decomposition 

step cannot explain the dependence of the growth rate on NW diameters.  Many authors 

have argued for a single growth rate limiting step, such as crystallization at the metal/NW 

interface or incorporation of cracked growth species into the metal catalyst, based on 

their growth conditions [42, 46]. In our model, we consider the nucleus formation (step 
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iii) and the growth of the nucleus to form a complete layer at the NW/NP interface (step 

iv) separately, unlike the previous studies which ignored the formation of an initial 

nucleus as a separate step to model the NW growth rate as a function of diameter [47].  

We show that, under low group III flux, step (iii) is the rate limiting step which most 

significantly affects the growth of NWs with large diameters.  Under high group III flux, 

step (iv) plays this role for NWs with small diameters due to the GTE.  In our model, 

both nucleus formation and step flow rate are dependent on the liquid-solid 

supersaturation.  However, in step (iii) the formation of the nucleus will be hindered until 

the liquid-solid supersaturation reaches a critical value (incubation period), and after the 

nucleus formation the step flow will immediately start for any positive liquid-solid 

supersaturation (μl > μs). 

 

Figure 2.1.  (a) Schematic of NW growth via the VLS mechanism. 

 

The time required for the formation of a complete bilayer with height of h0 at the 

NW/NP interface with radius of r is equal to the sum of the incubation time (τ) and 

crystallization time (tc).  Therefore, the NW growth rate (v) can be written as: 
 

 
 

    

  
 

 

  
 

 

  
            (2.1) 

where vc is the crystallization rate at the NP/NW interface given by [48]: 
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                                        (2.2a) 

where 

    
 

  
 
      
               (2.2b) 

where Ω is the molar volume of the solute growth species and Edesol is the energy required 

for the growth species dissolved in the NP to leave the solution and then crystallize at the 

NP/NW interface.  f is the crystallization attempt frequency of the growth species 

dissolved in the liquid NP.  The rate at which growth species overcome Edesol is given by 

  
 
      
   .  Δμls = μl – μs is the difference between the liquid and solid phase chemical 

potentials known as the supersaturation given by [48]: 

           
 

  
               (2.3) 

where c and c0 are the instantaneous and equilibrium concentrations of the soluble growth 

species in the liquid phase. Combining Eq. 2.2(a) and 2.3, vc can be written in a simpler 

form: 

                         (2.4) 

During the NW growth, crystallization depletes the growth species from the NP, while 

the impingement of the growth species from the vapor phase on the NP surface increases 

the concentration.  

2.1.1 Incubation effect 

Based on in situ TEM observations, Wen et al. [45] showed that the Au-catalyzed 

Si NW growth process includes incubation periods where during this time there is no 

solid phase growth.   During the incubation period the NW growth ceases, while the 

concentration of the soluble growth species in the alloyed NP increases above the 

equilibrium value (c0).  This results in an increase in the chemical potential of the growth 

species in the NP according to      
        

 

  
 , where μl

0 is the equilibrium 

chemical potential of the NP which is also equal to the solid phase chemical potential (μl
0 

=μs).  Wen et al. pointed out that before step nucleation occurs, the chemical potential of 

the NP has to reach a characteristic value corresponding to a characteristic Si (in our case 

Ga) concentration (cc) in the NP.  The time taken for the NP to reach cc is called the 
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incubation time (τ).  The origin of the barrier for initial nucleus formation in NWs has not 

yet been discussed in the literature.  One possible explanation of the nucleation barrier 

during the incubation period is as follows.  During the nucleus formation, the growth 

species in the liquid phase with chemical potential of μl transfers to the solid phase with 

chemical potential μs. Since μl > μs, the volume formation of the nucleus will lower the 

Gibbs free energy (at a constant pressure and temperature).  Therefore, the change in 

Gibbs free energy due to the volume formation (ΔGvol) is negative.  In addition, the 

formation of the nucleus results in a new surface at the edges of the nucleus which 

increases the Gibbs free energy of the system.  Therefore, the change in Gibbs free 

energy due to surface formation at the edges (ΔGsurf) of the nucleus is positive.  The total 

change in Gibbs free energy (ΔG) is: 

                
   

   

      
                           (2.5) 

where rn and h0 are the radius and height of the nucleus and γls is the surface energy of 

the nucleus sides.  The total change in Gibbs free energy and the change due to the 

volume and surface formation of a GaAs nucleus as a function of nucleus size are plotted 

in Fig. 2.2.  To generate this graph, we used γls = 0.9 J/m2 [49] and h0 equal to the inter-

plane spacing of GaAs NW along the [111] direction and ΩGa-As = 27.3 cm3/mole.  To 

calculate the change in chemical potential, as an example, we assumed the concentration 

of Ga in the alloyed NP to be twice the equilibrium concentration (c = 2c0).  From Fig. 

2.2, it is clear that ΔG has a maximum known as the nucleation barrier (    
       

 

    
) at 

rn
* ~ 7 nm.  Therefore, the chemical potential of the NP should be high enough to 

overcome this nucleation barrier to form the initial nucleus at the NW/NP interface. 

Considering the steady increase of the Ga concentration of a NP to a critical value 

(cc) due to the absorption of the growth species from vapor phase (ignoring the change of 

the radius of the NP during the incubation time), one can derive a relation between 

incubation time (τ), the impingement rate of growth species from vapor phase on the NP 

surface per unit area (j) and the NP radius (r) for one cycle of the incubation time as: 

       
 

 
   

  

  
            (2.6a) 

which gives  
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                                                                        (2.6b) 

and therefore the incubation time is given by 

   
    

   
      .                                                                                (2.6c) 

 where           and α is the fraction of precursor molecules which diffuse through 

the boundary layer and decompose in the vicinity of the NP and incorporate into the NP. 

Treating the vapor phase as an ideal gas, which is a good approximation at low 

pressures, the velocity distribution (P(v)) of the precursor molecules follows the Maxwell 

distribution: 

        
 

     
     

 
   

                  (2.7) 

where m and v = (vx, vy, vz) are the molecular mass and velocity of the gas phase 

molecule, respectively, and T is temperature.  J can be calculated by [48]: 

      
  

  
    
  

  
            
  

 
 

 

       
         (2.8) 

where P is the input partial pressure of TMGa.  

 

 

Figure 2.2.  Plot of the change in Gibbs free energy (ΔG) as a function of nucleus size. 

State step energy used in fig caption. 
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2.1.2 Gibbs Thomson effect 

It’s known that the size reduction of a droplet results in an increase of the chemical 

potential of the droplet due to the contribution of the surface energy in the Gibbs free 

energy [50] and this is known as the Gibbs-Thomson effect (GTE).  The GTE can be 

relevant to NW growth because the incorporation rate from the vapor (liquid) phase to the 

liquid (solid) phase depends on the supersaturation                          (μv, 

μl and μs are the chemical potentials of the vapor, liquid and solid phases, respectively).  

The role of the GTE on the growth rate of the NWs has been discussed by many authors 

[42, 43, 47].  Johansson et al. [43] pointed out that the Gibbs-Thomson effect does not 

affect the incorporation of the growth species from the vapor phase into the liquid phase 

NP for GaAs NWs grown under typical growth conditions used in the MOVPE 

technique.  Including the GTE, the effective impingement rate of growth species on the 

NP surface per unit area is [43, 51]: 

  
     

       
    

       
              (2.9) 

where P0 is the equilibrium partial pressure of vapor and liquid Ga with infinite size and 

can be calculated using the Clausius-Clapeyron equation [52]: 

   
  

  
  

    

 
 
 

  
 

 

  
                       (2.10) 

where P* and T* are the reference pressure and temperature, equal to 9.3 × 10-36 Pa and 

302.9 K for Ga vapour respectively.  Hvap and R are the enthalpy of vaporization (258.7 

KJ/mole) and gas constant (8.31 J.mole-1.K-1), respectively.  Considering the GTE effect 

in Eq. 2.9 for a NP with radius of 5 nm, the second term is 4.6 × 10 -10 Pa.  This value is 9 

orders of magnitude smaller than the smallest TMGa input partial pressure used in this 

work.  Therefore, we ignore the GTE in the incorporation of Ga from vapor to liquid 

phase.  The low solubility of As in Au implies that As mainly incorporates into GaAs 

NW via diffusion through the Au NP/NW interface.  Therefore, the GTE does not play a 

significant role in the incorporation of As into GaAs NWs.        

The solubility limit or equilibrium concentration (c0) of Ga in Au/Ga alloy with 

infinite size (c∞) at 400 ˚C is about 38 atomic percent Ga.  This value increases with size 

reduction according to [53, 54]: 
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    ∞ 

     

                                      (2.11) 

where c∞, σls, Ω and r are, respectively, the equilibrium concentration of the soluble 

growth species in an infinitely large particle, the surface energy of the liquid-solid 

interface, the molar volume of Ga,  and the radius of the NP.  Based on in situ TEM 

measurements, for the case of Ge NWs grown from Au NPs, Dayeh et al. [53], showed 

that the equilibrium Ge concentration in the Au NP (c0) increases with decreasing 

diameter according Eq. 2.11.  Combining Eq. 2.11 and 2.3, the liquid-solid 

supersaturation, including the GTE, can be written as: 

         
  

       

    
              (2.12) 

where             
 

  
  is the difference in the chemical potentials of liquid and solid 

phases with infinite sizes.  Therefore, the GTE is in operation in the crystallization step 

which is driven by liquid-solid supersaturation.   

 

Combining Eq. 2.2a and 2.12 or Eq. 2.4 and 2.11, the crystallization rate, 

including the GTE, can be written as: 

          

       
               

          

   
 
 

 
   

  
 

 
   (2.12a) 

where 

  
                   (2.12b) 

is the crystallization rate on an infinite surface and ω is: 

   
          

   
.         (2.12c) 

In Eq. 2.12(a), the exponent is equal to ~0.2 for r = 20 nm which justifies the final 

equation in Eq. 2.12(a).  Substituting Eq. 2.6(c) and 2.12 in Eq. 2.1, the NW growth rate 

can be written as: 

   
 

   
  

 

 
 
               (2.14a) 

where 

  
   

     
 .          (2.14b) 
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The three parameters in Eq. (2.14a) (vc
∞, ω and φ) are treated as fitting parameters in the 

following analysis.  Equation (2.14a) indicates that for high values of j, where the 

incubation time is small, the growth rate tends to a fixed value for NWs with large radius 

and drops for NWs with smaller radius due to the GTE. In the case of a low value of j, the 

second term dominates, resulting in a lower growth rate for NWs with larger radius. 

2.2 Experimental results: Comparison to model 

An SEM image of Au NPs prior to NW growth is shown in Fig. 2.3(a) indicating a 

large size dispersion (15-300 nm).  Representative SEM images of the GaAs NWs grown 

using 2.28, 0.76 and 0.15 Pa TMGa input partial pressures are shown in Fig. 2.3(b), (c) 

and (d), respectively.  It’s clear that the thinner NWs grow more slowly than the thicker 

ones in the highest TMGa partial pressure (Fig. 2.3(b)).  For intermediate TMGa partial 

pressure (Fig. 2.3(c)), there is much less dispersion in the length of the NWs.  NWs 

grown with the lowest TMGa partial pressure (Fig. 2.3(d)) show a lower growth rate for 

the thicker ones.  
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Figure 2.3.  (a) Plan-view SEM image of the Au NPs prior to NW growth and 45˚ SEM 

images of GaAs NWs grown with TMGa input partial pressure of (b) 2.28 Pa 

for 100 s, (c) 0.76 Pa for 300 s and (d) 0.15 Pa for 400 s. 

The results of statistical analyses of the SEM images of the NWs grown using 

different TMGa partial pressures are shown in Fig. 2.4.  At high TMGa partial pressures 

(> 0.76 Pa), the growth rate is limited by the step flow growth rate which is lower for 

thinner NWs due to the GTE (step iii).  The growth rate of the NWs increases with 

increasing diameter up to 70 nm and a diameter-independent growth rate was observed 

for larger NPs.   A decrease in the TMGa partial pressure results in a decrease in the 

overall growth rate of the NWs as expected due to a decrease in the attachment rate of the 

growth species to the NP surface.  In addition, a decrease of the TMGa partial pressure 

hinders the growth of the thicker NWs.  At low TMGa partial pressures, the growth rate 

is limited by the incubation time due to low incorporation rate from the vapor phase into 

the liquid NP (step ii) which hinders the formation of the initial nucleus.    The fits to the 

experimental data, shown in Fig. 2.4 by solid lines, indicate an excellent agreement with 

Eq. (2.14a). 
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Figure 2.4.  Plot of the growth rate of the GaAs NWs vs. their tip diameter for different 

TMGa input partial pressures. 

In Fig. 2.5, the fitting parameters (vc
∞, ω and φ) in Eq. (2.14a) are plotted as a 

function of impingement rate of growth species per unit area of the NP (j).   The 

crystallization rate in the absence of the GTE and incubation period, vc
∞ increases linearly 

with j for j > 1.5 × 1022 atoms.m-2s-1.  According to Eq. 2.4, this indicates an increase in 

the instantaneous concentration of Ga atoms dissolved in the NP with increasing flow 

rate of TMGa which subsequently, according to Eq. 2.3, enhances the liquid-solid 

supersaturation.  In addition, the kinetic pre-factor in Eq. 2.4 might also increase with 

increasing Ga concentration which will be discussed later. For j > 1.5 × 1022 atoms.m-2s-1, 

vc
∞ starts to saturate.  This suggests the presence of an upper limit for the concentration of 

Ga in the alloyed NP.  For high values of j, the absorption sites on the NP surface may 

saturate and therefore a further increase of the TMGa partial pressure does not enhance 

the incorporation rate of the growth species from vapor phase into the liquid NP (step ii).  

This results in the saturation of the crystallization rate. 
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The incubation parameter (φ) is plotted in Fig. 2.5(b), and shows an inverse 

relation with j.  The best fit to the results in Fig. 2.5(b) was obtained by   
 

          
 

which is in agreement with our prediction in Eq. (2.14b).   

Fig 2.5(c) shows fitting values obtained for   
           

 
 

   
 
 
      
    as a 

function of j. ω increases with increasing j up to 1.5 × 1022 atoms.m-2s-1 and saturates for 

higher j.  The bond dissociation energy (Edesol) is the only factor that can significantly 

affect ω.  The bond dissociation energy of Ga-Ga (<106.4 KJ/mole) is much lower than 

Au-Ga bond (290 KJ/mole).  Increasing j increases the Ga concentration in the alloyed 

NP which makes the Ga-Ga bonding more likely.  Therefore, increasing the Ga 

concentration in the alloyed NP will increase the exponential factor  
 
      
   resulting in 

an increase in ω.  The saturation of ω for j > 1.5 × 1022 atoms.m-2s-1 might be due to the 

presence of an upper limit for the concentration of Ga in the alloyed NP as discussed 

earlier.        

Finally, we should note that only a small fraction (α) of the input precursor flux 

successfully diffuses through the gas phase boundary layer and reaches the NP surface 

and incorporates into the NP.  An estimate of α can be obtained as follows.  In the 

absence of any growth rate limiting step, where the number of incorporated atoms per 

unit time from vapor phase into the liquid NP (      ) is equal to the number of atoms 

transferred from the liquid to solid phase (  
   

 

     
), vc

∞ can be calculated by [51]:  

  
                                                                                                                 (2.15) 

Equation (2.15) predicts a linear increase of vc
∞ with increasing j consistent with our 

results in Fig. 2.5(a).  Fitting the linear region of the results shown in Fig. 2.5(a) to Eq. 

(2.15) gave α = 0.016 ± 0.003.  
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Figure 2.5.  Plot of the fitting parameters in Eq. (2.14a), (a) vc
∞, (b) φ and (c) ω as a 

function of impingement rate per unit area (j). 

In summary, we presented a model for diameter-dependent growth rate behaviour 

of MOVPE-grown GaAs NWs by taking into account the Gibbs-Thomson and incubation 

effects.  We showed that, at low TMGa partial pressures, the growth rate decreases for 

larger NWs due to the incubation period required for initial nucleus formation at the 

liquid-solid interface.  At high TMGa partial pressures, the NP can reach the required 

supersaturation for nucleus formation quickly and the growth rate limiting step is the step 

flow growth of the nucleus, which is lower for narrow NWs due to the Gibbs-Thomson 

effect. 
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3: EFFECT OF GROUP III PRECURSOR CHEMISTRY ON THE 

MORPHOLOGY OF GAAS NANOWIRES 

Investigation of the basic aspects of nanowire (NW) growth such as lateral vs. 

axial growth is essential for the fabrication of the devices based on core/shell NWs.  The 

lateral size of the NWs grown via the vapor-liquid-solid (VLS) mechanism is usually 

restricted to the size of the nanoparticles (NP) used at the tip of the NWs.  However, 

increased growth temperature can enhance lateral growth leading to tapered NWs with 

the base diameter much larger than the NP size at the tip of the NW [8].  There have been 

very few prior works on the role of precursor chemistry in controlling the growth 

characteristics of VLS-grown NWs. Most prior works on the growth of GaAs NWs by 

MOVPE have used trimethylgallium (TMGa) and tertiarybutylarsine/arsine (TBAs/AsH3) 

as the group III and V precursors, respectively.  However, the use of alternate precursors 

such as triethylgallium (TEGa) for the growth of GaAs NWs has been reported on very 

rare occasions only in N2 ambient [55].  As mentioned in the previous chapter, TEGa has 

a much lower decomposition temperature than TMGa, which can significantly alter the 

reaction kinetics of NW growth.  As a result, in thin GaAs films, gas phase diffusion 

limited growth is observed at much lower temperatures with TEGa than TMGa, and this 

should have important implications for NW growth. 

In this chapter, we investigate the temperature dependence of the growth of GaAs 

NWs using TEGa and TBAs in H2 ambient and compare it to the GaAs NWs grown using 

TMGa.  We explore the kinetics of axial and planar growth using the two precursors, and 

show how the growth of axial and core shell heterostructures can be directly controlled 

by precursor chemistry.  The work presented in this chapter forms the basis of a paper 

published in Journal of Crystal Growth [56]. 

To grow the GaAs NWs studied in this chapter, a 0.2 nm gold layer deposited on 

a (111)B GaAs substrate was annealed at 650 °C resulting in NPs with a fairly uniform 

size of 31 ± 6 nm.  The growth temperature was in the range of 370 to 485 °C. TMGa and 

TEGa with a flow rate of 15 μmol/min were used as the group III precursors, and TBAs 
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with a flow of 63 μmol/min was used as group V precursor. The growth time was fixed at 

100 sec unless otherwise mentioned.  Temperature readings were calibrated by placing a 

thermocouple in contact with the top surface of the susceptor over the range of 

measurement temperatures. The use of an optical pyrometer for temperature control 

limited the minimum reliable growth temperature to 370 °C.  In InAs/GaAs axial and 

radial heterostructures, the InAs segment was grown at 400 ˚C TMIn (flow rate of 10 

μmol/min) and TBAs (flow rate of 63 μmol/min) as group III and V precursors, 

respectively.  TMGa and TEGa (flow rate of 15 μmol/min) were used to grow axial and 

radial heterostructures, respectively, without changing the growth temperature. 

High resolution x-ray diffraction (XRD) measurements were carried out to 

determine the thickness of the planar GaAs films grown on (001) GaAs substrates using a 

thin (~0.3 nm) InAs marker layer between the GaAs substrate and epilayer.  In the case 

where the surface of the epilayer is rough (e.g. for epilayers grown on (111)B substrates), 

there is no constructive interference and consequently no thickness fringes are evident. 

The results of ref. [57] indicate relatively small differences in the growth rates for 

different substrate orientations below 550 °C, therefore we assumed that the (001) planar 

growth rates give a reasonable estimate of the growth rates on (111)B. 

3.1 Kinetics of thin GaAs film growth using TMGs vs. TEGa 

Figure 3.1 shows a comparison of the growth rates of planar GaAs films on (001) 

GaAs substrates grown using TMGa and TEGa as group III precursors in the absence of 

Au NPs.  Nominally identical molar flows were used for both precursors.  Both 

precursors show a similar growth rate of ~ 0.45 nm/s at 500°C where the growth rate is 

limited by gas phase diffusion. The growth rate of the TMGa-grown GaAs films 

decreases exponentially with growth temperature below 500 °C due to surface reaction 

kinetics with an activation energy of 135 ± 6 kJ/mol. In contrast the TEGa growth rate 

remains constant down to 420 °C, below which it decreases rapidly with temperature. As 

previously discussed, due to experimental limitations, growth rates below 370 °C were 

not accessible. Therefore we can only estimate an approximate value of ~102 kJ/mol for 

the activation energy of the TEGa growth rate based on the lowest two temperature 
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measurements in Fig. 3.1.  Note that the growth rate of the TEGa-grown GaAs films is 

more than an order of magnitude higher than for TMGa at temperatures below 420 °C. 

 

 

Figure 3.1.  Plot of the growth rate vs. 1000/T of the GaAs planar film grown on (001) 

GaAs substrates using TEGa and TMGa. 

3.2 GaAs nanowire growth using TMGa vs. TEGa 

To investigate the growth of GaAs NWs using TMGa/TEGa, we fabricated GaAs 

NWs in the temperature range of 370 ºC to 485 ºC for 100 sec on (111)B GaAs substrates 

using a uniform distribution of Au NPs with an average diameter of 31nm, with a 

standard deviation of ±6 nm, and a surface density of 7×109 cm-2, shown in Fig. 3.2(g).  

Figure 3.2 shows representative examples of SEM images of the NWs grown using 

TMGa and TEGa at 370, 410 and 485 °C.   

For the case of TMGa (Fig. 3.2(a)-(c)), the NW growth rate increases with 

increasing temperature up to 420 ºC, and then decreases at higher temperatures.  NWs 

grown at the lowest temperature exhibit negligible tapering (Fig. 3.2(a)), while higher 

temperature growth results in some tapering (Fig. 3.2(c)), coincident with the reduction 

of the axial growth rate.  These results are qualitatively similar to those of other groups 
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who argued that this behavior is the result of competition between VLS and vapor-solid 

(VS) growth [8].  At low temperature, lateral growth is inhibited because VS growth is 

kinetically suppressed for TMGa growth (Fig. 3.1), while at high temperatures, lateral 

growth becomes significant.   

In contrast, the axial growth rate of the TEGa-grown NWs decreases continuously 

with increasing temperature (Fig. 3.2(d)-(f)), while the base diameter of the NWs 

increases due to lateral growth, resulting in tapered NWs.  Tapering of the TEGa-grown 

NWs is clearly evident even at temperatures as low as 410 °C (Fig. 3.2(e)) because of the 

more efficient decomposition of TEGa at low temperatures compared to TMGa (Fig. 

3.1). 

 

Figure 3.2.  (a-f) 45° tilt angle SEM images of GaAs NWs grown on (111)B GaAs 

substrates for 100 sec using TMGa at (a) 370 ˚C, (b) 410 ˚C and c) 485 ˚C 

and using TEGa at (d) 370 ˚C, (e) 410 ˚C and (f) 485 ˚C.  Plan-view SEM 

image of the Au NPs (tAu = 0.2 nm and Tanneal = 650 °C) before growth is 

shown in (g). 

 
The measured axial and lateral growth rates of the TMGa- and TEGa grown NWs 

vs. 1000/T are shown in Fig. 3.3.  The lateral growth rate was based on measurements of 

half of the average difference between the NW base and tip diameters.  Two distinct 
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regions are observed for the growth of TMGa-grown NWs.  In the low temperature 

regime (T<440 °C), the axial growth of the TMGa-NWs is thermally activated with 

negligible lateral growth.  The activation energy of the axial growth rate was 59 ± 7 

KJ/mol, which is significantly below the activation energy that we measured for the 

planar (001) GaAs films (135 ± 6 kJ/mol).  This clearly indicates that Au nanoparticles 

are acting as catalysts during the growth.  In some cases, other groups have reported little 

difference between activation energies for NW and planar growth rates, however unlike 

the present work, the measurements were not generally reported for the same growth 

apparatus [58]. 

In the high temperature regime (T > 440 °C), direct VS growth on the NW 

sidewalls and substrate surface starts to compete with VLS growth due to the increasing 

decomposition of TMGa evident in Fig. 3.1.  Lateral growth on the NW sidewalls 

increases strongly with growth temperature resulting in tapered NWs.  The observed 

activation energy for the lateral growth rate is 127±18 kJ/mol, which is in agreement with 

the value of 135±6 kJ/mol observed for planar growth on (001) GaAs substrates using 

TMGa (Fig. 3.1).  At the same time the axial growth rate decreases with increasing 

temperature due to increasing competition from VS growth.  The lateral growth rate 

reaches 0.1 nm/s at 485 °C compared with 0.4 nm/s for planar growth on (001) GaAs 

substrates.  This is due to the fact that most of the TMGa flux is still intercepted by VLS 

growth even at the highest temperature indicated.  

For TEGa growth, Fig. 3.3 shows that there is no temperature regime where the 

axial growth rate is thermally activated.  This is consistent with the much lower 

decomposition temperature for TEGa vs. TMGa.  Limitations of the growth apparatus 

prevented us from growing NWs below 370 °C where we would expect to observe an 

exponential decrease in the axial growth rate. Fig. 3.3 confirms the much higher level of 

lateral growth of TEGa-grown NWs compared with TMGa-grown NWs, even at the 

lowest growth temperatures. Again we see a decrease in the axial growth rate with 

increasing temperature, which occurs concurrently with a strong increase in lateral 

growth. The lateral growth rate shows an activation energy of 96±6 kJ/mol which is 

comparable to the very rough estimate of 102 kJ/mol for planar growth with TEGa on 

(001) GaAs substrates (Fig. 3.1). At high temperatures (> 440 °C), the lateral growth rate 
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approaches the value found for planar growth on (001) GaAs substrates at the highest 

temperatures (Fig. 3.1).  In addition we see that the lateral growth rate is much higher for 

TEGa than TMGa.  

Table 3.1 shows a summary of the activation energies measured from this study.  

The final column shows the ratio between TMGa and TEGa activation energies for planar 

growth and lateral NW growth measurements. The value of 1.3 is in reasonable 

agreement with the ratio of decomposition energies of TMGa and TEGa inferred from 

various gas phase decomposition studies on (001) GaAs [59, 60]. 

 

 

Figure 3.3.  Plot of the axial growth rate and lateral growth rate vs. 1000/T of the TEGa- 

and TMGa-grown GaAs NWs grown on (111)B GaAs substrates. 
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Table 3.1.  Activation energies for Au-free layers on GaAs (001), and for axial and lateral 

growth rates of NWs using different Ga precursors.* Au-free TEGa data is based on two 

data points and error limits are therefore not quoted. 

 TMGa TEGa Ratio TMGa/TEGa 

Ea (Au-free (001) planar) (kJ/mol) 135 ± 6 ~102 * 1.32 

Ea (axial NW growth) (kJ/mol) 59 ± 7 n/a n/a 

Ea (lateral NW growth) (kJ/mol) 127 ± 18 96±6 1.32 

 

3.3 Comparison of the kinetics of thin film and nanowire growth  

For a better comparison between thin film growth without Au NPs and NW 

growth, we should compare the thin film growth rate with the total equivalent planar 

growth rate of the NW sample.  The total equivalent planar growth rate represents the 

planar growth rate that would be obtained if all the mass growth including axial (VLS), 

planar and lateral NW growth (VS) were incorporated in a planar layer, as shown 

schematically in Fig. 3.4.  In the following, for simplicity, we assumed that the lateral 

growth at the base of the NW also applies to the planar growth on the (111)B substrate.  

The planar equivalent growth rate of the axial growth is equal to the average axial growth 

rate multiplied by the surface fraction coverage of the NPs.  The planar equivalent growth 

rate of the lateral growth is equal to the lateral growth rate of a shell with thickness of t/2 

(Fig 3.4(b)) multiplied by the ratio of the NW surface area (2πrL) and cross sectional area 

of the core (πr
2) then multiplied by the NP surface fraction coverage.     
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Figure 3.4.  (a) Schematic of the growth modes involved in the growth of a NW with 

length of L and shell thickness of t at the base of the NW, (b)  modelling the 

shell in (a) with a uniform shell with thickness of t/2 and (c) corresponding 

equivalent volume growth of each mode.   

In Fig. 3.5 we plot the planar equivalent of axial growth rate (circular symbols) 

for the NWs grown using TMGa, which is equal to the average axial growth rate 

multiplied by the surface fraction coverage of the NPs.  Also shown (square symbols) is 

the lateral growth rate for TMGa-grown NWs from Fig. 3.3.  Next, we plot the sum of the 

total planar equivalent growth rate (open triangle symbols).  For temperatures above 420 

°C this is roughly constant at 0.4 nm/s and agrees approximately with the diffusion 

limited growth rate observed for TMGa above 500 °C, and for TEGa above 420 °C.  The 

presence of gold NPs has shifted the plateau for gas phase diffusion-limited growth to 

approximately 420 °C, a reduction of approximately 80 °C. This clearly confirms the 

catalytic effect of the Au nanoparticles.  For temperatures below 420 °C we see the onset 

of thermal activation of NW axial growth.  At higher temperatures, the surface reaction 

rate for lateral growth becomes larger, resulting in increased competition for the 

incoming Ga flux. As a result the axial growth rate saturates. 
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Figure 3.5.  Temperature dependence of the NW effective planar growth rates and 

measured lateral growth rates compared to planar growth on a 001 Au-free 

planar (100) GaAs substrates.  All data were obtained using TMGa. 

For TEGa (Fig. 3.6), the data show similar trends, however shifted to much lower 

temperature.   The effective planar growth rate contribution from axial growth decreases 

continuously with increasing temperature, accompanied by a corresponding increase of 

the lateral growth rate.  As mentioned before, since the decomposition temperature of 

TEGa is so low we do not actually see a clear thermally activated axial growth rate within 

the range of temperatures accessible to our growth experiments.  The total effective 

planar growth rate (triangles) is calculated as before and is seen to be roughly constant 

below 460 °C and increases somewhat at higher temperatures, but remains within ~20% 

of the diffusion limited growth rate for planar films on Au-free (001) GaAs substrates 

shown in Fig. 3.1.  From this analysis we conclude the total effective planar growth rate 

is primarily controlled by gas phase diffusion for the case of TEGa over the entire 

temperature range of these experiments.  Also, these data clearly confirm that it is the 
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thermal activation of the lateral growth that limits the axial growth in the high 

temperature regime for both precursors. 

 

Figure 3.6.  Temperature dependence of the NW effective planar growth rates and 

measured lateral growth rates compared to planar growth on Au-free (100) 

GaAs substrates. All data were obtained using TEGa. 

In order to explore the implications of these results, it is interesting to consider the 

mean free path λv for gas phase diffusion of the Ga precursor in hydrogen under the 

current experimental conditions. For simplicity we assume that the diffusing species near 

the NW/epilayer surface is TMGa. The mean free path λc for collisions between TMGa 

and H2 molecules can be estimated from the Einstein equation:  

   
  

  
                                                                                                                           (3.1) 



Chapter 3.  Effect of group III precursor chemistry on the morphology of GaAs 
nanowires 

50 
 

where     is the mean thermal velocity (    
   

  
, where R = 8.31 J.mol-1.K-1 and M is the 

molar mass of TMGa equal to 114.7 g/mol). D is the diffusion coefficient of TMGa 

through H2 boundary layer and can be calculated by [61]: 

  
              

 
                                                                                                           (3.2) 

where D, T and P are in cm2/s, K and atm.  Assuming a hydrogen partial pressure of 50 

Torr and T = 400 °C we obtain an estimate of D = 26.5 cm2/s.  From the above value of 

D, we get λc = 7.1 µm, assuming TMGa is the primary species near the surface at this 

temperature.  This implies that on the length scales under investigation here the TMGa 

transport is essentially ballistic, i.e. the Ga concentration field is completely uniform over 

the scale of the NW length or inter-wire separation.  The use of TEGa or smaller Ga-alkyl 

fragments will not substantially affect the estimate of D above.  Such a large mean free 

path implies that the vapor concentration of Ga species is constant over the substrate and 

NWs.  The competition between lateral growth and NW growth is therefore determined 

simply by the ratio of the reaction rates for VS and VLS growth which vary according to 

the precursor used, as well as the growth temperature.  

A question that arises is the discrepancy between the activation energy for the 

axial growth for TMGa observed in this work, 56 ± 6 kJ/mol, compared with that of 

others, e.g. Borgstrom et  al. 67 - 75 kJ/mol [12] and Paiano et al. 87 ± 13 kJ/mol [8].  It 

is important to note that the NP densities of Paiano et al. were around 1 - 4×108 NP per 

cm2 whereas ours are approximately 7×109 cm-2 i.e. more than one order of magnitude 

higher. Borgström et al. have also observed a significant reduction in the activation 

energy of axial growth for GaP NWs at high Au NP density [ 12]. 

3.4 Benefits of precursor chemistry to grow radial and axial InAs-GaAs 

heterostructures 

The significant effects of precursor chemistry on NW growth kinetics have 

interesting implications for control of NW heterostructures.  NW device applications will 

require the ability to fabricate axial heterostructures in which the composition of the NW 

varies along the NW axis, as well as core-shell heterostructures.  Figure 3.7 and 3.8 show 

some preliminary efforts to employ the differences in precursor chemistry to alternate 
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between axial and core-shell heterostructure growth.  A similar method was used recently 

to switch between axial and lateral growth for catalyst free nanowire growth of 

GaAs/AlGaAs core shell structures [62]. 

In Fig. 3.7(a) an InAs core with diameter of 38 nm was grown using 

trimethylindium (TMIn) and TBAs at 400 ˚C.   The TMIn was then switched off and 

radial growth was achieved by switching the TEGa source on for 100 s resulting in a 

GaAs shell with thickness of 18 nm.  Note that unlike other reports [63, 64], shell growth 

was achieved without ramping to higher growth temperatures.  Figure 3.7(a) shows a 

bright field (BF) TEM image of a typical InAs/GaAs core/shell NW.  Figure 3.7(b) is a 

high resolution HRTEM image of a section of the NW shown in Fig 3.7(a).  The presence 

of Moiré fringes with spacing of 6.5 ± 0.3 nm in the core region of the NW suggests the 

formation of a relaxed core/shell structure.  The corresponding selected area diffraction 

(SAD) pattern is shown in Fig. 3.7(c) indicating the presence of double spots due to the 

relaxation of the heterostructure.  An energy dispersive X-ray spectroscopy (EDS) K-

shell line scan across the NW, shown in Fig. 3.7(d), shows a clear drop of the Ga count 

rate at the core region accompanied by an increase of In count rate which confirms the 

formation of the core-shell structure.  The drop of the As counts in the core region is 

rather unexpected and might be due to the partial absorption of the emited photons in the 

core region by the shell material.  The In Fig. 3.7(a), a tapered part indicated by an arrow 

is formed due to the VLS growth of the NW during GaAs shell growth. Hence the axial 

growth, while very small is not completely suppressed.   

The strain relaxation in this heterostructure can be calculated from the SAD 

pattern and the Moiré fringe spacing.  GaAs has a smaller lattice constant than InAs and 

therefore the outer spots correspond to GaAs and the inner ones to InAs.  The relative 

average strain relaxation in a given direction can be calculated from the InAs-GaAs spot 

separation divided by the average spot position, normalized by the InAs-GaAs lattice 

mismatch (7.2%).  From such analysis, we determined the relative radial relaxation to be 

(100 ± 5) %.  The spot separation along the NW axis is not clear and therefore axial 

relaxation cannot be determined from the SAD pattern.  The axial relaxation can be 

calculated from the Moiré fringe spacing.  According to Eq. 1.7, in the case of 100% 

relaxation, the minimum translational Moiré fringe spacing along [111] direction of an 
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InAs/GaAs core/shell structure is 4.9 nm.  From the measured Moiré fringe spacing we 

found the relative axial relaxation to be (75 ± 5) %.  This result indicates higher degree of 

radial relaxation than the axial relaxation, consistent with a previous report on InAs/GaAs 

core/shell NWs and the reason is not yet clear [65].   

 

Figure 3.7.  (a) BF, (b) HRTEM TEM images, c) corresponding SAD pattern and (d) 

EDS line scan across a core/shell InAs/GaAs NW.  The black arrow in (a) 

shows where the VLS growth of GaAs started.  

By using TMG instead of TEGa, it is possible to grow an axial heterostructure 

instead of a core shell structure.  An InAs/GaAs axial heterostructure was achieved by 

growing InAs as described above and then switching off the TMIn flow and switching on 

the TMGa flow for 100 s.  A BF and scanning-TEM images of such a structure is shown 

in Fig. 3.8(a) and (b), respectively.  There is a clear change in the contrast along the 

arrow labelled 1 in Fig. 3.8(b) indicating the change in the composition along the arrow.  

An EDS line scan along this arrow, shown in Fig. 3.8(c), clearly confirms the formation 

of an axial heterostructure NWs.  Figure 3.8(c) shows lower counts for In-K compared to 
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Ga-K which is similar to previous reports [66].  This is due to the much larger photon 

energy for K-shell of In (4.24 KeV) compared to the K-shell photon energy of Ga (1.30 

KeV) which leads to the excitation of fewer photons for In than Ga for a given incident 

electron energy.  Also, the EDS line scan across the Au NP, along the arrow labelled 2 in 

Fig. 3.8(b), is shown in Fig. 3.8(d).  It is clear that In and Ga are both present in the Au 

NP.  The presence of In in the Au NP might have resulted in the precipitation of graded 

InGaAs up to a length of 400 nm from the point we turned off the TMIn source (indicated 

by a vertical arrow in Fig. 3.8(b))  after which the growth of a pure GaAs segment was 

started.  This might be responsible for the observed moduation in the contrast along the 

arrow labelled 1 in Fig. 3.8 (b).  Also, during the cooling process which was performed 

under TBAs, both Ga and In stored in the Au NP should partially precipitate to form a 

small InGaAs segment right under the NP.  A possible schematic structure of the axial 

InAs/GaAs heterostructure is shown in Fig. 3.8(e).  
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Figure 3.8.  (a) BF, (b) STEM images of an axial InAs/GaAs NW and (c-d) EDS line 

scans along the white arrows shown in (b).  (e) the expected schematic 

structure of the InAs/GaAs axial heterostructure.  

In conclusion, we presented a systematic study of the VLS growth of GaAs NWs 

using two different Ga precursors, TMGa and TEGa with quite different decomposition 

kinetics.  We observe that lateral growth and NW tapering is strongly enhanced for the 

case of growth with the low temperature precursor TEGa.  We show that for the case of 

TMGa, the presence of Au NPs greatly lowers the temperature over which gas phase 

diffusion limited growth is observed providing strong evidence for the catalytic role of 

the Au NPs.  Over a large range in growth temperatures, for both precursors, the observed 

growth rates are easily explained by a competition between VLS and VS growth with the 

temperature range determined by the particular Ga source kinetics.  We have shown that 

by changing from TMGa to TEGa as the Ga precursors, we can switch the growth mode 

of InAs/GaAs NWs from axial to core/shell heterojunctions. In this way precursor 

chemistry can be employed as a useful means to control the NW growth. 
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4: EFFECTS OF CBR4 ON THE MORPHOLOGY OF GAAS NANOWIRES 

In addition to the effect of dopant atoms on the electrical properties of 

semiconductor nanowires (NWs), interesting structural changes in the NW morphology 

attributed to doping have been observed.  For example, doping of InP, grown along [111] 

direction, using diethylzinc was reported to alter the crystal structure from wurtzite to 

zincblende [14].  Also, modulation doping of InP with diethylzinc resulted in a formation 

of periodic twinning planes (periodic change of side facets from {111}A to {111}B) 

which is predicted to induce a direct bandgap in normally indirect badgap materials [67]. 

Carbon is a well known and technologically important p-type dopant in planar GaAs due 

to its low diffusivity and high solubility in bulk GaAs; however its use as an intentional 

p-dopant in NW growth has been scarcely investigated [68].  Carbon halogen sources 

such as CBr4 are extremely reactive at the surface of GaAs and other III-Vs, and it is of 

interest to investigate their effect on the growth of GaAs NWs as a potential means to 

control not only the conductivity, but also the wire shape and crystal structure.  In this 

chapter, we investigate the effect of CBr4 on the structural properties of GaAs NWs 

grown by MOVPE. We will discuss the electrical properties of C-doped GaAs NWs in 

chapter 6.  The work presented in this chapter forms the basis of a paper published in 

Nanotechnology [69]. 

   

To grow the GaAs NWs studied in this chapter, a gold layer with a thickness of 2 

nm was annealed at 400 °C resulting in NPs with sizes in the range of 30 to 150 nm.  

TEGa or TMGa (flow rate of 15 μmol/min), TBAs (flow rate of 63 μmol/min) and CBr4 

were used as the precursors.  The ratio of CBr4 to TEGa (IV/III) was varied in the range 

of 0 and 0.19. The growth temperature was 400 °C and the growth time was between 100 

and 900 s. 
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4.1 Effect of initial NP size dispersion on GaAs NWs grown by TMGa/TEGa 

In chapter 3, we compared the morphology of GaAs NWs grown by TMGa/TEGa 

using Au NPs with a fairly uniform size distribution which resulted in NWs with uniform 

length.  In this section, first, we will compare the effect of initial Au NP size dispersion 

on the length dispersion of GaAs NWs grown by TMGa/TEGa, as shown in Fig. 4.1.  In 

general, if the NW growth is dominated by direct impingement of adatoms on the Au NP, 

the growth rate of NWs (with NP size larger than 30 nm grown under high TMGa flow 

rate) with different diameter will be size-independent.  This easily can be understood by 

considering the impingement area on the NP surface and crystallization area at the Au 

NP/NW interface where both are proportional to r
2, where r is NP radius.  If the NW 

growth is dominated by the diffusion of adatoms from the substrate and NW side facets 

toward the NW/NP interface, the growth rate will be inversely proportional to the NP 

radius [43].  In this case, the adatom incorporation will be limited by the circumference 

of the NW/NP which is proportional to r, while the crystallization area is proportional to 

r
2.  Therefore, the NW growth rate will inversely depend on the NP size. 

Figure 4.1 shows a very high degree of uniformity in the axial growth rates of the 

TMGa-grown NWs despite a large variation in initial NP diameter. This indicates that 

under the present conditions, the axial growth of TMGa-grown NWs is primarily 

determined by the direct incorporation of Ga from the vapor phase into the Au droplet.    

In contrast we see a much larger variation in the length of the TEGa grown NWs, and a 

greatly reduced growth rate overall due to competition from enhanced lateral growth. In 

this case, the axial growth rate is seen to be higher for small NPs, which suggests that 

surface diffusion of Ga adatoms is playing a rate limiting role in the incorporation of Ga 

in the Au NP [43].    
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Figure 4.1.  Comparison of NWs grown at 400°C using (b) TEGa, and (c) TMGa.  (a) 

shows the initial NP distribution before growth. 

4.2 Effects of CBr4 on the morphology of TEGa-GaAs NWs 

Figure 4.2 shows SEM images of GaAs NWs grown using TEGa, with and without 

CBr4, for two different growth times.  In the early stages of growth (first 100 s), there is 

no significant difference in the diameter at the base of the NWs grown with and without 

carbon. For longer growth times (900 s) it is clear that the NWs grown without CBr4 are 

highly tapered and have a large dispersion in length.  In addition, Fig. 4.2 shows that 

NWs grown without CBr4 grow laterally over time, with base diameters significantly 

larger than the initial seed particle diameter. In contrast, the NWs grown with carbon 

show negligible tapering and lateral growth.  The NWs grown in the presence of CBr4 

have significantly larger axial growth rates and greatly reduced dispersion in length 

similar to the case of the TMGa NWs in Fig. 4.1.  We should note that the growth of 

GaAs NWs using TMGa in the presence of CBr4 had no effect on the morphology and 

growth rate of the NWs. 
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Figure 4.2.  SEM images taken at 45˚ tilt angle of GaAs NWs grown using TEGa without 

CBr4 (a) for 100 s and (c) 900 s, and with CBr4 (IV/III=0.1) (b) 100 s and (d) 

900 s. 

Figure 4.3 shows plan-view SEM images of GaAs NWs grown with TEGa, with 

and without CBr4 for different growth times.  In both cases the NWs start growing with a 

triangular cross section. NWs grown without CBr4 grow laterally over time and show a 

transition from triangular to hexagonal cross section, while NWs grown with CBr4 keep 

their triangular cross section as well as a constant lateral dimension over the growth time. 

The facets correspond to the {112} planes in all cases, in agreement with previous reports 

for TMGa-grown NWs [8].  Plan view images for TMGa grown NWs grown with or 

without CBr4 always showed hexagonal cross section with {112} planes.  The origin of 

these differences in facet structure is unclear at present.  One possibility is the difference 

in the surface chemistry of the NW facets grown by TMGa and TEGa.  Considering the 

decomposition mechanisms of TMGa and TEGa, as discussed in chapter 1, the surface of 

TMGa-GaAs NW facets should by covered with methyl radicals, while the TEGa-GaAs 

NW facets should be clean. 
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Figure 4.3.  Plan-view SEM images of GaAs NWs grown without CBr4 (a) for 200 s and 

(c) 900 s, and with CBr4 (IV/III=0.1) (b) 200 s and (d) 900 s.   All samples 

were grown with TEGa. 

Figure 4.4 shows a statistical analysis of the SEM images of TEGa-grown NWs, 

with and without CBr4 for different growth times. Figure 4.4(a) shows that the axial 

growth rate of the NWs grown with CBr4 is constant over time, while the axial growth 

rate of the NWs grown without CBr4 decreases over time. In addition, the axial growth 

rate of the NWs grown with CBr4 is significantly higher and shows much lower 

dispersion than the growth rate of the NWs grown without CBr4. 
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Figure 4.4.  Plot of the axial growth rate of the NWs grown using TEGa with CBr4 

(IV/III= 0.1) and without CBr4 vs. growth time. 

To further investigate the effects of CBr4 on the growth of GaAs NWs, we 

fabricated NWs with different IV/III ratios, keeping the TEGa flow constant (Fig. 4.5). 

The results show that the axial growth rate increases by a factor of three for the NWs 

grown with the highest CBr4 flow (IV/III= 0.19) compared to the NWs grown without 

CBr4 (Fig. 4.5(a)). In addition, the lateral growth rate measured at the NW base decreases 

from 0.052 nm/s for the NWs grown without carbon to 0.009 nm/s for those with the 

highest carbon flow (Fig. 4.5(b)).   This trend closely mirrors the decreasing growth rate 

observed for planar layers using CBr4 on (001) substrates in the absence of Au NPs (Fig. 

4.5(c)). Note that we cannot directly compare the absolute lateral growth of the NWs with 

the planar growth rate on (001).  First, the presence of Au NPs will reduce the available 

concentration of Ga adatoms for lateral growth due to competition from the VLS 

mechanism, and second the [001] surface is not chemically equivalent to the {112} facets 

of the NW sidewalls. 
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Figure 4.5.  Comparison of the effect of CBr4 exposure on (a) NW axial growth (b) NW 

lateral growth rate measured at NW base, and (c) planar growth rate on (001) 

substrates in the absence of Au NPs.  All data are for growth with TEGa.  

Lines are a guide to the eye. 

The data presented in section 4.1 indicate that the decomposition of TMGa is only 

efficient in the vicinity of the Au NP catalyst at a growth temperature of 400 ˚C.  This 

gave rise to a lack of length dispersion with NP diameter.  This is consistent with the fact 

that GaAs growth in the presence of Au NPs is limited by surface reaction kinetics as 

discussed in section 3.3.  Therefore, direct impingement of cracked group III precursor 

from gas phase onto the Au NP is the primary incorporation mechanism to grow TMGa-

GaAs NWs at 400 ˚C via VLS mechanism. The VS growth on NW facets and the 

substrate surface is kinetically suppressed (Fig. 4.6(a)).  For TEGa growth in the presence 

of Au NPs, based on the results presented in section 1.4 and 3.3, precursor cracking and 

GaAs growth occurs on the substrate surface and NW side facets, in addition to the VLS 

growth at the NP/NW interface.  The observed dispersion in the length of the TEGa-

GaAs NWs in Fig. 4.1(b), indicates that the diffusion of Ga adatoms from the substrate 

and NW sidewall facets toward the NW/NP boundary is a significant incorporation 
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pathway of Ga for the growth of GaAs NWs using TEGa.  In addition, direct 

incorporation of cracked precursors into the Au NPs should also be possible, although 

with a much lower incorporation rate compared to growth with TMGa (Fig. 4.6 (b)).  The 

observed decrease in axial growth rate with time for the TEGa-GaAs NWs indicated in 

Fig. 4.4 further suggests that surface diffusion limits the incorporation of Ga in the Au 

NPs for NWs grown with TEGa in the absence of CBr4. With increasing growth time, the 

diffusion of Ga adatoms from the substrate to the Au NPs becomes less and less likely. 

As shown in Fig. 4.5(a) the addition of CBr4 results in a dramatic enhancement in 

the growth rate and a suppression of tapering for NWs grown using TEGa.  This is 

primarily due to the suppression of the VS growth by the CBr4 precursor.  Suppression of 

planar III-V growth rates using carbon halogen precursors such as CBr4 or CCl4 is well 

known and is believed to be due to parasitic surface reactions between the group III 

precursor and the halogen precursors [70].  It is believed that bromine attacks the Ga 

adatoms on the GaAs surface and desorbs as GaBr or GaBr3.  Therefore, the cracked 

TEGa primarily incorporates via direct impingement from gas phase onto the Au NP to 

grow TEGa-GaAs NWs via the VLS mechanism similar to TMGa-GaAs NWs.  In other 

words, the effect of the CBr4 is to suppress the lateral growth rate, which allows the NP 

to collect the available Ga flux.  Therefore, the growth rate of TEGa-GaAs NWs in the 

presence of CBr4 is independent of the size of the Au NP similar to the case of NWs 

grown using TMGa. 

 

Figure 4.6.  Schematic incorporation pathway of group III in GaAs NWs grown at 400 ˚C 

using (a) TMGa, (b) TEGa and (c) TEGa in the presence of CBr4. 
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4.3 Effect of CBr4 on the crystal structure of GaAs NWs grown with TEGa 

A bright field (BF) TEM image of a TEGa-GaAs NW is shown in Fig. 4.7 which 

shows the presence of a small Au NP at the tip.  High resolution TEM (HRTEM) image 

of the Au NP is shown in Fig. 4.7(b).  In addition, the presence of alternating regions 

with zincblende (ZB) and wurtzite (WZ) structures is clear in Fig. 4.7(c).  Another 

example of a TEGa-GaAs NW is shown in Fig. 4.8(a1-3).  The corresponding HRTEM 

image (Fig. 4.8(a2)) shows overall ZB structure with a high density of twin boundaries 

and stacking faults (indicated by arrows in Fig. 4.8(a2)).  The streaky pattern observed in 

the selected area diffraction (SAD) pattern shown in Fig. 4.8(a3), along a <110> pole, is 

due to the existence of twin boundaries and stacking faults.  We should note that, in some 

cases the Au NP was missing from the tip of the highly tapered NWs likely due to 

breakage while transferring the NWs into the TEM grid.  NWs were transferred to a TEM 

grid by scratching the TEM grid on the NW sample.  Also, we should note that the 

difference between ZB and WZ structures is only due to the stacking sequence of Ga-As 

bilayers which is ABCABC... for ZB and ABAB... for WZ structures.    

Figure 4.8(b1-b3) show the corresponding <1-10> pole images of a NW grown 

under the presence of CBr4 vapor (IV/III= 0.19), showing a strong reduction in tapering 

as previously discussed.  In addition, there is no evidence of stacking faults, and the 

crystal structure indicated by the SAD image is exclusively ZB.  Both sets of NWs, 

discussed here, were grown for identical growth times. 
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Figure 4.7.  (a) BF TEM image of a TEGa-GaAs NW, (b) HRTEM image of the Au NP 

at the tip of the NW and (c) HRTEM of the region indicated by a box in (a). 

 

Figure 4.8.  BF TEM and HRTEM and SAD pattern of the GaAs NWs along the (1-10) 

pole (a1-a3) grown without carbon and (b1-b3) with carbon (IV/III= 0.19), 

respectively.  The arrows in (a2) indicate the position of twin boundaries and 

stacking faults. 
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The role of CBr4 in reducing stacking fault density is not yet fully understood. 

Joyce et al. have observed a significant reduction in stacking fault density in GaAs NWs 

grown using TMGa by increasing the growth rate.  They speculated that stacking faults 

form to relieve the tension at the NW/NP interface.  They argued that increasing the 

growth rate results in an increase in the Ga composition of the NP which reduces 

interfacial tensions resulting in a decrease in the stacking fault density [71].  Similar 

mechanisms may apply in the current situation, where the increased axial growth rate of 

TEGa-GaAs NWs was observed in the presence of CBr4.  We should note that, at high 

vapor phase Ga supplies, as is the case in our work and in ref. [71], the chemical potential 

of the NP is high and therefore the liquid-solid supersaturation is high.  Therefore, we can 

conclude that high liquid-solid supersaturation may favour the nucleation with ZB 

structure.   

It is generally believed that stacking fault formation cannot be explained only by 

thermodynamic considerations and that kinetic effects have to be considered as well [73, 

72]. A possible explanation, based on the position of the initial nucleus at the NW/NP 

interface, is as follows.  The incorporation pathway of the group III precursor determines 

the position of the initial nucleus at the NW/NP interface.  In TEGa-GaAs NWs grown 

with CBr4, (or in NWs grown with TMGa) direct impingement is the primary 

incorporation pathway of Ga.  Therefore, it is possible to assume that the initial nucleus 

forms inside the NP at the NW/NP interface as shown in Fig. 4.9(a).  In TEGa-GaAs 

NWs grown without CBr4, adatom diffusion and direct attachment to the NW sidewalls is 

the primary incorporation pathway of Ga.  Therefore, in this case, it is possible to assume 

that the initial nucleus mainly forms at the edge of the NW/NP interface as shown in Fig. 

4.9(b).  In the latter case, part of the nucleus is in contact with the vapor phase, while in 

the former case it is only in contact with the liquid NP.  Since the surface energy of the 

NW side facets in contact with vapor phase and with WZ structure is lower than that of 

the ZB structure, the nucleus formed at the edge of the NW/NP interface may adopt the 

WZ structure to lower its surface energy [74, 75].  The lower surface energy of the NW 

with WZ structure than that with a zincblende structure is due to a lower number of 

surface dangling bonds in the WZ structure compared with the ZB structure [74].  For the 
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nucleus formed entirely inside the NP, all the dangling bonds are saturated and the 

nucleus will follow the zincblende crystal structure which is more stable than WZ 

structure.  We should note that the position of the initial nucleus may depend on many 

factors including the pathway of growth species [73], droplet volume [136] and faceting 

of the growth interface [137] and, in general, is a matter of controversy in the literature 

[45]. 

A similar change in crystal structure has been reported for InAs NWs grown 

axially on top of GaAs NWs.  It was shown that if the length of the GaAs base is longer 

than the indium adatom diffusion length, InAs grows with pure zincblende structure.  In 

this case, the direct impingement of the vapor phase growth species on the NP is the 

dominant incorporation pathway and therefore the initial nucleus likely forms inside the 

NP and therefore zincblende structure is preferred, as discussed earlier. For GaAs base 

shorter than the indium adatom diffusion length, in addition to direct impingement of 

growth species from vapor phase onto the NP, indium adatoms are able to reach the triple 

boundary via diffusion through the side facets.  Therefore in this case, the initial nucleus 

may form inside the NP or at the edge of the NW/NP interface and therefore stacking 

faults formation was observed [73]. 

 

 

Figure 4.9.  Schematic of the initial nucleation position in TEGa-GaAs NWs grown (a) 
with and (b) without CBr4. 
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In summary, we have observed a striking effect on the morphology of GaAs NWs 

grown using TEGa by addition of CBr4 dopant.  A dramatic increase in the axial growth 

rate and a corresponding reduction in tapering have been observed for NWs grown in the 

presence of CBr4. This is attributed to the suppression of planar and lateral growth by the 

CBr4 source, resulting in an enhanced axial growth rate of the NWs. In addition, GaAs 

NWs grown in the presence of CBr4 are free of stacking faults with zincblende structure, 

while NWs grown in the absence of CBr4 are highly tapered and contain a high density of 

stacking faults.  This was argued to arise from differences in the position of the initial 

nucleus depending on whether direct impingent from vapor phase onto the NP or surface 

adatom diffusion predominates. These results show the remarkable effect of precursor 

chemistry on nanowire morphology. 
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5: GEOMETRIC LIMITS OF COHERENT III-V CORE/SHELL NANOWIRES 

The NW geometry allows the strain partitioning in both core and shell regions 

facilitating the growth of dislocation free axial and radial heterostructures with 

dimensions above the critical thicknesses known for thin films.  This characteristic of the 

semiconductor NWs has opened a broader window to employ strain engineering [76, 77] 

and quantum confinement effects [78] to design and fabricate core/shell NW based-

devices [79, 80].  The rational design of these devices requires the knowledge of the 

coherency limits in core/shell NWs.  Otherwise, the formation of dislocations will 

degrade the device performance [65].  Several groups have attempted to determine the 

coherency limit and/or strain distribution in core/shell NWs using elasticity theory via 

finite-element analysis [81], variational methods [17] or an analytical approach [18, 19].  

Using the variational approach, Raychaudhuri et al. [17] determined the total strain 

energy of a core/shell structure numerically with the assumption that the strain 

components are position-independent in the core and shell regions.  Then, they estimated 

the critical dimensions by numerically determining the shell thickness, for a given core 

radius, for which it became energetically favourable to include a dislocation.  Haapamaki 

et al. determined the total strain energy analytically considering the strain components to 

be position-dependent [18].  Then, they obtained the critical dimension of InAs/AlxIn1-

xAs core/shell NWs by determining the geometric limits at which the total strain energy 

exceeded the dislocation energy.   Both of these models predicted an increase of the 

critical shell thickness with decreasing core radius and the presence of a critical core 

radius under which the critical shell thickness tended to infinity [17-19].  However, 

comparison of predicted results with experimental data for core/shell NWs is rather 

limited to a specific material system and a limited geometric range [18, 82].  

In this chapter, we report the growth of zincblende and wurtzite III-V core/shell 

NWs and calculate the expected strain distribution and the geometric limits of the 

coherent radial heterostructure NWs. We considered the strain components to be 

position-dependent, similar to ref [18] and determined the total strain energy and strain 
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components numerically, similar to ref [17].  Our numerical results are in agreement with 

our experimental results found for wurtzite InAs/InP and zincblende GaAs/GaP core/shell 

NWs and results reported in the literature.   The work presented in this chapter forms the 

basis of two papers (J. Appl. Phys. [97]) and another paper submitted to J. Appl. Phys.). 

To grow the samples studied in this chapter, a gold layer with a thickness of 0.5 

nm was annealed at 460 °C resulting in NPs with sizes in the range of 15 nm to 110 nm.  

Trimethylindium (TMIn) (flow rate 9.9 μmol/min) and TBAs (flow rate 66 μmol/min) 

were used as the group III and V precursors to grow the InAs core NWs for 400 s.  The 

growth of the InP shell was achieved by switching off the TBAs and switching on the 

tertiarybutylphosphine (TBP) (flow rate 960 μmol/min) for 250 s.  The V/III ratio was 6.6 

and 97 for the growth of the InAs core and InP shell, respectively.  The sample was then 

cooled under TBP/H2.  Both InAs core and InP shell materials were grown at 460 °C.  To 

grow GaAs/GaP core/shell NWs, the GaAs core was grown using trimethylgallium 

(TMGa, flow rate of 21.4 μmol/min) and TBAs (flow rate 164 μmol/min).   The growth 

of the GaP shell was achieved by switching off the TMGa and TBAs and switching on 

the TEGa (flow rate 15.1 μmol/min) and TBP (flowrate 960 μmol/min) for 200-400 s. 

The V/III ratio was 7.6 and 63.7 for the growth of the GaAs core and GaP shell, 

respectively.  The sample was then cooled under TBP/H2.  Both the GaAs core and GaP 

shell materials were grown at 410 °C.  

The growth of the GaSb shell on GaAs and GaP cores was achieved by switching 

off the TMGa and TBAs and switching on the TEGa with a flow rate of 7.5 μmol/min, 

and trimethylantimony (TMSb) with a flow rate of 24 μmol/min, for a growth time of 

100-600 s. The sample was then cooled by switching off all the sources under H2.  Both 

core and shell materials were grown at 410 °C.  To grow GaP shell, TMGa with a flow 

rate of 15 µmol/min and tertiarybutylphosphine (TBP) with a flow rate of 960 μmol/min 

were used at growth temperature of 410 ˚C. The total growth time was 200 s in each case. 
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5.1 Model 

5.1.1 Wurtzite core/shell NWs 

In this model, we ignored the faceting of the NW and considered two coaxial 

cylinders with a core radius of rc and a shell thickness of t as shown in Fig. 5.1.  A 

cylindrical coordinate system was defined at the core/shell interface (defined by unit 

vectors er, eθ, ez).  The magnitude and distribution of the strain components (εi
k(r), where 

i stands for either core (c) or shell (s) and k = r, θ, z) in the core and shell regions are 

mainly determined by 1) the coherency has to be maintained at the core/shell interface 

and 2) the total strain energy in the system has to be a minimum. The interfacial strain 

components at the hetero-interface are defined as follows:  
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where ak and a
i
k are, respectively, the strained and relaxed lattice constants in k = z, θ 

directions (i = c, s which stand for core or shell, respectively).   
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Figure 5.1. Schematic of the core/shell NW geometry with a core radius of rc, shell 

thickness of t and length of L.  The dashed loop represents an edge 

dislocation loop with Burger’s vector along the NW growth direction. 

In general, strain components can be determined from the components of the 

displacement vector (                        ) as follows: 
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             (5.2c) 

where ur and uz are the components of the displacement vector along er and ez directions, 

respectively.  We should note that the NW symmetry in the azimuthal direction results in 

uθ  θ  = 0 (uθ (0) = uθ   π     ).  The displacement components can be determined using 

the equilibrium equations of elasticity [83]: 
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              (5.3b) 

where σi
k is the stress along the kth direction and normal to a plane whose outward normal 

is along the kth direction (i = c,s stands for core and shell).  The values of σi
k are related to 

the stiffness constants (cnm) by: 
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Substituting Eq. (5.4a-c) in Eq. (5.3a) and (5.3b) leads to the following partial differential 

equations: 
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Equations (5.5a) and (5.5b) have the following general solutions: 
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                    (5.6b) 

The coefficients in Eq. (5.6a) and (5.6b) can be determined by imposing the following 

boundary conditions: 

1. uc
r is finite as r approaches zero. Therefore, βc = 0. 

2. ui
z (z = 0) = 0 which results in φi = 0. 

3.             
 . 

4.             
 . 

5. Coherency at the core/shell interface results in: 
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6. Stress normal to the free surface is zero (           ). 

Using these boundary conditions, we determined the coefficients in Eq. (6a) and (6b) as a 

function of c
i
nm, f

c
z, f

c
θ, rc and t.  For a given rc and t, the values of f

c
z, f

c
θ will be 

determined numerically by minimizing the total strain energy in the core/shell structure 

which is given by: 
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where L is the length of the NW and sums over the repeated indices were assumed.  

Partial relaxation of the heterostructure can happen by insertion of a dislocation at 

the interface.  The actual misfit dislocation formation mechanism and configuration for 
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core-shell NWs may be complicated and, in general, depends on the NW dimensions and 

the misfit between the core and shell material [84, 85].  Here, we only consider the case 

of a pure edge dislocation loop of radius rc with a Burger’s vector of magnitude b along 

the NW growth direction (Fig. 5.1).  Similar to other reports we found only dislocations 

with such an edge component experimentally and their formation mechanism whether by 

a glide or climb processes [82, 84, 85, 86] remains to be confirmed.   In wurtzite 

semiconductors, a dislocation loop around the core has energy equal to [87]: 
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where 

             
             

                  
  ,              

The critical dimensions can be estimated for a given core radius by numerically 

determining the critical shell thickness at which Ustrain (Eq. 8) exceeds Udis(Eq. 9), under 

the assumption that there is no energy barrier for dislocation nucleation. 

5.1.2 Zincblende core/shell NWs 

The above approach should be modified for zincblende core/shell NWs. Equation 

4.5(a-c) changes to: 
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Also, the dislocation loop energy changes to [88]: 
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where μ and ν are the shear modulus and Poisson’s ratio, respectively.  The values of μ, ν 

and cij are summarized in Table 5.1. To determine the stiffness constants for the wurtzite 

structure, Martin’s transformations were employed [89].  
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Table 5.1.  Summary of reported values of the shear modulus, μ, the Poisson’s ratio, ν 

and the stiffness constants, cij for selected compound semiconductors with 

zincblende (ZB) structure and calculated cij for  wurtzite (WZ) structure. 

 C11 (GPa) C12 (GPa) C44 (GPa) μ (GPa)  

GaAs (ZB)* 119 53.8 59.5 32.8 0.31 

GaP (ZB)* 140.5 62.1 70.3 39.2 0.31 

GaSb (ZB)** 88.3 40.2 43.2 24.0 0.31 

InAs (ZB)* 83.3 45.3 39.6 19.0 0.35 

InP (ZB)* 101.1 56.1 45.6 22.5 0.36 

InSb (ZB)*** 66.0 38.0 30.0 15.1 0.35 

 C11 C12 C13 C33 C44 

GaAs (WZ) 142.0 48.7 35.9 154.9 38.4 

InAs (WZ) 100.3 42.1 31.6 110.8 23.0 

InP (WZ) 120.3 52.3 40.7 131.9 27.1 

*[90], **[91], ***[92] 

5.1.3 Predictions of the model 

Figure 5.2 shows the strain components as a function of radial distance from the 

center of a wurtzite InAs/InP core/shell NW (solid lines) with core radius of 20 nm and 

shell thickness of 10 nm.  This graph was generated numerically by minimizing the total 

strain energy in Eq. 5.8 and using Eq. 5.2(a-c) and 5.7(a-b). The InAs core, which has a 

larger lattice constant than the InP shell, is under compressive strain (negative value) in 

all directions and the strain components are position independent.  Also, the radial and 

tangential strains are equal in the core regions, similar to the case of thin film 

heterostructures, as expected due to symmetry considerations.  The shell region is under 

tensile strain in the ez and eθ directions, while it is compressed in the radial direction.  

The radial compression in the shell is a direct result of the 6th boundary condition listed 

above.  In the shell region, the strain components in the eθ and er directions are position 

dependent, while the strain is position independent in the ez direction.  In the case of a 
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wurtzite InP/InAs core/shell NW (dashed lines), the signs of the strain components are 

opposite to the ones in the InAs/InP core/shell NW.  The strain accommodation in the InP 

core (InAs shell) of the InP/InAs NW is slightly lower (higher) than the strain in the InAs 

core (InP shell) of the InAs/InP NW.  Qualitatively, similar results were obtained for 

zincblende NWs.  These results are in qualitative agreement with the results reported in 

ref. [19] for Si/Ge NWs; however there is a clear discrepancy between our results and 

those of ref. [18] where it was reported that the core with the larger lattice constant is 

under tensile strain and the shell with the smaller lattice constant is under compressive 

strain in ez and eθ directions. 

 

Figure 5.2.  Plot of the strain components as a function of radial distance from the center 

of the core.  Solid lines and dashed lines correspond to wurtzite InAs/InP and 

InP/InAs core/shell NWs, respectively, with core radius of 20 nm and shell 

thickness of 10 nm. The vertical dotted line represents the core/shell 

interface. 

Figure 5.3(a) shows the calculated interfacial axial and tangential strain 

components (at r = rc) of an InAs core with a radius of 20 nm and an InP shell with a 

thickness varying in the range of 1 nm to 50 nm.  With increasing shell thickness, the 

interfacial axial strain in the InP shell decreases continuously from 0.029 to 0.002, while 
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the interfacial axial strain in the InAs core increases from -0.004 to -0.029.  A similar 

trend with much smaller gradient was observed in the case of the tangential strains in the 

core/shell interface.  However, it is clear that the interfacial tangential strain in the shell 

remains substantially larger than that in the core region.  These numerical results indicate 

that, for thick shells, the interfacial tangential strain concentrates in the shell region, 

while the axial strain concentrates in the core.  The tangential strain in the shell is 

position-dependent and drops quickly away from the core/shell interface, while it is 

position-independent in the core. Therefore, energetically, it is more favourable for the 

shell to accommodate the tangential strain to minimize the total strain energy.  On the 

other hand, the axial strain is position-independent in both core and shell regions.  For 

thin shells, axial strain can be accommodated by the shell, while for thicker shells, axial 

strain must be accommodated by the core in order to lower the total strain energy.  This 

partitioning of the strain fields in core/shell NWs should therefore result in critical shell 

thicknesses above the known values for thin films. 

The total strain energy of the core/shell NW and the dislocation energy per unit 

length are plotted as a function of shell thickness in Fig. 5.3(b).  Strain energy increases 

with increasing shell thickness and exceeds the dislocation energy for shell thicknesses 

larger than 45 nm.  Therefore, the critical shell thickness for a NW with radius of 20 nm 

is 45 nm.  The saturation of strain energy for thick shells is due to the fact that tangential 

strain in the shell drops away from the interface (see Fig. 5.2) and the axial strain in the 

core reaches its maximum limit (see Fig. 5.3).  In the core region, axial strain is the 

dominant component and therefore the formation of dislocation loops with line direction 

perpendicular to the NW axis can most effectively relieve the axial strain, significantly 

lowering the total strain energy. 
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Figure 5.3.  (a) Plot of the change in the interfacial strain components (at r = rc) and (b) 

elastic stain and dislocation energies per unit length as a function of shell 

thickness of wurtzite InAs/InP core/shell NWs with a fixed core radius of 20 

nm. 

Figure 5.4(a) shows the change in the axial and tangential strain components at 

the interface of a core/shell NW with a fixed shell thickness of 14 nm and varying core 

radius in the range of 5 nm to 85 nm.  The axial strain in the core decreases with 

increasing core radius, while it increases in the shell region.  Weaker effects were 

observed for tangential strains.  These results confirm that a thinner core can 

accommodate a higher degree of strain compared to a thicker one and therefore the 

critical shell thickness should be larger for a thinner core. The strain and dislocation 

energies are plotted in Fig. 5.4(b) as a function of shell thickness which intersect at rc = 

63 nm, meaning that the critical shell thickness of an InAs/InP core/shell NW with radius 

of 63 nm is 14 nm.   



Chapter 5.  Geometric limits of coherent III-V core/shell nanowires 

79 
 

 

Figure 5.4.  (a) Plot of the change in the interfacial strain components (at r = rc) and (b) 

elastic strain and dislocation energies per unit length as a function of shell 

thickness of InAs/InP core/shell NWs with fixed shell thickness of 14 nm. 

Figure 5.5 shows the dependence of the critical shell thickness on the core radius 

of different III-V core/shell NWs.  Consistent with previous reports [17-19], the critical 

shell thickness tends to infinity for NWs with core radii smaller than a critical core 

radius.  For NWs with core radii larger than the critical core radius, the shell thickness 

must be below a certain value to maintain coherency at the hetero-interface.  The square 

and circle data points are experimental results which will be discussed later.  For NWs 

with core radii larger than 100 nm, the critical shell thickness is independent of the core 

radius.  The plot of the critical core radius (rc0) and critical shell thickness for zincblende 

core/shell NWs with a particular core radius of 100 nm (tc0) as a function of lattice 

mismatch between core and shell materials (f0) is shown in Fig. 5.6.  rc0 is 21 nm for 

zincblende InAs/InP core/shell NWs (mismatch of 3.2 %) and drops to 2.9 nm for 

zincblende InAs/GaAs core/shell NWs (mismatch of 7.2 %).  Similarly, tc0 drops from 

15.1 nm to 2.4 nm by increasing the mismatch from 3.2 % to 7.2 %.  The graphs in Fig. 

5.6 are fairly linear indicating the power law dependence of rc0 and tc0 on f0.  The fits to 
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the data were obtained by          
    and          

    .  We should note that rc0 

and tc0 of a wurtzite InAs/InP core/shell NWs are 18.2 nm and 13.4 nm, respectively, 

which are smaller than the values obtained for zincblende (rc0 = 21 nm and tc0 = 15.2 nm) 

InAs/InP core/shell NWs.  Similarly, in the case of wurtzite InAs/GaAs NWs, rc0 and tc0 

are 2.3 nm and 2.2 nm, respectively, which are smaller than the corresponding values for 

zincblende structures. 

 

Figure 5.5.  Plot of the calculated critical shell thickness as a function of core radius for 

different III-V core/shell NWs. Coherency is maintained for thicknesses 

below the curves. 
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Figure 5.6.  Plot of the critical core radius as a function of lattice mismatch between core 

and shell materials with zincblende structure (left).  The critical shell 

thicknesses of core/shell NWs with a particular core radius of 100 nm are 

plotted on the right.  

5.2 Experimental results: comparison with model 

5.2.1 GaAs/GaSb and InAs/GaAs core/shell nanowires 

Figure 5.7(a) shows an SEM image of GaAs/GaSb core/shell NWs (600 s shell 

growth time) taken at a 30° tilt angle from the NW growth direction.  As expected, the 

GaAs core NWs grew along the [111]B direction, perpendicular to the substrate, and 

have hexagonal cross sections with {112} oriented facets.  In all cases, GaSb forms 

islands on the core GaAs rather than a uniform, continuous shell.  The thicknesses of the 

GaSb islands are 5-12 nm with lengths varying in the range of 20 to 80 nm.  SEM images 

indicated the deposition of GaSb on all six facets of the core GaAs NWs.  These islands 

are dome-shaped and do not show a well-defined periodicity.   

Surface roughening of Ge/Si and Si/Ge core/shell NWs (4% mismatch) [86, 93] 

and the formation of InAs quantum dots on GaAs NWs have previously been reported 



Chapter 5.  Geometric limits of coherent III-V core/shell nanowires 

82 
 

[94, 95].  The Stranski-Krastanov (S-K) mechanism is believed to be responsible for the 

observed surface roughening.  In the S-K growth mechanism, the growth initiates by a 2-

dimensional layer-by-layer mode and then switches to a 3-dimensional island growth 

mode driven by strain energy. A highly strained flat surface can relieve its energy by 

rearranging atoms via diffusion along the growing surfaces.  This stress-driven mass 

transport is believed to be responsible for the surface roughening of highly mismatched 

hetero-interfaces [96].  More details on the GaAs/GaSb core/shell NW morphology can 

be found in ref. [97]. 

A bright field (BF) TEM image of a GaAs/GaSb core/shell NW with corresponding 

selected area diffraction pattern (SADP) viewed along a <123> zone axis is shown in Fig. 

5.7(b-c).  Both core and shell are free of stacking faults and have zincblende crystal 

structure.  The GaAs core has a diameter of 32 nm and the maximum GaSb shell 

thickness is 7 nm.  Periodic Moiré fringes along the [111] growth direction with a 5.1 ± 

0.4 nm spacing, are visible at the core region indicating the relaxation of the NW.  The 

diffraction pattern (Fig. 5.7(c)) shows double spots in both the axial and radial directions.  

GaAs has a smaller lattice constant than GaSb and therefore the outer spots correspond to 

GaAs and the inner ones to GaSb.  The relative average strain relaxation in a given 

direction can be calculated from the GaAs-GaSb spot separation divided by the average 

spot position, normalized by the GaAs-GaSb lattice mismatch (7.3%).  From such 

analysis, we determined the relative axial and radial relaxation to be (94 ± 5) % and (92 ± 

5) %, respectively.  Also, the axial relaxation can be calculated from the Moiré fringe 

spacing.  In the case of 100% relaxation, the minimum translational Moiré fringe spacing 

along an hkl direction (D 
m

hkl) can be calculated by [41]: 

    
  

          

           
           (5.10)     

where d is the planar spacing for a given hkl direction.  In this case, D 
m

111 is 4.5 nm.  

From the measured Moiré fringe spacing we found the axial relaxation to be (90 ± 5) % 

which is in good agreement with the value calculated from the diffraction spot spacing.  

The close agreement between the axial relaxation calculated from the diffraction patterns 

and Eq. (5.10) suggests that the Moiré fringes are translational. The periodic spots 

observed in the BF TEM image at the GaAs/GaSb interface correspond to edge 

dislocations along the {112} facets and perpendicular to the growth direction.  Figure 
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5.7(d) shows a high resolution TEM image of the GaAs-GaSb interface.  Periodic 

dislocations (indicated by dotted lines) with a Burger’s vector along the growth direction 

with 5.1 ± 0.2 nm spacing (De) are visible.  These edge dislocations relax the axial strain 

by a percentage given by   

     

 

  
 equivalent to (91 ± 2) %, in agreement with the value 

calculated from the diffraction pattern. 

The degree of strain relaxation can also be calculated by measuring the GaAs and 

GaSb crystal plane spacing directly from the lattice image for a given direction.  The 

(111) planar spacing for GaSb and GaAs (from Fig. 5.7(d)) are 0.350 ± 0.004 nm and 

0.325 ± 0.004 nm, respectively, which also indicates 93 ± 3% axial relaxation for this 

NW.   

Our observation of equal axial and radial relaxation indicates the presence of 

tangential (in the azimuthal direction) relaxation.  The observed periodic edge 

dislocations with line directions perpendicular to the NW growth direction relax the axial 

strain but not the tangential strain.  Tangential relaxation can occur by forming edge 

dislocations having a line direction with components parallel to the NW growth direction 

which we did not detect them in side-view TEM images.  Tangential strain relaxation 

might also have occurred due to island formation.  The curvature of these islands is larger 

in azimuthal directions compared to the axial direction suggesting an effective azimuthal 

strain relaxation via lateral expansion. 
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Figure 5.7.  (a) SEM image (30° tilt angle) of GaAs/GaSb core/shell NWs, (b) BF TEM 

image of a GaAs/GaSb core/shell NW (c) with corresponding SADP along 

<123> zone axis.  (d) HRTEM image of the GaAs/GaSb interface. Arrows on 

both side of the HRTEM image indicates the GaAs/GaSb interface.  The 

dotted lines indicate the extra planes in the GaAs region terminating at the 

interface. 

 

 To achieve a coherently strained GaAs/GaSb core/shell NW, we fabricated GaSb 

shells with a lower thickness (100 s growth time) compared to the NWs discussed above.  

Fig. 5.8(a) shows a NW with a core diameter of 31 nm and a maximum shell thickness of 

1.8 nm.  Modulations on the shell surface are clearly visible in the BF image.  A 

corresponding SADP (Fig. 5.8(b)) along a <112> zone axis shows a single set of spots 

indicating coherent material in both the axial and radial directions. The HRTEM image 

(Fig. 5.8(c)) clearly shows the formation of a fully strained GaSb QDs with a 1.8 nm 

thickness on a GaAs core.  
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Figure 5.8.  (a) BF TEM image, (b) associated SAD pattern along a <112> zone axis (b) 

and (c) HRTEM image of a GaAs/GaSb core/shell interface.  The arrows in 

(c) indicate the approximate location of the GaAs/GaSb interface. 

 

 The TEM results obtained in this work for GaAs/GaSb core/shell NWs and the 

results previously reported for zincblende and wurtzite InAs/GaAs core/shell NWs [65] 

along with our theoretical predictions are plotted in Fig. 5.9.  There is a close agreement 

between experimental results and our theoretical predictions.  Our model predicts a 

slightly larger critical thickness for materials with zincblende structure than wurtzite 

structure.  This is due to the smaller average values of the elastic constants, involved in 

the expression for the strain energy in zincblende materials compared with wurtzite 

materials. 
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Figure 5.9.  Plot of the calculated critical shell thickness as a function of core radius for 

zincblende GaAs/GaSb (dashed-dotted curve), zincblende InAs/GaAs (dotted 

curve) and wurtzite InAs/GaAs (dashed curve) core/shell NWs. The open and 

solid data points are the experimental results for NWs with and without 

dislocations detected, respectively.  The experimental results for InAs/GaAs 

core/shell NWs are from ref [65]. 

5.2.2 GaAs/GaP core/shell nanowires  

Figures 5.10(a) and (b) show a BF TEM image and corresponding SAD pattern 

(<112> sample orientation) of a zincblende GaAs/GaP core/shell NW with a core radius 

of 25 nm and s shell thickness of 13 nm.  The shell thickness of 13 nm is larger than the 

predicted critical shell thickness (10 nm) for a NW with this core radius (see Fig. 5.5).  

The HRTEM image shown in Fig. 5.10(c) clearly indicates the insertion of an extra plane 

in the GaP shell.  The observed dislocations have Burger’s vectors along the NW growth 

direction and line directions perpendicular to the [111] growth direction.  The average 

spacing of the observed edge dislocations is De = 45 ± 4 nm giving an average relaxation 
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of  

     

 

  
, where b is the size of the Burger’s vector equal to     

  
, or 0.32 nm equevalent 

to 23 ± 2 %.   

The solid and open circle data points plotted in Fig. 5.11 correspond to NWs free 

of dislocations and with dislocations, respectively, as a function of their shell thickness 

and core radius.  According to the TEM analysis, the GaAs/GaP core/shell NWs with 

core radii in the range of 25 nm to 45 nm and shell thicknesses larger than 10 nm were 

relaxed.  The thinner shells of 5-6 nm were found to grow coherently on GaAs NWs with 

radii of 22-25 nm.  These experimental results are consistent with our numerical 

predictions.  The previously reported GaAs/GaP core/shell NWs with core radius of 25 

nm and shell thickness of 25 nm [77] should have relaxed according to our numerical 

predictions.  Even though detailed TEM investigations were not carried out on the 

reported GaAs/GaP core/shell NWs, the presence of Moiré fringes in their BF TEM 

image [77] clearly indicates that the structure was partially relaxed. 

 

Figure 5.10.  (a) BF TEM image and (b) corresponding SAD pattern of a GaAs/GaP 

core/shell NW with a core radius of 25 nm and shell thickness of 13 nm. (c) 

HRTEM image of the core/shell interface indicating the presence of an edge 

dislocation inside the white circle. 
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Figure 5.11.  Plot of the calculated critical shell thickness as a function of core radius for 

wurtzite InAs/InP (solid line) and zincblende GaAs/GaP (dashed line) 

core/shell NWs. The open and solid data points are the experimental results 

for NWs with and without dislocations detected, respectively. The squares 

are for InAs/InP core/shell NWs while the circles are for GaAs/GaP NWs. 

5.2.3 InAs/InP core/shell nanowires 

 Figure 5.12(a) shows a bright field (BF) TEM image of an InAs/InP core/shell 

NW with a core radius of 17 nm and shell thickness of 20 nm.  Energy dispersive X-ray 

spectroscopy analysis was performed on these NWs and the formation of the shell and its 

thickness was confirmed (not shown here).  The shell thickness is uniform along the NW 

growth direction, except for the tapered neck region which consists of InP formed during 

the shell growth via the VLS mechanism.  Dark field (DF) TEM images taken using 

(0002) and (2110) diffracted spots are shown in Fig. 5.12(b) and (c), respectively.  These 

images clearly indicate that the NW is free of stacking faults and dislocations.  The 

corresponding selected area diffraction (SAD) pattern, along the [0110] direction, from 

the middle part of the core/shell structure is shown in Fig. 5.12(d).  The observed single 

set of spots indicate that the structure is coherent.  A high resolution (HR) TEM image of 
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the InAs/InP interface is shown in Fig. 5.12(e) confirming that the structure is free of 

dislocations.  The wurtzite structure of this NW can be inferred from the ABAB... 

stacking sequence along the [0001] growth direction.  EDS analyses were performed (not 

shown here) and the formation of InP shell around InAs core NWs was confirmed. 

 

 

  

Figure 5.12.  (a) Bright field and dark field TEM images of an InAs/InP core/shell NW 

taken by (b) (0002) and (c) (2110) diffracted spots, (d) selected area 

diffraction pattern of the middle of the core/shell NW and (e) a high 

resolution TEM image of the InAs/InP interface.  The arrow in (e) shows the 

approximate position of the InAs/InP interface. 

 

Figure 5.13(a) and (b) show BF and (0002) DF TEM images of an InAs/InP 

core/shell NW with a core radius of 30 nm and shell thickness of 25 nm.  The shell 

thickness of 25 nm is larger than the predicted critical shell thickness of 19 nm for a NW 
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with this core radius (see Fig. 5.5). The corresponding SAD pattern, indicating a (0110) 

sample orientation, is shown in Fig. 5.13(c).  In all TEM images shown here, the incident 

electron beam was perpendicular to the NW growth axis.  The observed contrast in Figs. 

5.13(a) and (b) corresponds to the presence of edge dislocations at the core/shell interface 

perpendicular to the NW growth direction.    Another example of a dislocation is shown 

in Fig. 5.13(d) for a NW with core radius of 37 nm and shell thickness of 22 nm and the 

corresponding SAD pattern is shown in Fig. 5.13(e).  HRTEM image of the region 

indicated by a white square in Fig. 5.13(d) is shown in Fig. 5.13(f) indicating the 

insertion of an extra plane in the InP shell.  The dislocations have Burger’s vectors along 

the NW growth direction.  The contrast observed between misfit dislocation pairs in these 

NWs may be related to a complete dislocation loop or other defect such as a stacking 

fault from partial dislocations.  The observed contrast in Fig. 5.13 (a), (b) and (d) should 

not be confused with pre-exsiting basal plane {0001} stacking faults.   In the case of a 

core/shell NW with stacking faults, the stacking faults propagate from the core into the 

shell.  An example of a core/shell NW with stacking faults (core radius of 15 nm and 

shell thickness of 22 nm) is shown in Fig. 5.13(f). The strong parallel contrast is due to 

stacking faults that do not stop at the core/shell interface but propagate into the shell to 

the outer surface.   

The observed dislocations in Fig. 5.13 have an average spacing (De) of 40 ± 7 nm.  

These edge dislocations relax the axial strain with respect to the lattice mismatch strain, 

0.032, by a percentage given by  

     

 

  
, where b is the size of the Burger’s vector equal 

to a/2, or 0.35 nm, equivalent to (28 ± 4) %.  This magnitude of axial strain relaxation, 

0.009, is too small to be detectable in SAD patterns.  No evidence of relaxation in other 

directions was detected either from images or SAD patterns. 

The solid and open square data points plotted in Fig. 5.11 correspond to NWs free 

of dislocations and with dislocations respectively, as a function of their shell thickness 

and core radius.  These experimental results are consistent with our numerical predictions 

for the critical geometries (solid and dotted lines).  Our TEM results indicate that an InP 

shell with a thickness of 35 nm could be grown coherently on an InAs NW with a radius 

of 10 nm.  Recently reported coherent InAs/InP core/shell NWs with core radius of 20 

nm and shell thickness of 20 nm are consistent with our numerical predictions [98]. 
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Figure 5.13.  Examples of TEM investigations of strain relaxed wurtzite InAs/InP 

core/shell NWs (a) BF and (0002) DF TEM images for a NW with a core 

radius of 30 nm and shell thickness of 25 nm with corresponding SAD 

pattern in (c). (d) (2110) DF TEM image of another NW with a core radius of 

37 nm and shell thickness of 22 nm with corresponding SAD pattern in (e) 

and HRTEM in (f). (g) (0002) DF TEM image of a NW with a core radius of 

15 nm and a shell thickness of 22 nm.  The observed contrasts in (a), (b) and 

(d) are perhaps due to the formation of loop dislocations, while the contrast in 

(g) is due to the formation of stacking faults.  

Finally, the level of agreement between theory and experiment is remarkable 

considering that we have assumed no energy barrier for dislocation nucleation and 

motion via glide or climb processes. In addition, we have neglected any effect of facets 

on the strain distribution. The effects of these factors appear to be too small to be 

detectable. However, they may play an important role in the dislocation formation 
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mechanism [99]. We should note that, dislocation pairs or loops were not observed in 

zincblende GaAs/GaP and GaAs/GaSb core/shell NWs where dislocation formation by 

glide processes on oblique {111} planes have been reported in Si/Ge NWs with 

dimensions above the coherency limits [82].  

In conclusion, a model to estimate the critical dimensions of core/shell NWs 

based on elasticity theory was presented.  The numerical calculations were carried out for 

various III-V core/shell NWs.  The theory was found to be consistent with experimental 

results previously reported for zincblende and wurtzite InAs/GaAs core/shell NWs and to 

the TEM results found in this work for wurtzite InAs/InP and zincblende GaAs/GaP and 

GaAs/GaSb core/shell NWs.  All core/shell NWs studied here with dimensions above the 

coherency limits, predicted by the model, relax axially via the formation of edge 

dislocations at the core/shell interface with line direction perpendicular to the NW growth 

direction.  Numerical results indicate that a uniform axial strain is the dominant 

component in the core region, while tangential strain that decreases quickly away from 

the heterointerface is the dominant component in the shell.  This distribution of strain in a 

cylindrical geometry favours relaxation via edge dislocations (line directions 

perpendicular to the growth direction) for NWs of large core radius, relieving axial strain 

first.
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6: NANOWIRE DOPING 

Despite extensive progress in controlling morphology and improving crystal 

quality of semiconductor NWs [100, 101], control of their conductivity remains a 

challenging area for crystal growers.  The VLS mechanism is the most commonly used 

approach for NW growth requiring a deposition of NPs, usually Au, onto the substrate 

prior to the NW growth to catalytically enhance the local growth rate.  Dopant atoms may 

incorporate into the NWs via (1) diffusion through the dopant-NP solution into the NW 

and/or (2) diffusion along the NP/NW interface from the vapor phase into the NW.  Also, 

dopant atoms may incorporate from the vapor phase into the layer grown on the facets of 

the NWs to form a doped shell around the core [102, 103].   

For planar films, n-type doping of GaAs grown by MOVPE or molecular beam 

epitaxy (MBE) has commonly been achieved using silicon (Si) [104, 105].  However, Si 

doping of VLS-grown NW has only been feasible using MBE and the resulting wires had 

p-type conductivity [106, 107]. n-type doping of MOVPE grown GaAs nanowires using 

tetraethyl tin was demonstrated recently via a gold catalyzed VLS process [108].  

Tellurium was only investigated as an n-type dopant for MBE-grown GaAs NWs [109] 

and was found to segregate at the surface of MBE-grown NWs resulting in tapered NWs.  

P-type doping of Au-catalyzed GaAs NWs was only reported using Zn so far.  

Carbon is a desirable p-type dopant in GaAs films grown by MOVPE due to its low 

diffusion coefficient and high solubility in GaAs, which allows heavy doping above 1020 

cm-3 on (100) substrates [110], and the fabrication of sharp interfaces [111].  In the case 

of Au-catalyzed GaAs NWs, in addition to the low diffusion coefficient of carbon in 

GaAs, the immiscibility of carbon in Au [112] may also result in abrupt doping profiles. 

Carbon-halogens, such as carbon tetrabromide (CBr4), are commonly used precursors to 

achieve C-doping in films grown by MOVPE. Carbon incorporates on the arsenic lattice 

site (CAs) as a shallow acceptor in GaAs with negligible CGa incorporation. This low self-

compensation is reported to lead to a higher Hall mobility for C-doped GaAs films 

compared to Zn-doped GaAs [113].  C-doping of GaAs NWs grown via the Au-catalyzed 
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VLS mechanism seems challenging due to the immiscibility of C in Au [112] as well as 

the very low diffusion coefficient of C in GaAs. Both factors would limit the 

incorporation pathway of C to its diffusion via the Au/NW interface (triple boundary) 

into the NW.  

In this chapter, we present a detailed study of the effect of growth temperature, 

dopant precursor flow rate and NW diameter on GaAs NW conductivity and Au-NW 

diode characteristics.  The work focuses on the use of two dopants, Te and C for n- and p-

type doping, respectively.  From these data we can infer information about the radial 

distribution of dopant in the nanowires, as well as estimates of the carrier concentration 

and the extent of surface depletion effects.  We also demonstrate the fabrication of 

undoped-core/doped-shell GaAs NWs.  The data presented in this chapter forms the basis 

for three papers published in Journal of Applied Physics [114, 115] and Applied Physics 

Letters [116]. 

To grow the samples studied in this chapter, a gold layer with a thickness of 3 nm 

was annealed at 600 °C resulting in NPs with sizes in the range of 50 nm to 1000 nm.  

Te-doped GaAs NWs were grown at a growth temperature, Tg, in the range of 380 ˚C to 

480 ˚C with growth times of 300 s.  TMGa and TBAs with molar flows of 15 μmol/min 

and 130 μmol/min were used as the group III and V.  Te-doping was achieved during the 

NW growth by introducing DETe diluted in H2 resulting in a total molar flow of 0.009 

μmol/min and 0.08 μmol/min.  The termination of the growth process, after switching off 

the group III and DETe sources, was carried out under TBAs flow (type A NWs) or 

without TBAs flow (type B NWs) to cool the samples to room temperature.  The growth 

of core-shell GaAs NWs was achieved by growing the undoped core using TMGa for 300 

s, and then using  triethylgallium (TEGa) to grow the shell for 200 s with a DETe flow of 

0.08 μmol/min. The sample was then cooled by switching off all the sources (type B 

termination). 

C-doped GaAs NWs were fabricated on Zn-doped (111)B GaAs substrates (p = 

1.6 × 1019 cm-3)  Trimethylgallium (TMGa) at a molar flow of 15 μmol/min and 

tertiarybutylarsine (TBAs) at a molar flow range of 16.5 to 165 μmol/min were used as 

the group III and V precursors, respectively, resulting in a V/III ratio of 1.1 to 11.0.  C-

doping was achieved by introducing CBr4 during the growth with IV/III ratio of 0.015 to 
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0.15.  Depending on the V/III ratio, the growth time was varied to achieve NWs with a 

minimum length of 1 μm, longer growth time is need for a lower V/III ratio. 

6.1 Te-doping of GaAs nanowires 

6.1.1 Core doping via VLS growth 

In our electrical measurement configuration (see section 1.2), the contact between 

tungsten nanoprobe and Au alloyed NP was assumed to be ohmic with a negligible 

contact resistance.  Therefore, the observed current-voltage (I-V) should depend on the 

interface properties of the NP/NW such as doping level of the NW and the composition 

of the NP (i.e. level of alloying of the Au NP with Ga).  Figures 6.1(a) and (b) show high 

resolution TEM images of the top part of two Te-doped GaAs NWs (Tg = 410 ˚C), one 

cooled under TBAs/H2 ((type A) and the other under H2 (type B), respectively.  The type 

A NW has a neck region under the NP which is formed during the cooling down-period.  

According to the Au-Ga phase diagram, during the cool-down period, the equilibrium Ga 

concentration in Au/Ga alloyed NP decreases.  Therefore, during cool-down the Ga 

present in the alloyed NP precipitates from the alloyed solution and reacts with TBAs at 

the NP/NW interface, which leads to the formation of the neck region[117] under the NP 

and also results in a partial depletion of Ga from the NP.  NWs cooled under H2 (type B) 

do not have a visible neck region under the NPs (Fig. 6.1(b)).  Energy dispersive X-ray 

spectroscopy (EDS) line-scans taken across the middle of the NP into GaAs for the case 

of type A and type B NWs are shown in Fig. 6.1(c) and (d), respectively.  It is clear that 

the ratio of the Ga to Au counts for type B NWs (0.27) is higher than that for type A 

NWs (0.14).  



Chapter 6.  Nanowire doping 

96 
 

 

Figure 6.1.  High resolution TEM images of the interface formed between the NP and a 

Te-doped NW for the case of postgrowth cooling under (a) TBAs/H2 (Type 

A) and (b) H2 (Type B). The DETe flow was 0.08 μmol/min with TG = 410 

˚C.  (c) and (d) show EDS line-scans. 

Figure 6.2 shows representative current density vs. applied voltage (J-V) 

characteristics of the type A and B NWs with the same doping level as well as a type B 

NW grown with a lower Te flow.  Six to eight decades of linearity are observed in the 

forward bias semi-log curves. The reverse bias current density at -1 V is 100 mA/cm2 

corresponding to a reverse bias current of 8 pA at -1 V which was found to be 

independent of wire diameter. The reverse bias current is dominated by a shunt leakage 

resistor from our measurement circuit (Rlk = 50-80 GΩ).  Forward bias refers to applying 

a positive voltage to the Au electrode and thus the observed J-V curve indicates n-type 

NW conductivity.  Both type A and B NWs grown with the same DETe flow tend to the 

same curve at high bias indicating a similar resistivity; however the slopes of the semi-

log curves are different at low bias, indicating a difference in their ideality factors (n) and 
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barrier heights (φ0b).  The J-V curve of the NW grown with lower DETe flow saturates to 

a lower J, indicating a lower doping level. 

The I-V characteristics of a metal-semiconductor diode, including the series (R) 

and shunt leakage resistance (Rlk), can be described by the following empirical equation 

[37], described in section 1.2: 

           
       

        
 

   
           (6.1)    

with 

         

     
                (6.2)   

where I0 is the saturation current and is related to the cross-sectional area of the Au 

NP/NW interface (A), the Richardson’s constant (A* = 8.16 A∙cm-2∙K-2 for n-GaAs and 

74.4 A∙cm-2∙K-2 for p-GaAs) and the zero-bias barrier height (φb0). R is dominated by the 

NW resistance in all cases studied here. 

We obtained n, φb0 and the apparent NW resistivity (       

 
, where r and L are 

the physical diameter and length of the NWs, respectively, and R is determined as a 

fitting parameter) by fitting the semi-log J-V curves of at least 6 measurements of 

individual NWs for each sample with similar diameters (d = 230 ± 20 nm) to Eq. 6.1.  We 

should note that the true resistivity (ρ) is smaller than the ρ*, due to sidewall depletion of 

the NWs.  We determined the true resistivity from the analysis of ρ* as a function of NW 

diameter, as will be discussed later in this section.  Typical fits are shown in Fig. 6.2 and 

the results are summarized in Table 6.1.  We found a similar resistivity for the NWs 

grown with the same DETe flow (0.08 μmol/min), regardless of the difference in the 

cool-down procedure, corresponding to an estimated doping level (nd) of 9 × 1017cm-3, 

based on published data for resistivity vs. electron concentration data for uncompensated 

GaAs films [118].  We neglected the effect of surface scattering on the carrier mobility as 

the NWs have large diameters.  The resistivity of the NWs grown with lower DETe flow 

increased to (0.013 ± 0.001) Ω.cm corresponding to an estimated doping level of (1.5 ± 

0.5) × 1017 cm-3.  Based on the calculated true resistivity and the estimated carrier 

concentration, we estimate the carrier mobility to increase from (2800 ± 200) cm2V-1s-1 to 
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(3200 ± 200) cm2V-1s-1 by lowering the doping level from 9 × 1017cm-3 to 1.5 × 1017cm-3, 

assuming zero compensation ratio (NA/ND~0)   

 

Figure 6.2.  a) An SEM image of a nanoprobe (indicated by the arrow) contacting the Au 

end of a Te-doped GaAs NW grown at 410 ˚C. b) J-V characteristics of the 

type A (square data) and type B (circular and triangular data) Te-doped GaAs 

NWs (d = 230 ± 20 nm) with DETe flow of 0.08 μmol/min (square and 

circular markers) and a type B NW with the DETe flow of 0.009 μmol/min 

(triangular markers).  Solid lines are the fit to Eq. 6.1.  The inset shows 

current vs. NW voltage drop for a 220 nm NW after subtracting the fitted 

TFE voltage contribution due to the Au/n-GaAs junction voltage. 

 

From Table 6.1, we see that cooling under H2 (type B) results in a lower barrier 

height than cooling under TBAs (type A). The extracted barrier height of the type B NW 

with nd = 9 × 1017 cm-3 (0.63 ± 0.03 eV) is 0.16 eV lower than the barrier height of the 

type A NWs (0.79 ± 0.04 eV) with similar bulk doping level. The extracted barrier height 

of the type B (nd = 9 × 1017 cm-3) NW is in agreement with the reported value (~ 0.6 eV) 

for annealed planar Au/n-GaAs (nd = 2 × 1018 cm-3) [119], but lower than the reported 

values (0.89 eV with nd = 6 × 1016 cm-3) for evaporated planar Au/n-GaAs contacts [120].  

There is evidence that alloying of Ga with Au can reduce the barrier height in planar 
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Schottky devices [119].  The higher extracted barrier height of the type A NWs is likely 

due to the lower Ga concentration of its NP with Ga compared to the type B NWs (see 

Fig. 6.1(c) & (d)). Another possibility is that the doping level in the neck region of the 

type A NWs is lower than the corresponding type B NWs, resulting in less thermally 

assisted tunnelling of the carriers through the junction, and an increase in the extracted 

value of the barrier height [121].  It is not clear however if the doping level of the neck 

region, which forms after switching off the DETe and TMGa sources, of the type A NW 

is similar to its bulk doping level or not.  Even though the DETe is switched off during 

the cool-down step, Te stored in the NP can incorporate in the neck region.   

The observed six-fold decrease of the doping level of the type B NWs from 9 × 

1017 cm-3 to 1.5 × 1017 cm-3 with decreased DETe dopant results in an increase of the 

barrier height from 0.63 eV to 0.71 eV in agreement with a reduction in thermally 

assisted tunnelling at lower doping [121].   

The observed J-V characteristic of the type B NW grown with the highest DETe 

flow (Fig. 6.2) fits to a single exponential curve, while the fitting of the other two J-V 

curves are the sum of both components in Eq. 6.1.  Our measurement circuit has a shunt 

leakage resistance of ~ 50-80 GΩ.  Type B NWs grown with the highest DETe flow have 

the lowest barrier height and thus the current passing through the interface (at low bias) is 

much higher than this leakage current.  For NWs with higher barrier height at the NP/NW 

interface, at low bias, the current is limited by the leakage shunt resistance. 

The observed deviation of n from unity accompanied with φb0 lowering indicates 

that the thermally assisted carriers tunnel through the Au/n-GaAs interface near the top of 

the barrier, known as thermionic field emission (TFE) current (ITFE).  In n-GaAs with a 

doping concentration higher than 1017 cm-3, TFE is known to be the common carrier 

transport mechanism.  

The inset in Fig. 6.2 shows the log-log plot of the total current versus NW voltage 

drop for a 220 nm NW obtained by subtracting the voltage dropped at the Au/n-GaAs 

junction from the total applied voltage.  The relationship is linear up to 0.4 V, confirming 

the absence of space charge limited current.  At  VNW > 0.4 V, the differential resistance 

increases continuously to 6.5 kΩ at the highest applied voltage, indicating heating of the 

NW. 
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Table 6.1.  Summary of the ideality factor, n, zero bias barrier height, φ0b, true resistivity, 

ρ, and the estimated doping level, nd, of the NWs discussed in Fig. 6.2. Type 

A NWs were cooled under TBAs vapor, while type B NWs were cooled 

under H2 only. 

NW type 

DETe flow 

(μmol/min) 

n φ0b (eV) ρ (Ω.cm) nd ( cm-3) 
× 1017 

A 0.08 1.20 ± 0.05 0.79 ± 0.04 0.0025 ± 0.0003 9 ± 1 

B 0.08 1.34 ± 0.02 0.63 ± 0.03 0.0028 ± 0.0004 9 ± 1 

B 0.009 1.18 ± 0.02 0.71 ± 0.02 0.013 ± 0.001 1.5 ± 0.5 

 

 We also investigated the effect of growth temperature on the Te-doping efficiency 

of the GaAs NWs.  Figure 6.3 shows the J-V characteristics of Te-doped GaAs NWs at Tg 

= 380 - 480 ˚C (type A NWs).  We found that the ideality factor and barrier height are 

independent of the growth temperature.  This indicates that the interface properties of the 

Au NP/NWs do not change with temperature.  However, NWs grown at higher 

temperatures show a slightly higher conductivity.  The true resistivity, determined from 

diameter-dependent analysis which will be discussed later, drops from 0.0034 ± 0.004 

Ω.cm to 0.0018 ± 0.005 Ω.cm by increasing Tg from 380 to 480 ˚C.  The observed 

decreased in resistivity with temperature might be due to the increased solubility of Te in 

the Au/Ga alloy with increasing temperature [122].  However, we do not see a significant 

change in ideality factor and barrier height with temperature, which suggests that the Te-

doping at the Au NP/NW interface is the same regardless of the temperature.  Also, 

lateral growth increases with temperature and corresponds to 15 ± 4 nm at 480 ˚C. This 

can provide a conduction path parallel to the core region.  This shell would be heavily 

doped and therefore would contribute to a slight reduction in the total resistance of the 

NWs.  The thickness of this shell approaches zero close to the NP and is completely 

isolated from the NP by the neck region under the NP. 
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Figure 6.3.  J-V characteristics of Te-doped GaAs NWs grown at different growth 

temperatures, Tg. Plot of true resistivity of the NWs as a function of Tg is 

shown in the inset.  The length of the NWs was between 4.5 μm  to 5.2 μm. 

Figure 6.4 shows representative current-density versus voltage (J-V) 

characteristics for 4 NWs grown at 410 ˚C and 2 NWs grown at 380 ˚C (type A with 

DETe flow of 0.08 μmol/min) with different diameters.  All of the curves of the NWs 

grown at 410 ˚C collapse to the same curve at high forward bias indicating that they all 

have similar bulk conductivity.  The results, obtained from fitting the curves for NWs 

grown at 410 ˚C to Eq. 6.1, give average n and φb0 values of 1.26 ± 0.06 and 0.78 ± 0.04 

eV, respectively.  Similar values were obtained for NWs grown at 380 ˚C.  However, the 

J-V curves of NWs grown at lower Tg = 380 ˚C do not saturate at the same value 

indicating that the resistivity of the thinner NWs is higher than the thicker ones.   
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Figure 6.4.  J-V characteristics of Te-doped GaAs NWs with different diameters grown at 

410 ˚C and 380 ˚C with same DETe flow of 0.08 μmol/min. 

We calculated the apparent NW resistivity, ρ*, for a given NW diameter at 

different growth temperatures.  Fig. 6.5 shows a plot of ρ* versus NW diameter for two 

growth temperatures, 380 ˚C and 410 ˚C.  The data for growth at 410 ˚C shows that ρ* is 

independent of NW diameter.  For the lower growth temperature at 380 ˚C, a dependence 

of ρ* on the diameter of the NWs is clearly detected. At higher growth temperatures, in 

addition to the VLS doping of the core, doping also occurs on the sidewalls through 

lateral growth, as discussed earlier, and this strongly suppresses the sidewall depletion of 

the NWs, leading to the observation of a diameter independent behaviour of the 

resistivity.  We observed a similar independence for higher growth temperatures from 

410 ˚C to 480 ˚C; but at 380 ˚C the absence of significant lateral growth should result in 

greater surface depletion of the NWs.  The relationship between the calculated bulk 

resistivity (ρ) and ρ* of the NWs including the sidewall depletion (with length of ld) of 

the NWs can be shown to be: 

   
 

    
  
 
   

  
 
  

                   (6.3) 

The solid lines in Fig. 6.5 are fits to the data with ρ = 0.0034 ± 0.004 and ld = 45 ± 5 nm 

for NWs grown at 380 ˚C and ρ = 0.0025 ± 0.003 and ld = 8 ± 4 nm for NWs grown at 
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410 ˚C.  The resistivity of the NWs grown at 380 ˚C corresponds to a doping level of (5.5 

± 1) × 1017cm-3.  Knowing the doping level of the NWs grown at 380 ˚C, the depletion 

width      
    

   
  where q, ε and Vs are the electron charge, permittivity and surface 

potential (~0.7 V) of the GaAs NW, respectively, was determined to be ld = 43 ± 4 nm in 

agreement with the fitting value.  For the sample grown at 410 ˚C, the estimated carrier 

concentration is 9 × 1017 cm-3 which should give a depletion thickness of ld ~ 30 nm, 

which is much larger than the fitted value of ld = 8 ± 4 nm. As previously discussed, we 

attribute this discrepancy to the formation of a very thin, highly doped surface layer.  

This layer should be heavily doped, as will be verified later, which can strongly suppress 

the depletion width. 

 

 

Figure 6.5.  Plot of ρ* versus diameter (measured at the middle of each NW) of NWs 

grown at 410 ˚C and 380 ˚C.  The inset shows the resistivity (ρ) of the NWs 

grown at different temperatures.  The solid lines are fits based on Eq. 6.3. 
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6.1.2 Shell doping via VS growth 

Figure 6.6 shows results for a core/shell, undoped/Te-doped (DETe = 0.08 

μmol/min) GaAs NW.  A bright field (BF) TEM image of such a NW (lower-right inset 

in Fig. 6.6) shows that it starts with a uniformly-thick and straight region followed by a 

long tapered section (1 micron) to the NP.  The diameter of the NP is much smaller than 

the total width of the NW confirming the formation of a core-shell structure.  The shell 

thickness of the NWs with a NP diameter of 280 ± 30 nm was determined to be 30 ± 5 

nm.  Also, a plan view SEM image of an undoped-core/Te-doped shell NW, shown in the 

lower right inset of Fig. 6.6, indicates the hexagonal cross section of the structure 

confirming that the shell growth occurs on all facets.   A schematic structure of the NW is 

shown in the upper-left inset in Fig. 6.6.  The undoped core (grown using TMGa) is 

surrounded by a Te-doped shell (grown by TEGa).  The tapered section up to the NP is 

formed during the shell growth and its resistivity can be determined from the presented 

data in Table 6.1.  After fitting the J-V curves of 8 NWs to Eq. 6.1 and subtracting the 

estimated resistance due to the tapered part, the apparent resistivity of the shell was 

determined to be 0.0005 ± 0.0002 Ω.cm with φ0b = 0.64 ± 0.03,  and n = 1.35 ± 0.04.  

This resistivity corresponds to a lower limit of the doping level of (6 ± 2) × 1018 cm-3.  

The doping level of a thin Te-doped GaAs film with 300 nm thickness, grown on (001) 

GaAs substrate under similar conditions as the shell growth, was determined to be 1.8 × 

1019cm-3 according to Hall measurements.  For a more accurate estimation of the doping 

level of the NW shell, the partial depletion of the shell should be considered.  A doping 

level of 1.8 × 1019cm-3 corresponds to a depletion width of 7.5 nm.  Assuming a depletion 

width of 7.5 nm (from the sidewall surface and from the core/shell interface) for a NW 

shell, the resistivity is found to be (2.4 ± 0.8) × 10-4 Ω.cm, which corresponds to a doping 

level of (2 ± 1) × 1019 cm-3.  Planar Te-doping has a complex dependence on the growth 

orientation [123] which has been ignored in this work. Similar doping on {112}A and 

{112}B facts was assumed. 
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Figure 6.6.  J-V characteristic of an undoped core/Te-doped shell GaAs NW. The lower 

right inset shows a BF TEM image and a planview SEM image and the upper 

left inset shows a schematic structure of an undoped-core/Te-doped shell 

GaAs NW. 

6.2 C-doping of GaAs NWs 

6.2.1 Core doping via VLS growth 

The I-V characteristics of a C-doped GaAs NW (IV/III = 0.15) with a diameter of 

490 nm grown with a V/III ratio of 11.0 is shown in Fig. 6.7.  An SEM image of a 

nanoprobe contacting the Au tip of a C-doped GaAs NW is shown in the inset.  The NWs 

are non-tapered and aligned perpendicular to the substrate surface along the (111)B 

direction.  In contrast to the previous n-doped NWs, the I-V curve shows rectification at 

negative voltages (applied to the Au NP at the tip of the NW) indicating p-type 

conductivity of the NW.  This can be easily understood by considering the band bending 

of p-GaAs forming an ideal Schottky contact with Au. In comparison, in the case of n-

doped NWs, we previously observed rectification in positive bias.  The observed 
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rectification here is due to the presence of a barrier at the Au NP/C-doped NW interface.  

The reverse bias current of the NW is in the range of 10 pA at 1 V. 

 

Figure 6.7.  I-V characteristics of a C-doped GaAs NWs (IV/III= 0.15, d = 490 nm) 

grown at a V/III ratio of 11.0.  The inset shows an SEM image of a 

nanoprobe contacting the Au tip of a C-doped GaAs NW. 

 

 The J-V curves of the NW discussed in Fig. 6.7 (d = 490 nm) and a NW with d = 

170 nm (IV/III = 0.15, V/III = 11.0) are shown in Fig. 6.8. The data are plotted in both 

semi-log (Fig. 6.8(a)) and log-log (Fig. 6.8(b)) formats to emphasize the different 

transport mechanisms. The NW with d = 490 nm shows excellent rectifying properties, 

with 4 decades of forward bias linearity in the semi-log plot, saturating at higher bias due 

to the resistance of the NW, while the NW with d = 170 nm shows no linear region in the 

semi-log graph.  However, in the log-log plot, the NW with d = 170 nm shows 2 linear 

regions.   At V < 0.6 V, J is proportional to V
2, a characteristic of the space-charge-

limited (SCL) current transport mechanism observed in fully depleted NWs [40].  At 

higher bias, J is proportional to V, suggesting velocity saturation of the carriers; however 

the estimated field corresponding to the onset of a linear dependence is only ~2kV/cm.  

In high quality p-GaAs films, hole saturation velocity occurs at electric fields larger than 
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10 kV/cm [124]. Therefore, it remains an open question why we observe this linear 

behavior at a lower bias.  The observed rectifying I-V characteristic for the NW with d = 

490 nm indicates that the NW is not fully depleted. 

 The solid line in Fig 6.8(a) shows a fit of the forward bias J-V curve to Eq. 6.1 

which recovers the experimental data with an error less than 10%.  Using Eq. 6.2 and the 

fitted value of I0, we calculated φb0 to be 0.56 ± 0.04 eV.  The ideality factor was 

determined to be 2.07 ± 0.06.  An ideality factor of 2 typically indicates a generation 

recombination (GR) transport mechanism.  The GR current depends on the distribution 

and energy levels of traps in the depletion region at the Au/NW interface and is known to 

be significant if the recombination centers are located close to the mid-gap.  GR current is 

reported to be the dominant current transport mechanism in Au-based contacts to C-

doped GaAs films with hole concentrations less than 5 × 1018 cm-3 [125].  From the 

extracted resistance of the NW, the apparent resistivity of the NWs (       

 
, where r 

and L are the radius and the length of the NW) is calculated to be 3.9 ± 0.2 Ω.cm which 

corresponds to an estimated  doping level of 5 × 1015 cm-3.  This estimate is based on the 

published resistivity-carrier concentration data for bulk p-GaAs [118], neglecting carrier 

compensation and contribution of surface scattering to the resistance of the NWs, and 

ignoring sidewall depletion of the NWs.  A better estimate of the actual doping level of 

the NWs requires knowledge of the dependence of the apparent resistivity on the NW 

diameter which will be presented later.  From such an analysis, we estimated the actual 

doping level of this sample (IV/III = 0.15, V/III = 11.0) to be NA = (4 ± 2) × 1016 cm-3 

corresponding to a depletion width of     
    

   
 =130 nm, where q, ε and Vs are the 

electron charge, permittivity and surface potential (~0.45 V) [126] of the p-GaAs, 

respectively.  Therefore, the NWs with diameter less than 260 nm should be completely 

depleted.  This calculation is consistent with our observation of SCL current for NWs 

with d < 290 ± 20 nm grown with IV/III = 0.15, V/III = 11.0.      

In Fig. 6.8(b), we plotted the current versus voltage drop along the NW (VNW), 

which was obtained by subtracting the voltage drop at the Au/NW interface from the 

applied voltage.  The graph is linear in the entire range of measurements confirming the 

absence of SCL current. 



Chapter 6.  Nanowire doping 

108 
 

 

 

Figure 6.8.  J-V characteristics of C-doped GaAs NWs (IV/III = 0.15, V/III = 11.0) with d 

of 170 nm (circle data points) and 490 nm (square data points) in semi-log 

scale (a) and log-log scale (b). The inset in (b) shows the I-VNW characteristic 

of the NW with d of 490 nm where VNW was obtained after subtracting the 

voltage drop at the Au NP/NW interface from the applied voltage. 

Representative I-V characteristics of C-doped GaAs NWs (IV/III = 0.15) grown 

with a V/III ratio of 11.0, 3.3 and 1.1 are shown in Fig. 6.9.  The conductivity of the NWs 

increases upon reducing the V/III ratio.  At V/III ratios of 11.0 and 3.3, the I-V curves 

show rectification at negative voltage with a very low reverse bias current, while the NW 

at the lowest V/III ratio shows ohmic-like I-V characteristics evident the linear plot 

shown in the inset of Fig. 6.9.  The switch from rectifying to ohmic-like I-V characteristic 

with decreasing V/III indicates a change in the carrier transport mechanism at the Au 

NP/NW junction.   

The solid curves in Fig. 6.9 are fits of the forward bias I-V data to Eq. 6.1.  The 

calculated φb0 and n are shown in Fig. 6.10(a) for V/III ratio in the range of 1.1 to 11.0.  



Chapter 6.  Nanowire doping 

109 
 

The barrier height slightly drops from (0.56 ± 0.04) eV to (0.44 ± 0.04) eV by lowering 

the V/III ratio from 11.0 to 2.2 and then drops dramatically to (0.16 ± 0.02) eV at a V/III 

ratio of 1.1.  The ideality factor remains at 2.05 ± 0.04 for NWs with V/III ratios in the 

range of 11.0 to 2.2 and then increases to 2.5 ± 0.3 for the lowest V/III ratio.  An ideality 

factor of 2 indicates the dominance of the generation-recombination (GR) current 

transport mechanism for NWs with V/III ratio of 11.0 - 2.2.  Di-carbon deep donor states 

are one possibility responsible for the observation of generation-recombination effects 

[127].  We attribute the observed barrier height lowering and increase in the ideality 

factor of the NW grown with a V/III ratio of 1.1 to the dominance of the field emission 

(FE) transport mechanism.   FE current in Au-based contacts to C-doped GaAs films is 

reported to be the dominant transport mechanism at doping levels higher than 1019 cm-3 

[125].  At high doping levels, the depletion width at the metal-semiconductor becomes 

very narrow, which increases the direct tunnelling probability from semiconductor to 

metal.  The tunnelling probability is determined by the parameter           

       
     

   

  
 
  
    

  (eV) [118], where NA is the acceptor impurity concentration, m* 

(~0.072) is the hole effective mass, and εr =13.2 is the relative permittivity of GaAs. As a 

fitting parameter, E00 can be calculated from the value of nkβT obtained from the I-V 

curve fit, which gives a value of 0.065 eV.  Therefore, the doping level of the NW with a 

III/V ratio of 1.1 is estimated to be 1.2 × 1019 cm-3. This value will be compared later to 

the doping level estimated from the resistivity of the NWs.  From the extracted resistance 

of at least 5 NWs with d = 200 ± 10 nm for NWs with V/III < 11 and d = 380 ± 20 nm for 

V/III = 11, the apparent resistivity of the NWs is calculated and shown in Fig. 6.10(b).  

The apparent resistivity drops from (6 ± 1) Ω.cm to (0.010 ± 0.003) Ω.cm by lowering 

the V/III ratio from 11.0 to 1.1.  Both arsenic and carbon compete to occupy the As 

lattice site during the growth process.  Therefore, decreasing the TBAs flow will increase 

the C absorption rate and enhance the doping efficiency.  Furthermore, reducing the 

TBAs flow results in a significant decrease in the axial growth rate of the NWs (Fig. 6.10 

(c)) which in turn enhances the carbon incorporation efficiency. 
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Figure 6.9.  Semi-log I-V characteristics of C-doped GaAs NWs (IV/III = 0.15, length of 

1 μm) as a function of V/III ratio.  The inset represents the linear I-V curve of 

the C-doped GaAs NW grown with a V/III = 1.1 ratio. 

 

Figure 6.10.  Plot of (a) the calculated barrier height and ideality factor, (b) the apparent 

resistivity and (c) axial growth rate of C-doped GaAs NWs (IV/III ratio = 

0.15)  as a function of V/III ratio.  Diameters of the NWs were 200 ± 10 nm 

except that the NWs grown at a V/III ratio of 11.0 were d =380 ± 20 nm. 
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Fig. 6.11 shows the dependence of the apparent resistivity on the diameter of the 

C-doped GaAs NWs grown with V/III of 1.1 and 6.5. Each of the ρ* values are an 

average of the measurements from at least 5 NWs in the related diameter range specified 

by the horizontal error bar.  The apparent resistivity drops with increasing diameter up to 

250 nm and then increases slightly for larger NWs.  The initial drop in the apparent 

resistivity is due to the sidewall depletion of the NWs.  The fit of the data (V/III = 6.5) to 

Eq. 6.3 is shown by a dashed curve in Fig. 6.11.  The fitting curve agrees with the 

experimental data for NWs with diameters below 250 nm, but deviates for those with 

larger diameters.  The observed diameter dependence of the apparent resistivity suggests 

non-uniform carbon incorporation for NWs with large diameters (d > 250 nm).  Since 

carbon is not soluble in Au, carbon cannot incorporate into the GaAs NW via the Au NP. 

Also, carbon has a very low diffusion coefficient in GaAs and thus the incorporation of 

carbon by diffusion from the sidewalls into GaAs is unlikely. However, carbon may 

incorporate through the triple boundary at the Au/NW interface.  To explain the ρ* vs d 

behaviour observed in Fig. 6.11, we propose that carbon diffuses through the triple 

boundary (the boundary of the NP/NW interface) and incorporates uniformly into the 

GaAs NW up to a specific length (125 nm, inferred by comparing the fitting of the data to 

Eq. 6.3 and 6.4) from the sidewalls and then drops gradually in the regions close to the 

core of the NW.  Diffusion through the triple boundary has been postulated to be one of 

the mechanisms for incorporation of As in GaAs NWs [128]. To fit the experimental data 

in Fig. 6.11, we add an empirical term (ραr) to the numerator of Eq. 6.3 where α accounts 

for the lower incorporation of carbon in the regions close to the core: 

   
       

   
  
 
  

  
 
  

                         (6.4) 

The solid curves in Fig. 6.11 show the best fits of the data using Eq. 6.4.  The fitted 

curves recover the experimental data with ρ = 0.10 ± 0.02 Ω.cm, ld = 58 ± 3 nm and α = 

(3 ± 0.3) × 10-3 nm-1 for C-doped GaAs NWs with a V/III ratio of 6.5, and ρ = 0.007 ± 

0.002 Ω.cm, ld = 15 ± 3 nm and α = (1.4 ± 0.2) × 10-3 nm-1 for C-doped GaAs NWs with a 

V/III ratio of 1.1.  From this analysis, we estimated the doping level (of the uniformly 

doped region) of the C-doped GaAs NWs grown with V/III ratios of 1.1-11.0 from the 

extracted resistivity, and the data are shown in the inset of Fig. 6.11.  The resistivity 
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drops from 0.6 ± 0.1 to 0.007 ± 0.002 Ω.cm by lowering the V/III ratio from 11.0 to 1.1 

corresponding to an increase in the doping level from (4 ± 1) × 1016 cm-3 to (1.0 ± 0.3) × 

1019 cm-3.  The estimated doping level of the NW with a V/III ratio of 1.1 based on the 

extracted resistivity is in very good agreement with the estimated value based on the 

extracted value of the tunnelling probability.  The increase of the C-doping level using 

CBr4 with decreasing V/III ratio, keeping the group III flow constant, has commonly 

been observed in GaAs planar films [110].  This is due to the fact that both As and C 

compete for the same lattice site and reducing As flux would favour C incorporation in 

the As lattice site.  Also, lowering the V/III ratio is reported to increase the unintentional 

C-doping of GaAs films via methyl radicals [129].  Our electrical measurements on 

undoped NWs grown with V/III of 11.0 and 1.1 all showed very low conductivity, 

indicating that unintentional carbon doping by methyl radicals is negligible in our case.  

Therefore, the observed increase of carbon incorporation in GaAs NWs by lowering the 

V/III ratio originates from the CBr4 source. 
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Figure 6.11.  Plot of the apparent resistivity as a function of diameter of the C-doped 

GaAs NWs (IV/III = 0.15).  The inset shows the resistivity and estimated 

hole concentration as a function of V/III (the lines in the inset are guide to the 

eyes). 

The dependence of doping concentration on gas phase dopant supply is shown in 

Fig. 6.12.  Increasing the IV/III ratio from 0.015 to 0.15 results in a decrease in the ρ* of 

the NWs (d = 200 ± 10 nm) from 0.98 ± 0.09 to 0.010 ± 0.003 Ω.cm accompanied by a 

reduction of the barrier height from 0.53 ± 0.04 to 0.16 ± 0.02 eV.  The calculated 

reduction in the resistivity with increasing dopant flow corresponds to an increase in the 

doping level from ~2 × 1017 cm-3 to ~1 × 1019 cm-3.  The saturation of the doping level at 

IV/III > 0.075 is evident in Fig. 6.12, which might be due to the formation of deep level 

C-C dimers [130].   
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Figure 6.12.  Plot of the apparent resistivity of C-doped GaAs NWs (d = 200 ± 10 nm) as 

a function of IV/III ratio (constant group III precursor supply). 

 

6.2.2 Shell doping via VS growth 

Planview SEM images of undoped-core/C-doped shell GaAs NWs (IV/III of 

0.015 and 0.075, V/III ratio of 7.0) are shown in Fig. 6.13(a-b). In most cases, the overall 

cross sections of the core/shell NWs are triangular or truncated triangular, while the cross 

section of the core region was hexagonal.  This indicates that the shell growth only occurs 

on three facets of the core resulting in triangular or truncated triangular cross sections.  

The origin of triangular facet formation is not yet clear.  The core has hexagonal cross 

section with {112}A (Ga-terminated) and {112}B (As-terminated) facets.  CBr4 might be 

more reactive on one type of facet than the other resulting in a stronger etching effect as 

was described in chaper 3.  This could suppress the shell growth on three facets resulting 

in triangular cross sections.  We should note that the outer facets are still {112} oriented 

and a rotation to {110} orientations was not observed. 
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A schematic structure and an SEM image of an undoped-core/C-doped shell NW 

are shown in Fig. 6.13(c) and (d), respectively.  The undoped core (grown using TMGa) 

is surrounded by a C-doped shell (grown by TEGa).  The tapered section up to the NP is 

formed during the shell growth and its resistivity was estimated to be 0.01 Ω.cm (IV/III 

ratio of 0.075) corresponding to an estimated doping level of ~ 1017 cm-3.  Electrical 

measurement on these NWs (by contacting the nanoprobe to the Au tip) was limited by 

the resistivity of the neck region.  Therefore, to perform electrical measurements on the 

these NWs, the neck region (with lower conductivity) was removed using a Ga focussed 

ion beam inside the SEM chamber (Fig. 6.13(e)) and then the nanoprobe was contacted to 

the exposed new top of the NW (Fig. 6.13(f)).  

 

Figure 6.13.  Planview SEM image of undoped-core/C-doped shell GaAs NWs grown 

using IV/III ratio of (a) 0.015 and (b) 0.075. (c) schematic structure and (d) 

SEM image (using gallium beam) of an undoped-core/C-doped shell GaAs 

NWs. e) SEM image after removing the neck region using focused ion beam 

(gallium beam) and  (f) nanoprobe contacting the NW.  TEGa flow was the 

same during the shell growth in Fig. (a) and (b).   
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Figure 6.14 shows I-V characteristics of an undoped-core/C-doped shell GaAs 

NW (core diameter of 100 nm and shell thickness of 30 nm) and a C-doped GaAs NW 

(diameter of 155 nm).  For both these NWs, CBr4 flow and V/III ratio were 0.075 

μmol/min and 7.0, respectively.  The I-V curve from a C-doped GaAs NW shows 

rectification at negative bias indicating p-type NW conductivity, while that of the core-

shell NW showed ohmic behaviour. Rectification is due to the presence of a barrier at the 

Au NP/C-doped GaAs NW interface while an ohmic I-V curve for the core-shell NWs 

implies a very thin depletion width at the metal-semiconductor interface allowing 

tunneling of the carriers. Ohmic behaviour indicates a much higher doping level in the 

shell grown via direct vapor-solid growth compared to the C-doped NWs grown via VLS 

mechanism.  Also, higher conductivity of the undoped-core/C-doped shell NWs than the 

C-doped core GaAs NWs could be inferred from the Cu electrodeposition experiments 

reported in ref. [131].  Since the contact area is not well defined in Fig. 6.13(e), we could 

not determine the resistivity of the undoped-core/C-shell NWs.   

 

Figure 6.14.  I-V characteristics of C-doped GaAs NWs with diameter of 155 nm (square 

data) and undoped-core/C-doped shell GaAs NWs (circle data), (undoped 

core (diameter 100 nm)/C-doped shell (thickness 30 nm)).  
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6.3 Undoped GaAs nanowires 

In addition to the preceding doped NW results, we also fabricated undoped NWs at 

410 ˚C for comparison with the doped NW properties.  Figure 6.15 shows a J-V 

characteristic of an undoped GaAs NW on a log-log scale with a linear plot shown in the 

inset.  The J-V curve shows power law characteristics, with ohmic behaviour at bias 

below 0.37 V, and quadratic behaviour at higher bias.  This is typical of NWs depleted of 

carriers.  At low bias, where the injected charge from the electrodes is insufficient, the 

current is dominated by thermally-generated free carriers within the NW in the depletion 

region of the Au NP/NW contact [132, 133].  By increasing the applied bias, the injected 

charge exceeds the thermally generated carrier concentration and space charge limited 

current (SCLC) becomes the dominant transport mechanism. The electrical 

measurements were performed on more than 30 NWs with diameter in the range of 120 

nm to 400 nm.  The apparent resistivity of the investigated undoped NWs, calculated 

from the ohmic region, varies widely from 1 Ω.cm to 200 Ω.cm, corresponding to an 

estimated residual doping level of 1014 to 1016 cm-3, but in all cases is significantly higher 

than the resistivity of the doped NWs.  We should note that higher order SCLC transport 

(        ) was also observed for some NWs, which is characteristic of the presence 

of traps in the depleted NWs [133], likely originating from the NW surface.  This 

behaviour did not show any trend with NW diameter.  It is important to note that the 

doped NWs showed consistent behaviour with a negligible dispersion on the measured 

resistivities. 
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Figure 6.15.  Log-log plot of a J-V characteristic (forward bias) of an undoped GaAs NW 

grown at 410 ˚C with d = 180 nm and L = 9 μm.  The inset shows the 

corresponding linear J-V curve. 

In summary, we demonstrated Te- (n-type) and C- (p-type) doping of Au-

catalyzed GaAs NWs grown by MOVPE.  Electrical measurements, using a nanoprobe 

within an SEM, showed rectifying I-V characteristics due to the formation of a junction at 

the NP/NW interface for moderate doping levels of 1017 - 1018 cm-3.  The polarity of the 

rectifying behaviour was consistent with the expectations for Au contacts on n- and p-

type GaAs respectively.  Increasing the growth temperature caused a slight decrease in 

the resistivity of the Te-doped NWs, as well as a strong effect on the dependence of the 

apparent resistivity on the diameter of the NWs.  Te-doped NWs grown at Tg > 410 ˚C 

show an independence of the apparent resistivity on the NW diameter, while those grown 

at 380 ˚C show an increase of the apparent resistivity with decreasing NW diameter. 

Lateral growth, with a doping level ~ 1019 cm-3, and the consequent suppression of 

sidewall depletion of the NWs occur at higher Tg.  Based on the diameter dependent 

analysis of the apparent resistivity and the observed solubility of the Te in Au alloyed 

NPs (via energy dispersive X-ray analysis), we conclude that Te incorporates into the 

NW by diffusing through the alloyed NP and the dopant distribution should be uniform 
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across the Au NP/NW.  In addition, the Au NP/NW contacts show ideality factors close 

to unity indicating high quality of the Te-doped NW/metal contacts.  Also, core/shell, 

undoped/Te-doped, GaAs NWs were demonstrated with very heavy doping of the shell 

region via direct VS growth.  

In the case of C-doped NWs, control of carrier concentration was demonstrated 

by adjusting the gas phase dopant flow and V:III ratio.  We showed that the transport 

mechanism switches from generation-recombination to field emission by increasing the 

doping level from 4 × 1016 cm-3 to 1 × 1019 cm-3.  to field emission by increasing the 

doping level from 4 × 1016 cm-3 to 1 × 1019 cm-3.  The observed dependence of the 

measured resistivity on NW diameter indicated a non-uniform dopant distribution across 

the NW.  Based on the observed dependence of the apparent resistivity on the NW 

diameter and the immiscibility of C in Au, we propose that carbon is incorporated into 

NWs along the triple boundary at the Au NP/NW interface.
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7: CONCLUSIONS AND FUTURE WORK 

This thesis made several novel contributions to the understanding of III-V NW 

growth mechanisms as well as their structural and electrical properties. First, we explored 

the thermodynamic and kinetic aspects of the vapor-liquid-solid (VLS) growth 

mechanism.  We presented a growth model to explain the dependence of the GaAs NW 

growth rate on diameter and group III partial pressure by accounting for incubation and 

Gibbs-Thomson effects.  At low TMGa partial pressures, the incubation period is 

significant and longer for larger nanoparticles resulting in a lower overall growth rate for 

larger NWs.  At high TMGa partial pressures, the incubation effect is negligible and thus 

the initial nucleus formation occurs quickly.  Therefore, at high TMGa partial pressures, 

the overall growth rate is limited by the step flow growth rate of the initial nucleus which 

is lower for narrow NWs due to the Gibbs-Thomson effect.   

We presented a systematic study to elucidate the role of Au nanoparticles (NPs) 

involved in the VLS growth of GaAs NWs.  We observed a significant reduction in the 

activation energy of group III precursor decomposition in the presence of Au NPs 

indicating the catalytic role of the Au NPs.  Furthermore, we showed that the presence of 

Au NPs greatly lowers the temperature over which gas phase diffusion limited growth is 

observed, providing strong evidence for the catalytic role of the Au NPs.  Also, we 

investigated the kinetic aspects of GaAs NW growth using two different Ga precursors, 

TMGa and TEGa.  We observed that lateral growth and NW tapering are strongly 

enhanced for the case of growth with the low temperature precursor TEGa.  We showed 

that NW morphology is mainly determined by the competition between the VLS and VS 

growth mechanisms.  We showed that by changing from TMGa to TEGa precursors, we 

can switch the growth mode of InAs/GaAs NWs from axial to core/shell heterojunctions.  

In this way precursor chemistry can be employed as a useful means to control the NW 

growth. 

A dramatic reduction in tapering and lateral growth of TEGa-grown GaAs NWs 

was observed for NWs grown in the presence of CBr4.  This reduction in lateral growth 
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rate was accompanied by an increase in the axial growth of the NWs.  This is mainly 

attributed to the parasitic reaction of CBr4 on the free GaAs surfaces resulting in 

suppression of planar and lateral growth of the NWs.  In addition, GaAs NWs grown in 

the presence of CBr4 are free of stacking faults with zincblende structure, while NWs 

grown in the absence of CBr4 are highly tapered and contain a high density of stacking 

faults. This work shows the remarkable effect of precursor chemistry on nanowire 

morphology. 

A model to estimate the critical dimensions of core/shell NWs based on elasticity 

theory was presented.  Numerical calculations were carried out for various III-V 

core/shell NWs.  According to these calculations, in a coherent core/shell structure, 

tangential strain is the dominant component in the shell region and it decreases quickly 

away from the heterointerface, while axial strain is the dominant component in the core 

and is independent of the radial position. These strain distributions energetically favour 

the initial relief of axial strain in agreement with the experimental appearance of only 

edge dislocations with line directions perpendicular to the NW growth axis at the 

core/shell interfaces.  Such dislocations were observed for wurtzite InAs/InP and 

zincblende GaAs/GaP and GaAs/GaSb core/shell NWs with dimensions above the 

calculated coherency limits.  Good agreement with the model was also found for 

experimental results previously reported for zincblende and wurtzite InAs/GaAs 

core/shell NWs.  

We demonstrated controlled Te- (n-type) and C- (p-type) doping, both core 

doping and shell doping, of Au-catalyzed GaAs NWs.  Electrical measurements, using a 

nanoprobe within an SEM, showed rectifying I-V characteristics due to the formation of a 

junction at the NP/NW interface for moderate doping levels of 1017 - 1018 cm-3.  The 

ideality factors were slightly larger than unity indicating that thermionic field emission is 

the dominant transport mechanism through these contacts.  Increasing the growth 

temperature from 380 to 480 ˚C caused a slight decrease in the resistivity of the Te-doped 

NWs, as well as a strong effect on the dependence of the apparent resistivity on the 

diameter of the NWs.  Te-doped NWs grown at Tg > 410 ˚C show an independence of the 

apparent resistivity on the NW diameter, while those grown at 380 ˚C show an increase 

of the apparent resistivity with decreasing NW diameter which was attributed to depletion 
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by surface states. At higher Tg, there is a heavily doped shell on the core facets due to 

lateral growth which significantly suppresses the sidewall depletion of the NW sidewalls 

resulting in a lack of dependence of apparent resistivity on NW diameter.  Based on the 

diameter dependent analysis of the apparent resistivity and the observed solubility of the 

Te in Au alloyed NP (via energy dispersive X-ray analysis), we conclude that Te 

incorporates into the NW by diffusion through the alloyed NP and the dopant distribution 

should therefore be uniform across the Au NP/NW interface during the growth.  In 

addition, the Au NP/Te-doped NW contacts show ideality factors close to unity 

indicating high electrical quality of the Te-doped NWs.  Also, undoped-core/Te-doped 

shell GaAs NWs, with a uniform shell growth on all facets of the core, were 

demonstrated with heavy doping of the shell region (~1019 cm-3) by direct VS growth.  

This indicates that the direct Te-doping efficiency for VS growth is more than an order of 

magnitude larger than Te-doping for VLS growth.  

In the case of C-doped NWs, control of carrier concentration was demonstrated 

by adjusting the gas phase dopant flow in the range of 4 × 1016 cm-3 to 1 × 1019 cm-3.  We 

showed that the Au/GaAs transport mechanism switches from the generation-

recombination current mechanism to field emission by increasing the doping level from 4 

× 1016 cm-3 to 1 × 1019 cm-3. Based on the observed dependence of the apparent resistivity 

on the NW diameter and the immiscibility of C in Au, we propose that carbon is 

incorporated into NWs along the Au NP/NW interface.  We also investigated shell 

doping of GaAs NWs using CBr4.  We found that C-doped shell only grows on three 

facets of the core resulting in triangular or truncated triangular cross sections.  

I suggest the following experiments in the future: 

 Examine the optical quality of the NWs using photoluminescence (PL) 

measurements.  By adjusting the V/III ratio and Tg the growth conditions can be 

optimized to give NWs with high optical quality.   

 Examine the optical and electrical properties of GaAs and InAs NWs passivated 

using GaP and InP, respectively.  In addition to surface passivation, the presence 

of strain in these structures should result in interesting effects on the mobility and 

bandgap. 
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 Since carbon doping of the shell resulted in triangular cross sections, Zn should be 

investigated for p-type shell doping.  However, carbon should be a good dopant to 

form axially abrupt p-n junctions.  Zn has a memory effect in a MOVPE reactor 

and is soluble in the Au NPs and thus cannot give an abrupt doping profile. 

 Perform electrical measurements (nanoprobe and ballistic electron emission 

microscopy (BEEM)) and possibly electron holography on radial and axial p-n 

junctions.  From BEEM and holography measurements (the equipment is 

available in 4D labs at SFU), one should be able to determine the dopant 

distribution and interface abruptness in these structures. 

 Use a SiO2 layer with lithographically defined holes on a GaAs substrate to grow 

NWs using Au or Ga droplets.  Deposition of Au can be performed using a mask 

after defining the holes.  Ga droplet deposition can be achieved in an MOVPE 

reactor in Ga rich conditions.  After growing the structure shown in Fig. 7.1, the 

measurement of the photovoltaic efficiency is possible by performing illuminated 

electrical measurements using a nanoprobe inside an SEM.  

 

 

 
Figure 7.1.  Schematic of a p-i-n structure for illuminated measurements inside an 

SEM using the W-nanoprobe. 
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