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Abstract 

Large organizations, such as government agencies, often distribute their information 

on the web in the form multidimensional tables. This thesis describes the extraction of data 

cubes from the tables, which can be collectively queried by decision-makers using popular 

OLAP tools. Those tables are also a valuable resource for answering user questions, 

improving faceted search, and generating ontology. Improving the quality of information 

extraction from multidimensional tables is mandatory, because of their inherent 

sophisticated design. In this thesis, algorithms are presented for assigning labels to 

dimensions, domain integration, identification of measure dimension, table integration, and 

table partitioning. Experiments were conducted on some 800 tables from Statistics Canada, 

and our success rate was greater than 90% for each component that was tested. 
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1. Introduction 

 

The online realm has evolved to the state where most websites contain a 

combination of both simple and rich media. Moreover, the content is often used as 

presented on-screen, but can also be used for analysis and comparisons. Multidimensional 

tables, which considered as rich beneficial media, appear on the websites of various 

organizations are valuable resources for answering questions [1], improving faceted search 

[2], and generating ontology [3]. A common use for multidimensional tables is to present 

statistical information. In this chapter, we discuss the motivation for extracting 

multidimensional tables and how the results of this research can benefit different 

applications. 

1.1 Motivation 

Many research studies have explored information extraction from web pages. The 

studies are classified by targeted input type: free text [4], semi-structured data (e.g., lists [5]), 

and tables [3]. Virtually no structures exist in free text, other than those arising from the 

natural language. Tables, on other hand, impose a two-dimensional grid structure on a 

number of texts, so that texts on the same row or column often, imply a special relationship 

among them. In between, semi-structured data, according to [6], contains ―tags or other 

markers to separate semantic elements‖ in the text; for example, XML. 
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It does seem entirely natural that the extraction techniques that work well for one 

type of input may do poorly for another type of input. Indeed, the study in [7] suggest that 

multiple extractors should run in parallel over web pages, and the outputs should be 

combined into some sort of databases. It is contended that an extractor specialized for a 

certain type of input often does well with a certain topic, since a natural fit occurs between 

the data model and a topic area. For example, population statistics are usually published as 

tables. On the other hand, lists are often associated with on-line shopping (e.g., [8], [9], [10] 

and [11]), where some researchers, e.g., [11] assume that the data sources observe the 

‗Amazon effects‘. Therefore, a special type of extractor should be able to focus on 

multidimensional tables. 

1.1.1 Relational Tables vs. Multidimensional Tables 

Data tables presented on the web can be classified into two different kinds: relational 

tables and multidimensional tables (Figure 1.1 and Table 1.1). In this research, we argue that, 

in extracting web tables, multidimensional tables should be distinguished from relational 

tables. In relational tables, the data is stored as tuples under a number of columns, with 

optional column labels. The tuples can be text or numbers. In contrast, a multidimensional 

table consists of three or more dimensions, mapped onto a multidimensional array. Each cell 

in the array contains a data item, called a measure. Moreover, the data items are mostly 

numeric values and can be addressable by their coordinate (i.e., index) in each dimension. 

The multidimensional array is generally called a data cube [12] and the coordinates for a 

dimension, which are called members of a dimension in this study, are organized as a linear 

hierarchy, where each member have only one parent. Each dimension is assigned a unique 

label and its members are also unique within the same dimension. As an example for the 
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multidimensional table, Table 1.1 easily fits a cube design represented in Figure 1.2 with 

multidimensional information. In this example, three aspects are used to measure the 

number of persons: sex, marital status, and year. Each of these represents a dimension in the 

cube, with the measure dimension being the number of persons. 

Currently, the data that is extracted from a multidimensional table is presented as 

attribute-value pairs, where the attribute consists of labels at every level of every dimensional 

hierarchy [13][14]. In those attribute-value pairs, it is not clear which are the labels from 

different dimensions and the labels that presenting different level with one dimension. 

Realizing the limitations of this approach, recent research has focused on adding more 

constructs to better capture the semantics of complex tables, such as partition labels and 

over-expanded labels ([15], [16]), and nested labels ([17]). Compared to the full-fledged 

OLAP schema, these approaches are not as holistic. The metadata, the data which is 

required to describe the structure of the data cube (such as the dimension labels), is missing, 

though it is just as valuable as the data itself, for all kinds of applications (as described in 

Section 1.3). Obviously, any table extractor considering the metadata, would be incapable of 

handling the numerous tables that exist on the web, as can WebTables [18] with the 

relational tables. Multidimensional tables; however, are more important compared to the 

average web table published online, since they contain more information for data analytics. 

Therefore, a need exists to improve the quality of the extracting. 
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Figure 1.1: Relational table 

Table 1.1: Sample of a statistical multidimensional table 
 

Population by marital status and sex 

  2003 2004 2005 2006 2007 

  number of persons 

Total 

Both sexes 31,676,077 31,995,199 32,312,077 32,649,482 32,976,026 

    Male 15,688,977 15,846,832 16,003,804 16,170,723 16,332,277 

    Female 15,987,100 16,148,367 16,308,273 16,478,759 16,643,749 

Single 

Both sexes 13,231,209 13,368,674 13,507,149 13,653,059 13,800,997 

    Male 7,078,089 7,155,622 7,233,428 7,314,611 7,396,835 

    Female 6,153,120 6,213,052 6,273,721 6,338,448 6,404,162 

Married1 

Both sexes 15,438,972 15,558,054 15,675,089 15,802,300 15,916,860 

    Male 7,701,393 7,752,882 7,803,419 7,860,087 7,910,554 

    Female 7,737,579 7,805,172 7,871,670 7,942,213 8,006,306 

Widowed 

Both sexes 1,532,940 1,544,226 1,553,488 1,563,856 1,573,455 

    Male 288,816 295,446 301,404 307,050 312,357 

    Female 1,244,124 1,248,780 1,252,084 1,256,806 1,261,098 

Divorced 

Both sexes 1,472,956 1,524,245 1,576,351 1,630,267 1,684,714 

    Male 620,679 642,882 665,553 688,975 712,531 

    Female 852,277 881,363 910,798 941,292 972,183 

Source: Statistics Canada: http://www40.statcan.gc.ca/l01/cst01/famil01-eng.htm 
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Figure 1.2: The cube representation of table 1.1 

Multidimensional tables are widely used, especially among large organizations, such 

as national and international agencies, public institutions (e.g., universities), public 

corporations, etc. They often used to present statistical or economic data. As indicated by 

the seminal paper on OLAP data cubes [12], the concepts, such as group-by, sub-total, and 

cross-tab, found in most report writers, are also applicable to data cubes. Thus, 

multidimensional tables tend to be machine-generated, and are the primary sources of high-

quality data essential to public and private policy-makers on a daily basis. Unfortunately, a 

tendency exists to publish the tables in the PDF format, which renders them inadmissible to 

most extractors, though new conversion software systems are becoming more available on 

the market.  

1.2 Thesis Objective  

This research is about the design and implementation of an information extractor for 

multidimensional tables. The goal is to demonstrate the feasibility of automatically 

constructing a database and a knowledge base from a collection of these tables from the 

web, presented by organizations for various kinds of applications. Given a webpage‘s URL 



 

 6 

that contains the tables, the extractor produces: (i) a set of data cubes and the corresponding 

schemas and (ii) a set of domains. An OLAP schema consists of the dimension hierarchies 

associated with the dimensions and the measure. A domain consists of a set of values from 

which a dimension draws its members. Those domains are used to identify the dimensions 

from the same domain, and their corresponding cubes can be joined together. 

1.3 Targeted Applications 

There has been a steady stream of research studies on information extraction from 

all types of tables, from plain-text to web tables. This is due to the on-going growth of 

information being published in web tables, which is dictating the need to improve the 

techniques of table extractors. Recent research has been mostly devoted to processing the 

vast number of web tables. In this thesis, the focus is on the quality of data and on the 

associated metadata that is extracted. In particular, we are interested in showing how the 

approach advocated here will affect the following applications that some of them are 

targeted by most information extraction systems [3]. 

1.3.1 Question-Answer System 

As the most obvious application, with respect to a single data cube, an MDX-like 

OLAP query language, or data visualization tools, may be applied to the cube for OLAP-

style data analytics. With an SQL-like interface that cover the collection of data cubes, a 

questions like: ―What are the divorce rates of the top-3 most populated Canadian 

provinces?‖ may be answered by joining together two cubes on marriage/divorce and 

population respectively, for the common dimension of Canadian provinces. Recently, some 

studies have helped to answer questions from relational data-bases, and retrieve rows from 

the relational table that contain the results, but not the whole web page; for example 



 

 7 

DBXplorer [19]. Nevertheless, such applications are for relational tables and are incapable of 

analyzing or extracting information from multidimensional tables. 

1.3.2 Faceted Search 

Many agencies offer a keyword search facility on their collections of published web 

pages. Unlike Google‘s search engine, most agencies do not have the resources to build a 

sophisticated search system. For example, the search engine for Statistics Canada is quite 

primitive. A search for a relevant table is more effective when the user knows the exact 

keywords contained in the table row and column headers. Indexing is offered for browsing, 

though, it is not very effective because many tables are included under multiple indices. 

Recently, faceted search has become an effective alternative search mechanism, as a 

complement to keyword search [2]. According to [20], a faceted search facility consists of 

two main components: faceted metadata, and faceted category interface. In the OLAP 

terminology, the faceted metadata is the dimension hierarchies of a data cube about some 

kind of entities. For example, we can classify families by their family structure; e.g., married 

couple families, single-male-parent families, etc. Alternatively we could classify families by 

their incomes, geographic locations, number of children, housing, etc. As pointed out by [2], 

identifying these classifications was mostly done manually or borrowed from somewhere 

else. In this research, we show that the classifications can be automatically generated, since 

we understand the structure of multidimensional tables, which can also help to avoid the 

challenges, as indicated by [21]. In regards to the faceted category interface, a good example 

can be found in [22]. In a recent study [23], the authors consider the power of combining 

faceted search with OLAP for analytical data. By using this research multidimensional table 

extractor, thus, this kind of applications can be improved. 
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1.3.3 Ontology Generation 

According to [3], one of the applications of web tables understanding is ontology 

generation. Much research has been done on ontology-generation from free text; however, 

as pointed out by [24], much work is still needed to improve the quality of ontology 

generated by information extractors. Likely, the quality will be improved if the input to the 

information extractors has more structure, as suggested by [25]. The quality of ontology is 

high and it can be generated from most authoritative sources, since the tables generated 

from international and national agencies tend to cover many diverse areas; e.g., education, 

health, economics, etc. In this thesis, we experiment with the tables from Statistics Canada. 

We believe that the generated ontology can also help in the extraction of tables (in HTML 

format) published by other national statistics agencies. 

1.4 Challenges 

The main challenge for us is to produce a well defined cube from extracting 

multidimensional table, to realize the potentials of this research for the targeted applications 

described in Section 1.3. The cube is concerned with measurements of an entity set in 

different aspects. The entity refers to the aspect being measured by the cube; for example, 

number of people of 25 years, living in Canada. In this case, the entity is comprised of 

people, being measured in two aspects (age and country). To generate useful ontological 

information, proper labels are needed for the dimensions and for singling out the measure 

dimensions. Further, each dimension must be a complete classification of the entity set, to 

ensure summarizability [26]. In data analytics, it is common to include more than one type of 

entity in a table. The information extractor must be able to recognize this situation, and split 

the table into multiple cubes, one for each type of entity. Most research studies assume that a 
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1:1 correspondence exists between the set of input tables and the set of output tables; 

however, this is not always the case for some of the more sophisticated websites. 

Furthermore, due to the limited space available in a web page, especially in terms of column 

size, a large table may be broken into a series of tables by splitting a deep and/or bushy 

hierarchy, into a number of smaller ones. The information extractor must be able to 

reintegrate them back into a single cube. 

Despite the challenges in this research, outlined in the previous paragraph, we show 

that, as far as multidimensional tables are concerned, it is feasible to extract the information 

for the targeted applications, by applying some novel techniques. In addition to the visual 

clues appearing in multidimensional tables, we rely on the table title to provide valuable 

information about the metadata, which, to the best of our knowledge, has not been utilized 

by any information extractor. A typical table title reveals the table structure in a 

multidimensional manner, though far from perfect, since it is generated for and by humans. 

We also make use of the numeric data to verify that a set of labels forms a classification 

scheme, or part of a multi-level classification, which we call the summation rule. Indeed, the 

summation rule is used to discover classification schemes that are not obvious to the human 

eye, because of the lack of visual clues in the table design. These techniques are discussed in 

detail in Chapter 4. 

1.5 Organization of the Thesis 

This thesis is organized into six chapters, as follows: 

 Chapter 1: Introduction: an overview of the problem and how this thesis 

attempts to solve it. 
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 Chapter 2: Related work: research in related areas and how this thesis differs 

from it. 

 Chapter 3: The Table Model: the specific challenges of extracting information 

from multidimensional tables. 

 Chapter 4: Table Conversion Process: we present our technique for extracting 

the information and generating cubes. 

 Chapter 5: Experimental Results: we describe the experiments and show their 

results for assigning labels to dimensions, domain integration, identification of 

measure dimension, table integration, and table partitioning. 

 Chapter 6: Conclusion and Future Work: summarize this thesis and outline of 

how this thesis may be further modified to provide more functionality and 

efficiency. 
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2. Related Work 

2.1 Table Processing 

This research is about generating cubes from the extraction of multidimensional 

tables, as they are presented on the web. Some authors have examined this problem and 

proposed solutions. Leung [27], in his master‘s thesis, presented a model for identifying 

tables in an HTML page and transforming the tables into cubes. Nevertheless, he relied on 

the visual clues in the table design, to extract the components of the HTML table and 

generate the cube. For this research, we find that visual clues are insufficient to extract a 

schema for the data cube. In short, the previous work was mainly about the dimensionality 

of the data in multidimensional tables, while the focus of this research is on the metadata. 

According to [28], the information in a statistical table can be modeled as an OLAP 

database. Thus, statistical tables can be transformed (by human observation) into OLAP 

cubes with; for example, three dimensions and measure function, with one of the 

dimensions being a multi-level hierarchy. In [29][30], the authors devised algorithms to 

accurately identify the dimensions inside a statistical table. In this case; however, no schemas 

were derived and the algorithms were not capable of handling more complex tables, as the 

ones described in Chapter 3. 

In [26], the authors present a scheme to combine a content management system and 

OLAP systems, together, so that an OLAP keyword search can be used in a content 

management system. For example, a bibliography database in XML can be converted into a 
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multidimensional database, illustrating the issue of summarizability. In this research, we 

resolve this issue with the summation rule (see Section 4.6.1). 

2.2 Labeling 

Recently, a flurry of research can be seen about searching on the deep web (e.g., [8], 

[9], [11], [31],[32], [33], [34]). Databases are often hidden from the web, but may be searched 

through a customized web interface. The results are usually presented on the web as lists, or 

relational tables. Annotations are used on the search engine to understand the output. This 

line of research is related to this thesis in terms of the sub-problem of label assignment. 

Label assignment is concerned with finding a name that collectively describes a set of 

words, a process that is sometimes called data annotation. A typical problem would be to 

find the attribute name for a column of a table, or relation, given the set of values in the 

column. Many methods rely on some assumptions, such as the likely places to look for the 

label, or on supervised machine learning [9], [11], [32]. In our case, the label is assumed to be 

present in the table title, or in a nearby row. If neither of these are present, it is likely to be a 

common dimension that is shared by more than a few tables. Thus, our heuristic involves 

finding a match among the members of the unlabeled dimension with members of the other 

dimensions whose labels have already been discovered. A similar approach was proposed by 

[8], where the decision is made on the basis of frequencies of co-occurrences in the web 

page. 

Many other assumptions involve using external resources to assign the label. The 

external resources contain datasets that classify each group of words into a single group. In 

these methods, a label is assigned to the dimensions without any further testing by matching 

the dimension members to the external group. Examples of this appear in Reference Match 
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[35], or by using OpenCalais [36] and ThingFinder [37]. The problem with these methods; 

however, is the limitation for the number of groups they may contain. Furthermore, they can 

assign a label that is not precise for the dimension that appears in the table, which can lead 

to a misunderstanding about the content of the table. 

2.3 Table and Domain Integration 

Attribute matching is another common sub-problem in schema matching and 

semantic integration [38], [39]. Matching two schemas often involves matching two 

attributes, with or without their associated instances. In this thesis, we need to determine 

whether or not two dimensions share the same domain. This information is important to 

deciding whether or not two cubes may be joined for querying or for faceted search 

purposes. Thus, the sets of the members of two dimensions must be ensured of having a 

sufficiently large overlap. 

Broadly speaking, two main approaches are used for attribute matching: supervised 

and unsupervised learning. In [40], matching rules are derived by human trainers during the 

training stage. In [41], a program is deployed to investigate three ‗facets‘: terminological 

relationships (e.g., synonyms), data-value characteristics (e.g., average values in the populated 

attributes), and target-specific, regular-expression matches of attribute values. 

2.4 Ontology Extraction 

Extraction of ontology from texts and tables has been a popular research topic lately. 

In [2], a technique is presented for automatic extraction of facets for use with browsing text 

databases. Nevertheless, [25] claimed that the results of automatic ontology extraction from 

tables are more effective than texts. In [42], the authors present a semi-automatic method for 
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enhancing the basic database scheme in a domain, where attributes can be dimensions, as 

defined here, with additional semantics that include summarizability-related constraints. 

Schemes for extracting ontology from tables and storing it in the Semantic Web format; i.e., 

RDF [43], are presented in [16] and [44]. In this research, we do not describe how the 

ontology is stored, though a description for storing ontology in RDF, associated with an 

OLAP data cube, can be found in [45] and [46]. 
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3. The Table Model 

 

Online statistical tables are usually presented as multidimensional tables with a 

sophisticated design. Since they are maintained by professional organizations (i.e., Statistics 

Canada), they often contain extremely dense analytical information. Furthermore, 

multidimensional tables tend to be different from other basic relational tables that can be 

found online; thus, the extraction of data must be performed with meticulous care. As 

observed in Table 1.1 example that the multidimensional tables can be clearly mapped into 

data cube Figure 1.2. 

To proceed, we first must understand how to read such complex tables. Some the 

libraries that provide directions in this regard [47], part of the multidimensional table 

components can be identified. In the next sections, each useful component from the HTML 

page is described, for the accurate design of a multidimensional table extractor. 

For this research, we make use of two different table models: generic and extended. 

The generic model is one that is commonly assumed. With our techniques developed in this 

research, we show that our information extractor can work on web pages produced by 

statistics agencies in Canada, Austria, and Finland. The extended one includes an additional 

feature about table series that is specific to web pages from Statistic Canada. Since over half 

of the tables in our samples belong to some table series, we can‘t process them properly 

unless our model is extended to take this feature into consideration.  
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3.1 Generic Table Model 

Statistics tables are examples of multidimensional tables. They are well constructed 

[47], and usually designed in a specific common layout that is standardized for readers of 

statistics. Figure 3.1 shows the main components of a multidimensional table, including the 

table title, column headers, row headers, measures and data cells. The measures are optional 

and may not always appear in some layouts. In the following sections, each component will 

be described in detail. 

 

Figure 3.1: Table Model 

3.1.1 Table Title 

The title provides the first piece of information for readers. Typically, titles are 

carefully prepared by a professional organization. The title is used to inform readers of the 

purpose of the particular table. Articles provided by Finland Statistics [48], describes four 

important elements of a title: ―the title, which identifies the population covered; the variables 

described in the table and their classification; the time period of the observations; and the 

units of measurement.‖ In short, the table title should follow the general description of what 

a table consists of.  



 

 17 

In some cases, table titles provide clues about the measure (e.g., population), and the 

labels of the dimensions (e.g., marital status and sex). In the table title for Table 1.1, nothing 

refers to the year dimension, and since the time dimension is almost always present in most 

data cubes, we can assume that one is present and we can search for it. 

By observing most multidimensional table‘s titles, they consist of two components 

(see Figure 3.2): measures of the entities stored in the cells of the table, and the dimensions, 

connected together with the word ‗by‘. Most of the multidimensional tables are fairly similar 

to the one shown in Table 1.1, but table titles do not always fully portray the table‘s 

contents. Although omissions occur, possibly due to human error since the title is produced 

by human being, readers will usually be able to recognize the missing dimensions by viewing 

the table. The processing of the title resembles natural language processing, with rules and 

frequent exceptions. The following section describes some typical structures for different 

kinds of table titles. 

 

Figure 3.2:Sample of table title 

3.1.1.1 Variety of Table Titles 

1) Some table titles list all dimension labels that are represented in the statistics 

table. Although those labels are not listed in standard order, the labels are 

located in the title after specific prepositions, for example, ―by‖. Thus, the 

appearance of this preposition will help to assign labels to the dimensions. 
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2) Some table titles are very brief, and do not list dimension labels that are 

commonly found in many tables (e.g., the year dimension). 

3) Occasionally, special prepositions, such as ‗by‘, does not appear in the table 

title. Those prepositions usually precede the list of dimension labels, in this 

case the dimension labels are listed in a different organization. 

4) Some table titles list all of the members of a single dimension. In such cases, 

no common word can be used to represent the dimension, or the table 

designer may have found it more meaningful to list each member of the 

dimension. This case can only occur for one dimension in the table, and not 

for all of the dimensions. 

3.1.2 Multidimensional Table Headers 

The multidimensional table consists of two kinds of headers the row header and the 

column header. They have different representations, because of the usual table design. Each 

one of them has different properties listed in the following sections. 

3.1.2.1 Column Header 

The first few rows in the table, before the numeric data cells (i.e., the measured 

value), are the column header. In some cases, the header will be comprised of more than one 

row. The header is an alphanumeric text. Because the data in multidimensional tables can be 

structured as cubes, and they are attributed value pairs, one or more of the coordinates that 

represent the values will appear in the column header. For example, if two neighboring rows 

in the column header are on top of each other, we would understand that for every numeric 

cell within the table, two coordinates will represent it and these can be taken from the 
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column headers. The coordinates that appear in the same row are usually part of the same 

dimension.  

3.1.2.2 Row Header 

In statistics tables, the row header appears in the leftmost column of the table, which 

includes the other coordinates that are used to represent the numeric values in the table cells. 

The information in the row header can be a single hierarchy such as a list of cities, or multi-

level hierarchies such as provinces and their list of cities. They are represented with different 

visual clues, such as indentation, column spanning, font type, font style, font size, font color, 

and background color [27]. The coordinates that represent a numeric cell in a specific row 

are taken from the row header for the same row, and any other row that appears in the row 

above that is a higher level in the hierarchy (i.e., higher level in visualization). For example, if 

the specific row is in a regular font and the higher row is bold font, then they are both used 

as coordinates, but if the row has bold font and the regular font is on top, then it is clearly 

not a higher visual level. In the row header, different visualizations are used, since only one 

column can be used. This limitation is related to the screen size of a normal monitor, and 

because readers usually avoid scrolling horizontally. 

Referring to the table shown in Table 1.1, the numeric cells in the 7th row have two 

coordinates from the row headers (Male and Single). Male appears in the same row and Single 

appears in a different row, but at a higher presentation level. In short, the table row header 

could refer to different kinds of hierarchy even if the same visualization techniques were 

used, more detail in Section 4.3.2 and 4.6. 
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3.1.3 Multidimensional Table Headers Members 

The data inside the row and column headers are alphanumeric text, which are usually 

organized as groups, with each group of data being combined when they have the same 

visual clues; we call those data as the header members. They are combined as a collection, 

since the table designer has categorized them together. For example, if a statistics table 

contains a group marital status, they would be placed together within the same dimension and 

with the same visual clues. The members within a single dimension can be a single word, an 

abbreviation, a phrase, a short sentence, or a number, and can be verbs, nouns, or adjectives. 

Thus, the members do not have to contain the same linguistic properties, and the 

dimensions would rarely have a label assigned to them. 

3.1.4 Measure 

The numeric data cells presented in the table are measured by specific metrics, such 

as number, $, or %. The metric appears in the last row of the column header, or occasionally 

in a spanning row in the middle of the table, when the table needs to be partitioned; Section 

4.2 discussed this case in more detail. The appearance of the measure unit is optional, 

especially if it is a common unit of measure, such as number, or if it is already merged with 

the measure-related dimension. For example, in the row header, ―number of families‖ appears 

as one of the measure-related dimension members. 

Some members in the headers; i.e., row or column headers, have measure-related 

coordinates. For example, in some tables, we might have revenue in one of the headers and 

the measure unit, $, in the last row of the column header. Readers would understand that for 

each numeric cell, revenue is expressed in $. The measure-related members also need to be 
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distinguished from the other dimensions that appear in the header. In Section 4.5, we show 

how to identify these. 

3.1.5 Data Cells 

As mentioned earlier, data cells contain numeric values. They should be extracted as 

attribute value pairs taken from the coordinates from the table headers. As the numbers are 

presented within the table body, they can reveal the structure of the table. The relationship 

between members of the same column or row header can be observed from the number 

distribution. In Table 1.1, consider the three numbers in the 2nd to 4th rows, and in the 2nd 

column. The numbers 15,688,977 and 15, 987,100 summate to the number in the cell above 

them; i.e., 31,676,077. This means that the member Both Sexes is verified to contain two 

members, Male and Female. In non-OLAP terms, the rule is that the entities (i.e., persons), 

may be classified into Male and Female, and the classification is a linear one; i.e., no entities 

can be included in both classes. This linear classification is a very powerful one, as it will help 

in discovering the dimensions within the table. In the table, the aggregate function is 

summation, though it may not always be the case, and other aggregate functions can also be 

used. 

3.2 Extended Table Model 

Some statistics websites do not include all of the dimension members for a single 

dimension within the same statistics tables, so that the dimension is not fully classified in the 

table. Instead, due to space constraints, the data is placed outside of the row and column 

headers. Although that this model only found in Statistics Canada, it can be a good design 

practice for other agencies. In such instances, the collection of members for a single 

dimension that exists outside the statistics table may be represented by a links, a drop-down 
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menu, a radio button, or another HTML form feature (Figure 3.4). Thus, these links will lead 

to other statistics tables that contain the new collection of members. For example, table A 

might have ―British Columbia,‖ and table B might have ―Alberta,‖ and both would be 

members in the province dimension. The new tables are usually similar to the primary table, 

with the same table structure and list of dimensions, except that some of the members of the 

dimensions would be different. Since each table does not have the full classification for one 

of the dimensions, an integration of the tables would be valuable to the users. 

There are some clues found in the webpage that shows if the special links are related 

to the table. Some of the members in the row or column headers appear the same in the 

special links, this will confirm that those links are related to the table, and will lead for the 

continuous information. However, it is not always the case; those tables may not be related 

together, thus, extra processing is needed (see Section 4.7). As each table is discussing part of 

a dimension and not the full classification, some table titles will show that by including 

supplemental information in the table title describe the sub-dimension members. This part 

usually appears visually different than the main table title. In Figure 3.3, will show the 

extended table model that includes the locations for the special links and how they related to 

other information in the table. The table headers in page 1 and page 2 are usually identical 

except for one of the dimension members. 
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Figure 3.3: Extended table model 

 

 

Source Statistics Canada: 
http://www40.statcan.gc.ca/l01/cst01/scte02a-eng.htm  
http://www12.statcan.ca/census-recensement/2006/dp-pd/hlt/97-561/T603-
eng.cfm?Lang=E&T=603&GH=8&SC=1&SO=0&O=A  

Figure 3.4: Special links appears outside the table 
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4. Table Conversion Process 

 

To properly transform HTML table components to cube components, we need to 

use heuristics approaches to best judge the representation of each component in the HTML 

page and to transform them to the cube components. A statistics table could represent one 

or more cubes, and each header in the HTML table could represent one or more 

dimensions. We rely on different heuristics to generate the cube, starting from the basic 

visual clues [27]. In our analysis of different tables, the visual clues are not sufficient for 

transforming the table to a cube. Thus, the generated cube cannot be used to search and 

extract the metadata because the dimension labels are absent. Therefore, in addition to the 

visual clues, we also apply linguistics and mathematical processing in analyzing the table title, 

the headers, the special links that appear in the webpage, and the representation of the 

numeric results in the statistical table. 

Figure 4.1 is a flowchart showing how we combine the heuristics to extract the table. 

We begin by recognizing the various table components in an HTML table to disassemble the 

table, as described in Section 4.1. If there is a measure dimension found in spanning a row in 

the table, we should partition the table and process each partition alone. Then, with each 

components obtained from extracting and parsing the HTML table, we derive the 

dimensions, assign a dimension label to each, and identify the measure dimension. We carry 

on from these results to partition the table accurately using heuristics such as the summation 

rule (described in Section 4.6). After the table is partitioned, we can check to see if other 
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tables are available in the same statistical website, and if present, determine whether or not 

they refer to the same study with continuous information. Next, the tables can be merged, as 

described in Section 4.7. Later, we can collect all of the available domains from the tables, as 

described in Section 4.8. The first process starts by initializing the cube storage, and each 

time a process is done, the cube will be updated. The domain, on the other hand, will be 

updated each time a dimension is derived, and it will be queried each time dimension label is 

needed. 

 

Figure 4.1: Flowchart showing how to transform table to cube 
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4.1 Disassembly of the Table 

Statistics tables are usually designed according to a common layout that is 

standardized for readers of statistics tables. The headers are important components of the 

tables, with the column and row headers appearing in the first few rows, and the leftmost 

column, respectively. They contain the most important information representing the data 

cells, which are the actual numeric observations for the data studied. 

To begin, we describe the solution for retrieving the components that appear in the 

HTML page, containing the multidimensional table. After identifying the table components, 

they are retrieved by disassembling the multidimensional table. In addition, we will identify 

the location of the table title which appears on the same webpage. 

4.1.1 Identify the Headers Location 

Statistics tables are designed to have row headers, column headers, and the numeric 

data (Figure 3.1 shows the table model, and Figure 4.2 is an example of a table). The most 

reliable rule used in [27] for extracting the components of the table refers to the appearance 

of the numeric data, since they are numbers, while the headers are alphanumeric text. The 

column header appears in the first few rows of the table, before the appearance of the data 

values, and the row header appears in the leftmost column of the table. 

The headers contain important information such as the dimensions that represent 

the numeric data in the cube. The extraction of the dimensions from the headers will be 

discussed in more detail in Section 4.3. 
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Source: Statistics Canada: http://www40.statcan.gc.ca/l01/cst01/hlth67-eng.htm 

Figure 4.2: Example of a statistical table 

4.1.2 Identify the Table Title 

Table titles are extracted from the HTML page by identifying the appropriate HTML 

tags. These can be in the caption tag for the table being processed; however, if no caption 

tag is present, they can be found in the header tags <h> that are above the place where the 

statistical table is located; i.e., before the <table> tag [49]. In some rare cases, the table title 

could be in the <p> tag, with a larger font size. In any case, if no header or caption tag is 

found, the sentence that appears directly above the table will be checked. 

4.2 Table Partitioning by Measure 

As illustrated in Section 3.1.4, sometimes, a table may be combined from different 

sections. As it is shown in Figure 3.1, these sections are visibly apparent. They are separated 

from each other by a row which spans cross the columns of the data cells. The sections are 

combined within a single table for various reasons. As a rule, they are related to each other 
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to the extent that they fall under the same table title. They are segregated primarily because 

they do not share the same measure, though they share other information. As an example in 

Figure 4.3, one section may be about the number of families in each income group, while the 

other section may be about the median total income for the family type. This information is 

included in the table as a context for viewing the data, although other tables may contain the 

information about median total income in more detail as seen in Figure 4.4. This is a good 

practice for designing the table presentation on the web, but, for our purposes, we need to 

segregate the data into different tables, since they are separate, though related, entities. 

 

Source: Statistics Canada: http://www40.statcan.ca/l01/cst01/famil106a-eng.htm 

Figure 4.3: Table has two sections, one for the number of families, and the other for the median total 
income in $ 
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Source: Statistics Canada: http://www40.statcan.ca/l01/cst01/famil107b-eng.htm 

Figure 4.4: Median total income are shown in details with the metropolitan areas 

By having the spanning row, the table is divided into two or more tables, depending 

on the number of spanned cells. Each sub-table inherits the column header from the main 

table. This is done by understanding the HTML tags that are used to build the table, and by 

observing where the spanned cells appear. 

After this partitioning step, each section of the table is now processed as an 

individual table.  

4.3 Deriving the Dimensions from the Headers 

The table headers contain the most important information in the table; they carry the 

coordinates that are used to represent each numeric cell within the table. Each group of 

coordinates is a dimension in the cube. Different methods are used to derive the dimensions 
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from the row header, compared to those of the column header, since, as described in Section 

3.1.2, the row header and the column header have different representations.  

4.3.1 Deriving the Dimensions from the Column Header 

The first few rows in the table, before the numeric data, are the column headers. In 

some cases, the column header may be comprised of more than one row. These rows may 

be classified into two types: measure and dimensions. The measure row, which contains the 

measure unit, is segregated from the others, to be processed later (see Section 4.5). Here we 

are concerned with only the remaining rows.  

If only one row appear in the header, they are considered to be members of a single 

dimension. Otherwise, we may see three different visible relationships between two 

neighboring rows, as shown Figure 4.5. [27] Presented three different common 

representations of column hierarchy. Note that (iii) is actually a special case of (ii). 

 

Figure 4.5: Extracting the dimensions from a column header [27] 

In the case of (i), we consider the two rows to contain members from different 

dimensions. In (ii), the column header could represents one-dimension, but two neighboring 

levels. Thus, the members in the higher row act as a parent for the members in the lower 

row. Nevertheless, (ii) does not always represent the case of two neighboring levels for the 
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same dimension. Additional linguistic processing is needed to determine whether or not they 

are the same dimension, as described in more detail in Section 4.4. In short, two rows 

representing two neighboring levels for the same dimension, when, the lower level members 

have their dimension label taken from the higher level member. This will confirm that the 

two levels are from the same dimension. 

Each row represents a dimension, except when a relation exists between two 

neighboring rows. In some cases, factoring the row is used when redundancy occurs in the 

members of the same row, so that those members should be merged into a single dimension. 

For such cases, no relation can exist between the redundant group in a row and the members 

in the higher row, since this group of members would appear under two or more different 

parents (for example, see case (iii) in Figure 4.5). In case (iii), A1 and A2 have identical 

children nodes, i.e., B, C, and D. Then, the new dimension will consist of these three 

members, with unknown dimension label. A label will be assigned for the dimension, as 

shown in Section 4.4. We will call this dimension a cross-product dimension, as it is 

embedded into another relation. 

4.3.2 Deriving the Dimensions from the Row Header 

In statistics tables, the row header appears in the leftmost column of the table. It 

includes other dimensions that are used to represent the numeric data. It may be a single-

level hierarchy, where the data forms a list (Figure 4.6), or a multi-level hierarchy (Figure 

4.7). The hierarchy may indicate that the data is part of the same dimension, but at different 

levels. When the hierarchy contains group of members with different visual clues, then the 

lower-level group is related to the higher-level group by the member that appears directly 

above the lower group, we call it the dimension header. This is always the case in the row 
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header hierarchy, except when factoring is used, to be described below. To identify the 

relationship between two consecutive rows, we compare them visually. If they are the same, 

then they are at the same level and part of the same dimension. Otherwise, they could be 

from different neighboring levels of the same dimension or from different dimensions 

(cross-product dimension).  

 

Figure 4.6: Single level dimension 

 

 

Figure 4.7: Multi-level dimension 

4.3.2.1 Cross-Product dimensions (Factoring) 

Once a hierarchy for the row header is set up, we will look for cross-production 

dimensions as it is also the case for the column header (see Section 4.3.1). For example, 

there are two dimensions in the row header section of the table header in Figure 4.8, the set 

of members, i.e., Own titles, Exclusive agency, Exports and other foreign sales are the 
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member of the cross-product dimension. However, there are cases that the sets of members 

are not identical for all leaf nodes of the original hierarchy, which are the nodes that appear 

under group of members with the same level. Consider the table header in Figure 4.9. The 

set of members under the leaf node ‗Total greenhouse products‖ is slightly different from 

other sets under other leaf node. 

 

Figure 4.8: Full redundancy hierarchy 

 

 

Figure 4.9: Partial redundancy hierarchy 

 

To detect the redundant header along the hierarchy, we compare each group in the 

hierarchy with other groups at the same level. If two groups are 50% or more identical in 

their members, and the number of members is more than two, we join them together and 

identify them as a single dimension, separate from the other parts of the hierarchy. 

The cross-product dimensions in the row header are clear in the above cases. 

Nevertheless, it is not clear when the first row in row header is representing a dimension 

with a single member in the table and the lower level group is representing other dimensions. 

Recall the extended table model discussed in Section 3.2, where there is a dimension for 
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certain study is not full classified in this table and part of the classification for this dimension 

for the same study in other table. Therefore, the special links will lead to this dimension and 

to the other table for the integration purpose. The integration is discussed in more detail in 

Section 4.7. By assigning the label for each dimension placed in the header, the cross-

product dimensions will be clearly distinguished. This is because each dimension will have its 

own label which is not related to each other. In section 4.4, labeling dimensions will be 

discussed in more detail.  

4.3.2.2 Generalization–Specialization Dimension 

Generalization–specialization indicates that the data presented in the hierarchy at 

different visualization levels is actually at different levels within the same category (see Figure 

4.7). The upper level is the generalized version of the lower level, so that the data 

represented in the higher row is a summary for what is beneath. Detecting whether or not a 

group of members is a generalized version of another group requires linguistic processing 

(see Section 4.4), by recognizing whether or not the lower group gets its label from the 

higher group. We need to understand the meaning of the members to confirm that the 

higher level is truly representing the lower group with a generalized word (i.e., can the higher 

level member represent the lower level members as a label).  

4.4 Labeling Dimensions 

As mentioned above, the statistical tables and other multidimensional tables, 

designed to represent a certain study using different dimensions, which are defined in the 

tables‘ headers. Those dimensions in the headers are listed without any labels. The 

dimension labels are very important, as they ensure the cube is designed accurately. They can 
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also help the user to search for specific information within the cube. The labels are 

commonly found in specific locations, as listed in the following section.  

4.4.1 Dimension Label Locations 

The HTML page that contains the multidimensional table has the information 

needed to help readers to understand the table. Therefore, the dimensions listed in the tables 

are usually introduced on the same webpage. Below are the common locations that have the 

dimension labels. 

4.4.1.1 Table Title 

As illustrated in Section 3.1.1, table titles usually present a list of dimension labels. 

Therefore, the dimensions need to match up with elements of the title. For most table titles, 

it is obvious where the dimension labels are listed. There are special prepositions such as: 

‗by‘, means that anything following it will be a selection of dimension labels. That said, any 

part of the table title cannot be assigned directly to be the dimension label because there are 

variety of table titles, where some of them does not include all the dimension labels, the 

dimension labels listed without any specific order (Section 3.1.1.1), and the table contains 

more than one dimension. Therefore, there is a need to compare each dimension with each 

part of the title in order to assign the appropriate label.  

The supplemental part of the table title introduces in the extended table model, 

Section 3.2, will not be considered in the label assignment. This is because the labels 

assignment will be difficult due to the possibility of duplicating part of the table title and the 

supplement. Matches could exist both within the title and within the supplemental details. 

Therefore, only the table title will be checked without including the supplement information. 
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It is not always the case that we can find the appropriate dimension labels in the 

table title, as discussed in Section 3.1.1.1 regarding the variety of table titles. Therefore, there 

is a need to apply other heuristics that make it possible to find the dimension labels, for 

example, the dimension header. 

4.4.1.2 Dimension Header 

Some dimensions have a dimension header, which is assigned from an upper 

dimension that appears in the row header or in the column header, i.e., case (ii) in Figure 4.5. 

Occasionally, this dimension header can serve as the label for that dimension. Furthermore, 

it is also crucial to identifying the relationship between dimensions. If the dimension header 

is a label, then this group is in the Generalization-Specialization style. Otherwise, it might be 

part of other dimensions. Thus, we must confirm whether the dimension header serves as a 

label or not. There are five possible dimension headers cases, as shown in Table 4.1 and 

illustrated below, and some of these can lead to the dimension label. 

1. Other Dimension 

As illustrated in Section 4.3.2.1, the dimension header can be part of another 

dimension that is not related to the current dimension, i.e., they are cross-product 

dimensions. In such instances, the dimensions have different labels that can be 

assigned using either the table title or other heuristics. This case always presents in 

the extended table model, where the dimension is not fully classified in a single table. 

2. Aggregate Word Only 

The header can represent an aggregate member of the same dimension. The 

aggregate member could be detected by a keyword pattern. These keywords include 

terms such as ‗total‘ or ‗all‘. This type of header is not useful to the associated 
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dimension; it will not provide any clues as to what the dimension label should be. 

Thus, it serves as a summary for that dimension and to show the hierarchy. 

3. Aggregate Word and Dimension Label 

This dimension header is an aggregate word attached to the dimension label. Some 

statistics tables use this structure to present a summary of the information contained 

within the dimension, as in ―Aggregate Word Only‖ above. One example might be 

‘All causes of death’; all causes of death would contain totals pertaining to an aggregate 

of all the different types of causes. In the following rows, data for individual types of 

causes are listed separately. This is the Generalization-Specialization type. The 

dimension containing the dimension header is the generalized information for the 

dimension containing the specialized information. Furthermore, the generalized 

member acts as the dimension label for the lower level. 

4. Dimension Label Only 

This dimension header contains only the dimension label for the dimension to which 

it belongs. In most cases, that row is not associated with any numeric data. It is only 

used to clarify the dimension and to make the table header look more meaningful. 

5. Member of the Same Dimension 

In some unusual cases, the dimension header is in fact a member of the dimension it 

belongs to and is not the generalization member of that dimension. Therefore, the 

two dimensions should be merged. This case will be detected when the dimension 

header does not act as the label for the dimension. Thus, they both carry the same 

dimension label. 
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Table 4.1: Different kinds of row headers showing the relation between dimension header and 
dimension 

Other Dimension Aggregate Word Only Aggregate Word And Dimension 
Label 

   

 

 

 

 

Dimension Label 
Only 

Member to the 
same dimension 

  

 

 

 

By knowing the different types of dimension headers, we can ensure that we will not 

assign them as dimension labels without further processing. Using this information, we need 

to develop a testing method so that we can properly determine the relationship between 
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dimensions and the dimension header, and whether the dimension header should also be 

used as the dimension label.  

4.4.1.3 Special Keywords Pattern 

Some dimensions may contain special kinds of members, for example, time, 

measurement units and age. These members can easily be detected because we can 

understand what they represent directly without having to perform any further processing. 

These types of members may not have any linguistic meaning, as they are numbers or special 

characters. For this reason, we can identify them first by using a special pattern while 

extracting the dimension. The pattern can be a range defined by numbers, such as years or 

days. It can be also a set of keywords, such as a list of months. After identifying the 

dimensions, they can be directly assigned the appropriate label. This process should be done 

whenever we extract a new dimension from the table. However, after assigning the 

appropriate keyword, that keyword need to be compared to the table title and to the 

dimension header, as discussed previously, to identify a more specialized phrase that is 

related to the specific dimension. For example, the word period could appear in the table title, 

so this word would be assigned instead of time. This process also helps in singling out the 

measure dimension that contains the measure unit from the column header. 

4.4.1.4 External Domains 

All statistics tables have some common dimensions. In fact, the members of these 

dimensions can be exactly the same in different tables; or in other words, two tables could 

have the same dimension with exactly the same members. In other cases, the same 

dimension can appear in two tables, but their members may be written in different ways. A 

good example of this is two dimensions that represent Canadian provinces. One of the 



 

 40 

dimensions lists the complete names of each province, while the other dimension lists the 

abbreviations of each province. A further dimension could also list the provinces with both 

their full names and their abbreviations. 

This type of dimension is very popular in our domain, and the majority of statistics 

tables have those common dimensions. Thus, these dimensions are collected in special 

storage each time the system identifies a new dimension, i.e. the domain storage in Figure 

4.1. When there is a dimension that fails to identify its dimension label using the table title, 

the dimension header or keywords, we will attempt to determine the intersection between 

the dimension and the integrated domain in the domain storage. Afterwards, if the 

intersection is determined to be a 70% match of the group, then this dimension will be 

assigned the same label as that assigned to the integrated group. Domain integration will be 

discussed in more detail in Section 4.8. 

4.4.1.5 Special Cases 

If none of the above processes can determine the label for a dimension, then we will 

assign the dimension label by one of the following procedures: 

- If dimensions have a dimension header, then this dimension will be assigned 

directly to the dimension header even if it is fail the process. 

- The common word in the dimension members, if it is not a stop word and the 

number of dimension members is not large. 

- The common ancestor retrieved according to the method described in Section 

4.4.2.2, which can represent most of the members in the dimension. 
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4.4.2 The Process of Assigning the Dimension Label 

Learning what a dimension member means is much more important than how it is 

presented within the table. Dimension members within the same group should always share 

the same dimension label. Understanding the meaning of the dimension members will help 

us to identify the relations between dimensions contained within the same hierarchy and 

therefore their labels. To find the dimension meaning or a common word that represents 

them, the dimension members are extracted in a preceding step. This is done by collecting 

the dimensions from the row or column headers that have the same visual clues, discussed in 

Section 4.3, and by collecting the members from the dimensions in special links, discussed in 

Section 4.4.2.1. The process then finds the ancestor list and compares it to the table title and 

the dimension header. If a match occurs with the table title, the best phrase will be assigned. 

If, however, no match occurs with the table title and the dimension header, the process will 

use the other heuristics (discussed previously), with external domains; otherwise, the special 

cases will be used. 

4.4.2.1 Collecting Dimensions in Special Links 

As illustrated previously in Section 3.2, in some cases, one part of a dimension is 

represented in the table, while other parts appear in separate tables. Clues are always 

available to locate and address these other parts. However, representing part of a dimension 

in one table can result inaccurate dimension label because this is insufficient information. 

For example, if there is a member with one province in abbreviation or word—for example, 

Quebec—it is not possible to use this information to assign a dimension label; this is because 

we do not know whether the table means Quebec as a city or as a province. However, suppose 

that part of the dimension contains Quebec and Alberta. In that sense, it would be possible to 
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identify the dimension label. Therefore, finding the full list is mandatory to assign the title to 

this dimension. 

To find these lists, the method is to search for <ul><li> tags, radio buttons, and a 

list box that could appear around the table in HTML format. If one of those lists is found, 

then we check whether a member in the table appears as a member of that list. Then, it will 

be possible to confirm this list is related to the table and test this conclusion to find the 

appropriate dimension label.  

4.4.2.2 Finding the Sorted Ancestor List 

Each word in a dimension member is represented within the WordNet taxonomy. 

―WordNet is a lexical database that is available online and provides a large repository of 

English lexical items‖ [50]. Words from the same dimension should share a common 

ancestor. The more members are in a dimension, the harder it is to retrieve the least 

common ancestor. For example, there could be a precise common ancestor that exists for 

70% of all members; there could also be a common ancestor that exists for 100% of the 

members, but it is much vaguer. There are two important factors when choosing a common 

ancestor: the average distance between the common ancestor of each word within the 

dimension, and how many times this ancestor appears in the members list of that dimension. 

The combination of these factors is called the common ancestor score. The common 

ancestor formula is: common ancestor score = (largest distance between this ancestor and 

any member in the dimension + smallest distance between this ancestor and any member in 

the dimension)/2 * (the total number of members in the dimension - the number of 

members retrieving this ancestor + 1). 
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Figure 4.10: Word-Net Taxonomy [51] 

Let us suppose that a dimension contains the members {car, truck, bike}; as seen in 

Figure 4.10, these words share the common ancestor wheeled vehicle. Suppose that this 

dimension also contained the word fork, which does not make sense but is chosen for the 

sake of this example. Then the common ancestor will be artifact, which is too vague. 

Therefore, we will consider placing the 70% ancestor match on top of the ancestor list rather 

than the 100% match. This type of decision is our goal when we construct the formula. 

Some dimension members are phrases. Therefore, it can be difficult to collect the 

common ancestor for these phrases, as we cannot be sure which word in the phrase is the 

most closely related to this dimension. In this case, we will retrieve the ancestors for each 

word in the phrase. However, if two words from the same phrase retrieve the same ancestor, 

then the one that has the smallest distance from the word will be picked. 
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Table 4.2 shows the ancestors and their scores corresponding to the dimension Type 

of Activity retrieved from Figure 4.11. It also shows the best word matched from the table 

title by measuring the semantic similarity between the ancestor and part of the table title. 

 
Source Statistics Canada: http://www40.statcan.gc.ca/l01/cst01/comm29b-eng.htm 

Figure 4.11: Extracting best dimension label match from the table title 

Table 4.2: Dimension members common ancestors and their best match from table title 

Common 
Ancestor 

Common Ancestor 
Score 

Common Ancestor 
Counter 

Best match 
from table title 

Act 10.5 26 activity 

Make 34.5 6 type 

Use 35.5 5 Use 

Activity 36 21 activity 

Search 37.5 4 activity 
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At the end of this step, the sorted list of common ancestors and their corresponding 

scores for each dimension will be retrieved. However, only those ancestors that appear for 

70% of the members are retained; the rest will be eliminated. Then, in the next step, this 

sorted list will be compared with the table title and the dimension header to decide the 

accurate label. 

Occasionally, dimension members which belong to a single dimension are listed 

directly in the table title without any common word or label to represent them, case 4 in 

Section 3.1.1.1, therefore, if the number of members are less than 5, it will be acceptable to 

be listed in the title, a sliding window techniques will be used to compare each member with 

part of the title. If match found for majority of the members then there is no need to 

proceed to assign a single label and find ancestor list, the combination of the dimension 

members is the dimension label. 

4.4.2.3 Comparing the Common Ancestor Sorted List with Testing Collection 

As mentioned earlier, the dimension header and the table title need to be compared 

with the ancestor sorted list in order to assign the dimension label. The dimension header, if 

applicable, is always compared first with the ancestor list because it is nearer than the table 

title and is more likely to be the dimension label, especially with sub-dimensions that appear 

in the Generalization-Specialization case. We call the temporary collection of words that 

include the dimension header and the table title the testing collection. The testing collection 

contains a list for each word from the dimension header and table title. We compare 

semantically each word in the testing collection with the ancestor list. If we find a match 

between an ancestor and the dimension header, we stop. As the list of ancestors retrieved is 

comprised of single words, it is compared with words from the testing collection. In most 
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cases, the highest-scoring ancestor is very similar to a word in the testing collection, but it is 

usually not an exact match. Thus, the comparison of the testing word with the chosen 

ancestor will be in a semantic, and not in a syntactic fashion. 

We use the semantic score presented in ―WordNet-based semantic similarity 

measurement‖ work [52] to measure the similarity in meaning between the retrieved ancestor 

word and the testing word. The score is usually assigned by rational numbers between 0 and 

1. Along this scale, ‗0‘ means that no similarity exists between the two words, and ‗1‘ means 

that the two words are synonyms or exactly the same. To simplify the process, we set a 

threshold of 0.9 to determine whether a word in the testing collection is similar enough to an 

ancestor word. When a word passes this threshold, it is retained in the top 5 match list. 

We must compare the ancestor-sorted list with the testing collection based on the 

order of highest-scoring ancestors to lower-scoring ancestors. It is not mandatory that the 

top ancestor should match any words within the testing collection. We may not find a match 

within the highest-scoring ancestor; in fact, we may instead identify a match within the 

middle-ranked ancestor. Therefore, we must continue comparing until we distinguish the top 

five matches from the testing collection. Those matches could be from different words in 

the testing collection.  

The words that are part of the table title could be the dimension label for any 

dimension, unlike the dimension header, which only belongs to only one dimension because 

it is only related visually to one dimension. Therefore, we must confirm that we are assigning 

the right part of the title to the corresponding dimension. This is because, for each 

dimension, we will retrieve the top five matches that correlate with the ancestor and with the 

table title. Those matches could link different parts of table title, as seen in the example in 
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Table 4.2. We notice that not all the top ancestors retrieve activity as the dimension label. 

Therefore, there are two possible cases when retrieving the match. 

1- Top Five Matches from the Ancestor List Match a Specific Word from the Testing 
Collection. 

This part of the title is a 100% match to the dimension. Therefore, this word from 

the testing collection will be assigned as the initial dimension label. 

2- Top Five Matches from the Ancestor List Match Different Words from the Table 
Title 

After examining all the dimensions to retrieve the top 5 match list and before 

assigning the final label, we will check each match list result retrieved for each dimension. If 

one of those dimensions has its top 5 ancestor list matches different words of the table title, 

as seen in Table 4.2, we will assign the first match as the dimension label, after making sure 

that it was not assigned to any other dimension. If it was already assigned to other 

dimension, then we will assign the second match. 

4.4.2.4 Assigning the Best Phrase from the Title 

When the ancestor matches a word in the dimension header, then the dimension 

label will be the entire dimension header phrase. However, this is not the case when 

assigning a dimension from the table title. This is because it contains many phrases or words 

belong to different dimensions and in some cases, it is not enough to represent the 

dimension by only a single word. Therefore, we must retrieve a phrase from the table title 

that contains the matched word. This procedure is done by retrieving the part of the phrase 

that contains the matched word and that starts and ends with the punctuation or 

preposition. Then, the best possible judgment is made for the words before, and after, the 
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preposition and they are checked for their relation, taking into account that they are not 

assigned to any other dimension. 

4.5 Identifying the Measure Dimension 

The measure dimension, which includes the measure unit, usually appears in the last 

row of the column header, or occasionally, in a spanning row in the middle of the table, in 

the case of tables that have more than one measure. Finding the measure unit dimension is 

done by checking those locations to find special characters; i.e., measure unit keyword 

pattern. Nevertheless, the measure dimension may not be sufficient for representing the 

measure in the table. Since it could have only a measure unit without any description of what 

is being measured, as in Figure 4.13. Therefore, we should find and attach the measure 

description to the measure unit to make the cube representation clearer. 

In Figure 4.12 and Figure 4.13, two statistics tables are shown. One contains the 

measure attached to the measure unit number of marriages, and the other shows only the 

measure unit by itself number. 
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Source: Statistics Canada: 
http://www40.statcan.gc.ca/l01/cst01/famil04-
eng.htm?sdi=marriages 

Figure 4.12: "Number of marriages" shows the 
measure unit with the measure 

 
Source: Statistics Canada: 
http://www40.statcan.gc.ca/l01/cst01/famil02-
eng.htm?sdi=divorces 

Figure 4.13: "Number" appears in the table 
without showing what we are 
measuring. It should contain the 
word "divorces" 

Because the cube contains both dimensions and measures, we need to identify the 

appropriate measure-related name to be attached to the measure unit, in cases where the 

measure does not contain a description. Having an understanding the table titles and how 

they are formed helps us to identify this measure-related dimension. By observing hundreds 

of table titles, we found that the first section in the table title usually represents the measure, 

as described in Section 3.1.1. 

4.5.1 Cases for finding the measure dimension 

The measure-related words or dimensions are found within the table and/or the 

table title. Below, are the different cases for deciding the identity of the measure dimension. 

1) The measure-related word is already attached to the measure unit; no need for 

further processing (Figure 4.12): 

 This case can be detected by syntactically comparing the words in the table title 

with the words attached to the measure unit. If a word, excluding a stop word, is 
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found in both the table title and attached to the measure unit, then it most likely 

represents what the table is measuring. 

2) The measure-related words are members in a dimension: 

 Occasionally, some dimension members are special words that are measure-

related. For example, if terms such as revenue and expenditure are found in a 

dimension, then that dimension represents the measure. It is not mandatory for 

all of the words to be measure-related keywords, providing that some of the 

members contain keywords to determine if they are a measure. 

 By extracting the appropriate dimension label for each dimension, one dimension 

could be assigned to the first part of the table title as the dimension label. Thus, 

the members are representing a measure-related dimension, and each member 

should be attached to the corresponding measure unit that has the same row or 

column coordinates. Nevertheless, we may have the option to flatten them, 

depending on the number of members appearing. 

3) No measure description is found with the unit and no measure-related dimension is 
found in the table: 

 In this case, as described earlier, the first part of the table title represents the 

measure, and that part should be attached to all of the measure units that are in 

the statistics table. (See Figure 4.13); Divorces should be merged with number, to 

give divorces in number. 

4) No measure unit is found in the table and no measure-related dimension is present: 

 In this case, the table designer would have assumed that it is obvious for readers 

that the unit is number. Therefore, in our method, we will assume that the 

measure unit is ―number‖ and we attach it to the first part of the title. 

4.6 Table Partitioning by Dimension Hierarchy 

A table may be partitioned horizontally into a number of sections. Each section is, by 

itself, a table, which inherits the table title and column headers of the parent table. Detecting 

table sections is usually fairly easy, either visually or by a program, by the presence of thick 
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horizontal lines (i.e., Section 4.2). Partitioning a table into a number of tables is sometimes 

justified even when no such lines are present. Consider the row header of the table in Figure 

4.14, it is obviously not a multidimensional cube with 5 dimensions (plus year dimension), 

i.e., ―type of dwellings‖, ―repair needed‖, etc., in the same sense that the table in Figure 4.8 is a 

table with 2 dimensional cube. The former one cannot find out the percentage of dwellings 

which are single-detached and need minor-repair, wherein in the latter, one can easily find 

out the data about a member of one dimension and another member of another dimension, 

i.e., ―French Only‖ and ―Exports and other foreign sales‖. This is the essence of 

summarizability of OLAP cubes and statistical tables [53]. The table in Figure 4.14 shows a 

non-linear hierarchy, i.e., a member can roll-up to different parents. In this case, a dwelling 

can be classified in 5 different ways. The summarizability cannot be maintained by non-linear 

dimension hierarchies. Thus the table should be partitioned into 5 different, two-

dimensional tables.  
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Source: Statistics Canada: http://www40.statcan.gc.ca/l01/cst01/famil09a-eng.htm?sdi=dwelling 

Figure 4.14: Table needs to be partitioned 

There are some clues that can detect this kind of hierarchy and determine if it need 

to be partitioned. First rule that we rely on is the summation rule. However, if the 

summation rule was not sufficient, the dimension member ancestor will be tested, although 

the results are not accurate as the summation rule decision. In the next sections, we discuss 

how the decision can be made numerically and linguistically. 
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4.6.1 Summation Rule 

The data presented in a statistics table is in numbers; they could be population, 

percentage, or average, etc. The numbers are useful for determining the relationships among 

the different levels in the headers. In most cases, the table represents the data, and at the 

same time, has special rows that summarize the results for a group of members. Usually, the 

summary does not help us to assign the appropriate dimension label, though it could help us 

to decide whether or not the group members are part of the same dimension. Furthermore, 

if all dimensions in the same header are summed up and their result is equal, the table should 

be partitioned to ensure summarizability for each cube. 

Let us separate each group of lines in Figure 4.14, beginning at the leftmost position, 

followed by a number of indented lines; e.g., the line ‗type of dwelling‘ followed by four 

other indented lines. The sum of the percentages under the column ‗2004‘ (associated with 

the four lines) is 100%. As a result, they should be segregated into separate tables. On the 

other hand, in Figure 4.15, the single response and the multiple responses should not be 

divided. As it is clear by the values in the first numeric data column that the total for single 

response plus multiple response are equal to the total population. This means this is a liner 

hierarchy and each single cell is counted only once. 
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Source: Statistics Canada: http://www40.statcan.gc.ca/l01/cst01/demo38a-eng.htm 

Figure 4.15: Statistics table where the summation rule work 

When applying the summation rule, it is sufficient to use the first column that holds 

the numeric values, since the other columns should have the same distribution of numeric 

values. Nevertheless, the summation rule does not always provide for the partitioning 

decision, since the relation between the numbers in the summation functions may not hold. 

The numbers could be in other equations not easily detected. Therefore, a linguistics 
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decision is needed by comparing between the dimensions members ancestors in the 

following section. However, we cannot guarantee the non-liner hierarchy in this case.  

4.6.2 Dimension Members Ancestors 

As indicated in the previous section, it may not always be possible for the summation 

in all tables to provide us with the decision for partitioning the table. Other undetermined 

equations may be in use, and the summation may not always work. Let us consider the 

statistical table in Figure 4.16, which shows the percentage of individuals using the Internet 

by different selected characteristics. Each individual can be in all the categories, as they cover 

nearly all individual characteristics. Having all of the characteristics for one individual in one 

cube would be insufficient because of the double count. Nevertheless, detecting the double 

count by the summation rule is not possible in this case, other equation is used of which we 

are not aware; for example, the summation of males and females in the table should be 100%, 

but in this case, it is 135.8%, and this is obviously not equal to the age group members. 
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Source: statistics Canada: http://www40.statcan.gc.ca/l01/cst01/comm35a-eng.htm 

Figure 4.16: A Statistics table should be partitioned where summation rule does not work 

For cases such as the one above, the ancestors heuristic must be applied. This 

heuristic is based on linguistic processing. As we discussed in Section 4.4, about finding the 

dimension label, we retrieve the ancestors for the members in each dimension. Having the 

ancestors will help us to make the decision to assign the appropriate dimension label. 

Continuing with the example from Figure 4.16, we find that each dimension extracted from 

the row header is not related in meaning to each other. Our solution for assigning 

dimensions labels, however, will assign ―characteristics‖ taken from the table title to the 

dimensions that contain: ―Household type, Sex, Age, Level of education, and Personal income 

quartile‖. Therefore, we will compare the group of members in the lower level of the header 
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if they share ancestors with other dimensions in the same level. For example, the ancestors 

of the ―Level of Education‖ members will differ greatly from the ancestors for the ―Household 

type,‖ so that the group ancestors will not intersect. Therefore, this table should be 

partitioned into sections that each inherits the column header and the table title. This kind of 

partitioning may not guarantee that the table is divided to ensure summarizability, but it 

would guarantee that the cube members in the same dimension are related to each other and 

that they do not discuss different topics. 

4.7 Table Integrator 

Some statistics web sites do not include all possible classification dimension 

members for a single dimension within the same statistics table, (see Section 3.2). The data is 

placed outside the row and column headers due to space constraints, we will call this data as 

special links. In these instances, the collection of members for a single dimension existing 

outside the statistical table is represented by links. The links lead to other statistics tables that 

contain the new collection of members. In our particular model, we will collect the external 

dimension members to help us identify the dimension label for the dimensions that belong 

within the table header, since it is more difficult to assign a dimension label for one member, 

than to a group of members (see Section 4.4.2.1). In any case, collecting the members will 

not guarantee that the other table will be merged, since we did not confirm whether or not 

the other dimensions for the other table can be used in the integration. Our main rule for 

integrating two tables is that all of the dimensions in each table should be the same, before 

the tables can be merged.  

For each table, we check each dimension, and for each dimension, we check the 

dimension label or the dimension members. The dimension label is checked first, because, if 
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one group of the members in that dimension appears in one table and the other group 

appears in the other table; for example, if we know that each group contains provinces but 

their members are different, we have to merge them. Furthermore, the members are checked 

because, in some tables, a false result could occur in assigning the dimension label in one of 

the tables. Therefore, we will make a syntactical comparison between the members to 

determine whether or not they are the same. By checking all of the dimensions, we can make 

a clear decision about integrating the different statistical tables. 

4.8 Domain Integrator 

A domain consists of a set of values from which a dimension draws its members. 

The purpose of domain matching is two-fold: to identify the dimensions that share the same 

domain, and to find a proper label of a dimension which is not yet labeled (see Section 

4.4.1.4). A domain of a dimension, as defined in this thesis, is similar to a domain for an 

attribute in the relational model. The members of matched dimensions that share the same 

domain are drawn from the same collection of members, but they do not necessarily contain 

the exact same set of members. In this sense, dimension-matching is similar to attribute-

matching, as part of schema-matching. We opt for an unsupervised learning approach, but 

our rules for matching are quite different. First of all, some dimensions may not have a name 

to begin with, since the program cannot infer the name from the metadata within the table, 

especially from the table title. In fact, one of the main reasons for dimension-matching is to 

locate the label of a dimension, as discussed in Section 4.4.1.4. On the other hand, two 

matching dimensions will most likely have the same dimension labels, and vice versa. In our 

matching process, we keep a list of dimensions, with or without labels. Whenever a 

dimension is derived (with or without a label), an attempt is made to match the dimension 
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with one of the dimensions on the list. If a match occurs, the union of the members of the 

two dimensions replaces the members of the dimension already on the list. If either of the 

matched dimensions has been labeled, the other one will be given the same label. Each 

domain will contain a group of words that are related to each other. For example, in one 

domain list, we will have the names of provinces. The list may change based on the different 

table being tested. In some cases, for instance, the list might contain the province Quebec, but 

instead of simply Quebec, it is replaced by Quebec, Francophone and Quebec, Anglophone. These 

sub-categories would not appear in the same domain list with Quebec, but they would appear 

within another domain containing provinces without Quebec. 

To define the matching process, we syntactically compare the two lists of members. 

We check the dimension label first, and if the two lists carry the same dimension label, we 

can determine syntactically whether or not the two groups of members intersect with a low 

threshold. We will not apply the union of these groups directly without confirming the label, 

because we cannot guarantee that the dimension label was assigned correctly. On the other 

hand, if the dimension labels are different, then we will make the decision to merge by 

syntactically intersecting the dimension members with a high threshold. 

http://en.wikipedia.org/wiki/Francophone
http://en.wikipedia.org/wiki/English_language
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5. Experimental Results 

 

In Chapter 4, we described the algorithms that allow for the extraction of data and 

metadata from multidimensional tables to create cubes. The cubes are designed to help users 

to query specific statistical data. In this chapter, show the effectiveness of our information 

extractor as described in Chapter 4. Section 5.1 provides an overview of the system; and 

Section 5.2 presents our experiments and the results by using tables form Statistics Canada 

[54]. To prove that our multidimensional table extractor is accurate for other statistical 

agencies, in Section 5.3, we apply it with table from Statistics Austria [55] and Statistics 

Finland [56]. 

5.1 Overview of the System 

The system is designed by implementing the algorithms discussed in Chapter 4, so 

that users can choose the statistics tables to be retrieved and stored in a cube. Users do this 

by submitting the URL containing the statistics table. Then, based on the information 

presented for the retrieved HTML page, the cube is generated and integrated with other 

available tables from the website. With regards to the cube, the measure should be identified 

and each dimension within the cube should have a label, and the members can be organized 

as one level or as a hierarchy. In the future direction of this work, the system will be 

automated so that it will retrieve all of the HTML tables for an organization and process 

them at the same time. 
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5.2 Performance assessment 

To test the performance of our system we need to use real data, which is available 

online for statistics readers and researchers. At the UN data website [57], a list of statistics 

web sites can be found for all countries. From the list, we analyzed the tables and 

determined that most of them are presented in a standardized way. We tested the summary 

tables in Statistics Canada website because it has a wide range of HTML multidimensional 

tables on various subjects; the dataset contains 800 randomly selected tables. They are 

domain-independent and cover such topics as: education, construction, household, travel, 

etc. Some may be part of a series, with the same table subject, but with different dimension 

members, which is important in our table integration test methodology, i.e., the extended 

table model.  

In Table 5.1, we show experimental results for our system process. Each process had 

a different number of components tested, which was different from the number of tables. 

The main system processes are: 

1) Deriving the dimension and extracting the dimension label 

The number of components in this process depends on the number of dimensions 

found in each table. The total number of components is the total number of 

dimensions extracted from all tables processed. Successful components are extracted 

with a correct full dimension and appropriately assigned label. 

2) Identifying the measure dimension 

The number of components for testing the measure dimension is determined by the 

measure dimensions found in the table. Each correct component should have a 

measure unit attached to a measure-related word or dimension. If a measure unit is 

retrieved without attaching the appropriate measure-related word, it is considered as 

a failure for the process. 
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3) Partitioning the table 

The number of components tested for the partition depends on how many sections 

the tables can be partitioned into. The successful result occurs when the table is 

partitioned into the correct number of sections. 

4) Table integration 

This depends on how many series of tables are found in the dataset. The series 

should be integrated to form one complete cube. Each series of table is considered 

as one component and each failure to integrate all of the tables in the same series is 

considered as a failure for one component. 

5) Domain integration 

The number of integrated domains depends on how many domains are to be 

extracted by integrating all of the dimensions. A domain is successfully integrated if 

all of the similar dimensions are integrated into one group.  
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Table 5.1 : Experimental results 

Process name Number of components Success rate 

Deriving the dimension and 
assigning the dimension label 

2446 91% 

Identifying the measure dimension 877 90.3% 

Partitioning the table 889 93.7% 

Table integration 119 92% 

Domain integration 50 96% 

5.3 Real examples from different statistics agencies 

To confirm that our method works for different government agencies that have 

HTML multidimensional tables (in English), we present our results for the following tables. 

5.3.1 Statistics Austria 

Figure 5.1 shows an example of a table taken from Statistics Austria [55]. The data is 

presented in different formats, with one of them being HTML.  This table was successfully 

tested in four components, and no table integration was needed. 

In this table, the summation rule works perfectly; for example, in the sum of the sex 

section (3rd and 4th rows) and the 1st column (3 217 240+ 3 716 665= 6 933 905). The sum 

for the marital status section (15th to 18th rows) and the 1st column are also equal to 6 933 

905, and the rule also works for the other sections (age groups, nationality, and country of 

birth). Because of the equality in the summation results for all sections, the table needs to be 

partitioned. 



 

 64 

Regarding the assignment of labels for the dimensions, each dimension in the row 

header gets its label from the dimension header that appears above. For example, Austrian 

and non-Austrian have nationality as their labels, and the same applies for the other 

dimensions in the same header.   The time dimension, on the other hand, is indicated by a 

keyword pattern indicating the year range.  Finally, the table has no measure unit or measure-

related dimension. Thus, our system will assign Population in number as the measure 

dimension. 

 
Source Statistics Austria 

http://www.statistik.at/web_en/statistics/population/population_censuses/population_by_demographic_characteristics/0
28545.html, January 2011 

Figure 5.1: Table form Statistics Austria 

http://www.statistik.at/web_en/statistics/population/population_censuses/population_by_demographic_characteristics/028545.html
http://www.statistik.at/web_en/statistics/population/population_censuses/population_by_demographic_characteristics/028545.html
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5.3.2 Statistics Finland 

Figure 5.2 shows an example for a table from Statistics Finland [56]. The table was 

successfully tested for three components, without a need for integration or partitioning. 

In this example, no measure unit is present, so the system will retrieve Deaths in 

number as the measure. With regards to the dimension label and the extractions, the title 

provides no clue about the label for the words Male and Female, which should be Sex. 

Consequently, the domain integration needs to be checked for what was already collected 

from other tables, so that the correct label can be indicated. The Time range 1989, 1999, 

2008, and 2009 are indicated as time, based on the keyword pattern. The last dimension 

extracted from the row header will be labeled, Causes of death. 

Source Statistics Finland, http://www.stat.fi/til/ksyyt/2009/ksyyt_2009_2010-12-17_tie_001_en.html , January 2011 

Figure 5.2: Table from statistics Finland 
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5.4 Analysis of Failed Cases 

Our experiments show that a good number of components had successful results. 

Nevertheless, some false results were seen, which are discussed in the following sections. 

5.4.1 Deriving the Dimensions and Assigning Dimension Labels 

Most of our experiments showed that a suitable dimension label was assigned; 

however, for some dimensions, the system failed to distinguish a proper label; for example: 

 Figure 5.3 includes a dimension that should have two dimension labels – age and 

sex; however, in our method, we assume that only one dimension label is used for 

each dimension. 

 Figure 5.4 includes some dimension members that change over the years. For 

example, Y.T. could stand for both Yukon Territory and Yukon. Our 

abbreviation rule can determine that Y.T. stands for Yukon Territory; however, it 

cannot distinguish that Y.T. stands for Yukon, which appears in the special links. 

This is actually solved later by applying the domain integration.  

 Figure 5.5 shows an example where a more suitable dimension label can be 

found within the table title, instead of from the dimension header. Based on our 

algorithm, the dimensions under the header, ‗persons in family household‘ are 

assigned this as their dimension label. Still, the table title contains a much better 

dimension label: ‗living arrangements’. 

 Figure 5.6 illustrates that some dimension members are not well represented in 

WordNet, in terms of retrieving their ancestors and finding a match within the 

table title. For example, ancestors retrieved by WordNet do not allow for the 

matching of full-time or part-time with ‗registration status’. 
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Source: Statistics Canada: http://www40.statcan.gc.ca/l01/cst01/famil126a-eng.htm 

Figure 5.3: Age and sex appears in the same dimension member 

 
Source: Statistics Canada: http://www40.statcan.gc.ca/l01/cst01/labr83l-eng.htm 

Figure 5.4: Yukon should be written as Yukon Territory 
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Source: Statistics Canada : http://www40.statcan.gc.ca/l01/cst01/famil52a-eng.htm 

Figure 5.5: Wrong dimension label assignment to show living arrangements 

 
Source: Statistics Canada: http://www40.statcan.gc.ca/l01/cst01/educ53a-eng.htm 

Figure 5.6: Registration status does not match full-time with part-time 

5.4.2 Measure Dimension 

In a small number of cases, the first part of the table title does not contain the 

measure, though in our heuristics, we assume it comes first. The table title is usually concise 
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and does not contain extra information; for example, Figure 5.7, which contains admissions to 

provincial and territorial programs as the second part of the title. 

 
Source: Statistics Canada: http://www40.statcan.gc.ca/l01/cst01/legal42a-eng.htm 

Figure 5.7: The measure represented in the second part of the title 

5.4.3 Table Partitioning 

Table partitioning can be problematic if the visual clues outlining the header are not 

clear (see Figure 5.8). This may lead to double counting in some instances, for the same 

visual representation. The problem can be solved by using the summation rule and testing a 

group of members within the same visual representation and determining if each 

permutation is equal to the other permutation. If they are equal, the table can be split, 

though this is not considered in our system and is dealt with in future work. 
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Source: Statistics Canada: http://www40.statcan.gc.ca/l01/cst01/labr69a-eng.htm 

Figure 5.8: Double counting (non-linear hierarchy) 

5.4.4 Table Integrator 

The goal of table integrator is to integrate multiple tables that carry the same 

dimensions and measure, but appear in different web pages. Thus, the dimension members 

will be integrated and represented within the same dimension and the same cube. For 

example, in Figure 5.9, the dimension members that should be integrated are under Program 

level, which is not included in the table. In this case, since we are unable to identify the 

dimension, we cannot carry out the integration. 
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Source: Statistics Canada: http://www40.statcan.gc.ca/l01/cst01/educ60a-eng.htm  

Figure 5.9: The dimension program level is not part of the table 

5.4.5 Domain Integrator 

As illustrated earlier, the goal for domain integration is to collect similar dimensions 

and combine them into the same group. This depends on the data in the collection. 

Therefore, the more dimensions being tested, the more accurate the results, since we rely on 

members overlapping between the dimensions. One of the failures in the testing was due to 

the combining of domains for US states. On the Statistics Canada website, two tables list the 

top 15 states; however, the two dimensions share a small number of members (i.e., states). 

Consequently, the two dimensions do not pass the threshold for the merging of the two 

dimensions. 
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6. Conclusion 

 

A vast amount of useful information is available online, especially from the well 

maintained websites of government agencies. The statistical data is often published online in 

the form of multidimensional tables, for the purpose of answering user questions and 

providing information, and may also be valuable for ongoing research studies and 

applications. In this thesis, an information and metadata extractor was designed and 

developed for use with multidimensional tables. 

6.1 Summary 

Extensive research has been conducted on the extraction of information from online 

sources. While many of the studies tend to extract large volumes of information from 

relational tables, the metadata extracted from multidimensional tables is of an inferior 

quality. This thesis contributes to the knowledge in several areas: 

 By presenting the problem of extracting from multidimensional tables, we show 

how certain applications can benefit. We also present an overview of related 

work. 

 We created a method to understand the components of multidimensional tables, 

and to identify the dimensions representing the cube. The components can be 

extracted by knowing the visual clues that are common to the design of 

multidimensional tables. In addition, we determined whether a dimension is a 

single-level or a multi-level dimension, as a form of Generalization-

Specialization. This was accomplished with a linguistic approach to check if the 

higher member in the header hierarchy can act as the generalized word for the 



 

 73 

lower group of members. Furthermore, we can also confirm this relationship by 

using the summation method to check whether or not the higher member 

numeric value is a summation for the lower member group. 

 We assigned labels for the dimensions, taking advantage of the table title 

appearance, and the multi-level representation in the row or column headers. 

Assigning dimension labels is especially challenging, because the members of the 

dimensions can be phrases, and typically are not common knowledge (i.e., they 

depend on the purpose of the table). We can assign a label for the dimension 

members by applying our techniques, using WordNet ontology, keyword 

patterns, and the results of domain integration. 

 We developed strategies for table partitioning and table generation in the context 

of table canonicalization. Where most studies tend to transform one table to one 

component, which is either a relational table or a cube, in this research, we show 

that one multi-dimensional table can be divided into more than one cube, to 

guarantee summarizability and the integration of multiple multi-dimensional 

tables into one cube, for the full classification of a dimension. Use of the 

summation rule is crucial for the decision to partition tables. Alternatively, 

checking the dimensions and their members in different tables is crucial for the 

decision to integrate tables. 

6.2 Future Directions 

From our results for extracting information from multidimensional tables, several 

possible enhancements may be explored in future research: 

The summation rule, discussed in Section 4.6.1, can help in determining the 

aggregation member of the dimension and the decision to partition tables. The summation 

total is retrieved for all members with the same visual clues. In some rare cases, the 

aggregated members could have the same visual clues as those of the other members. 

Therefore, the summation for permutations along the members with the same visual clues 
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needs to be calculated, and the results compared with all other members of that group. In 

addition, in this research, we only applied the summation function, and in some cases, the 

average was used; however, the kind of equation being used by a given multidimensional 

table must be ascertained, and the results must be checked using that equation. 

For the measure dimension, the measure-related dimension must be found; it can be 

retrieved by knowing the relationship with the first part of the table title. Since the table titles 

are human-generated, other rules must also be determined, especially for different kinds of 

multidimensional tables. Therefore, we can utilize the previous assigned measures to 

improve the measure identification. 

In this research, table integration was accomplished by merging tables with the same 

dimensions, though one of the dimensions is not a complete classification for the members. 

The initial list of tables used to test the integration was found from the special links in the 

same webpage. Furthermore, a dimension member needs to be displayed in both special 

links and in the table header. Thus, this integration could be improved by finding if a relation 

exists between a set of special links and the table title, without considering the appearance of 

the dimension member in the table header. As a future area of research, we intend to 

perform the table integration testing without a reliance on the special links. In addition, the 

domain integration needs to be improved, so that the best possible title can be assigned to 

the results. 

In Chapter 1, the kinds of applications that could benefit from this research were 

mentioned; specifically, question answering, faceted search, and ontology generation. Further 

work is necessary to clarify how these applications would be improved. The 
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multidimensional extractor also, should be able to extract tables in PDF documents or other 

format that are able to be converted to the HTML format. 
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