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Abstract

The exchange stiffness, Aex, is one of the key parameters controlling magnetization reversal

in magnetic materials but is very difficult to measure, especially in thin films. We devel-

oped a new technique for measuring the exchange stiffness of a magnetic material based on

the formation of a spin spiral within two antiferromagnetically coupled ferromagnetic films

[1]. Using this method, I was able to measure the exchange stiffness of thin film Co alloyed

with Cr, Fe, Ni, Pd, Pt and Ru. The results of this work showed that the rate at which a

substituent element reduces the exchange stiffness is not directly related to its effect on

the magnetization of the alloy. These measured trends have been understood by combining

measurements of element specific magnetic moments obtained using X-ray magnetic circu-

lar dichroism (XMCD) and material specific modeling based on density functional theory

(DFT) within the local density approximation (LDA). The experimental results also hint

at significant reduction of the exchange stiffness at the interface that can account for the

difference between our results and those obtained on bulk materials.
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Chapter 1

Introduction

According to Eric Schmidt, the CEO of Google, 5 exabytes, that is 5×1018 bytes, of infor-

mation are created every two days and this has to be stored somewhere. In this technolog-

ical revolution there is an ever increasing demand for more hard drives with more storage

capacity. Over the last several decades information storage has shown some remarkable

progress with hard drive capacity doubling almost every 12-18 months [2, 3]. Since the

first hard drives were produced in 1950, the storage capacity per disk has increased by

factor of 150,000 [2], a number which is all the more impressive when one realizes that

current hard drives have a 3.5" diameter disc, whereas, in the 1950s, a hard drive consisted

of around fifty 24" diameter discs. Taken together, the recording density has increased by

a factor of 65×106.

The increase in the areal density has been due largely to changes in the three main

magnetic components of hard drives: 1) the recording media, 2) the write element of the

magnetic head, and 3) the read element of the magnetic head [2–4]. However, new tech-

nologies are going to be required if information storage is going to continue to increase at

anything close to this historical rate [2–5].

As shown in Figure 1.1, the write head is made from an monopole electromagnet with

a high magnetization saturation, Ms, material acting as a core [4]. As the write head passes

over the disc, the magnetic field produced by the write head sets the magnetization direction

of the magnetic grains in the disc, thereby storing information in the magnetic state of

the grain. The maximum write field is limited by the Ms, of the materials in the write

head monopole. Write heads currently use an Fe65Co35 alloy in the core of the monopole

1
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Figure 1.1: Hard drives consist of two major parts: a recording head and magnetic me-

dia. The recording head consists of a write head that produces a large magnetic field to

reverse the magnetization in the media, and a read head which measures the magnetization

of media. The read head is a GMR sensor that is made from a pinned and free magnetic

layers separated by a non-magnetic spacer layer. The magnetization direction of the free

layer reacts to the magnetic field produced by the media. The relative orientation of the

magnetization of the free and pinned layer determines the resistance of the sensor, thereby

indicating the magnetization state of the media. Reprinted from Wood [4]; used with per-

mission from Elsevier.

electromagnet to produce magnetic fields up to 2.4 T, which is equal to 4πMs of this alloy

[6].

The read head is made of a giant magnetoresistance (GMR), or more recently a tunnel-

ing magnetoresistance (TMR), sensor [2–4]. Magnetoresistance (MR) is the phenomenon

where the magnetization of a material affects its electrical resistance. GMR and TMR ef-

fects are present in multilayer structures containing two ferromagnetic layers separated by
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a non-magnetic spacer layer [7–9]. GMR is present in structures with a conductive spacer

layer while TMR is observed in structures with an insulating spacer layer. The resistance

of this tri-layer structure depends on the relative orientation of the magnetization of the

ferromagnetic layers. The resistance is smallest when the magnetizations are parallel and

largest when they are antiparallel [10].

The development of GMR and TMR sensors enabled dramatic improvements in record-

ing density. For the discovery of GMR, Albert Fert and Peter Grünberg were awarded the

Nobel Prize for physics in 2007 [10]. The two magnetic layers in a GMR sensor are called

the pinned and free layers [11]. The magnetization of the pinned layer is fixed perpen-

dicular to the surface of the disc. A small external magnetic field is applied to align the

magnetization direction of the free layer perpendicular to the magnetization direction of

the pinned layer, and therefore parallel to the surface. This is done to maximise the sen-

sitivity of the sensor. The magnetic moments in the free layer interacts with the magnetic

fields from the media. This causes a change in the direction of the magnetization of the free

layer, and consequently a change in the relative orientation of the magnetic moments in the

free and pinned layers. Since the resistance depends on the relative orientation of magnetic

moments in the free and pinned layers, measuring the resistivity across this sensor indi-

rectly indicates the magnetization direction of the free layer, and therefore the strength and

direction of the magnetic field produced by magnetic grains in the media.

Substantial improvements have also been made in the media to improve performance

[2–5, 12]. Magnetic media stores information in the magnetization direction of a small

area of the disc containing several magnetic grains. Reducing the grain size increases the

recording density because the magnetic transition between two bits, which is related to the

grain size, decreases. Also the signal-to-noise ratio (SNR) is proportional to the square root

of the number of grains per bit [11–14]. So with smaller grains, more bits can be fit into

the same area without negatively impacting the SNR.

While smaller grains are preferable they are less magnetically stable. The magnetic

energy of a grain is KV where K is the magnetic anisotropy constant and V is the volume

of the grain. In order for the magnetization to be considered stable, the magnetic energy has

to be 40 times larger than the thermal energy, kBT , where kB is Boltzmann’s constant and T

is the temperature [12, 14, 15]. For this reason, smaller grains must have larger anisotropy

constants such that KV/kBT > 40. The field required to reverse the magnetization of a grain
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with an anisotropy constant K is proportional to K
Ms

. One way to improve the recording

density is to match increases the field produced by the write head with high anisotropy

materials for the media. This is unlikely, however, because it would require the invention

of easily manufactured materials with larger Ms than that of FeCo at hard drive operating

temperatures. Another option is to develop new techniques for magnetization reversal of

the grains. Two of the most researched methods for modifying magnetic reversal involve

exchange coupled media and heat-assisted magnetic recording (HAMR) [14, 16–20].

HAMR systems use targeted heating to assist in writing [14, 16]. K drops with temper-

ature, which allows for magnetization reversal of grains with arbitrarily large K at existing

head fields at higher temperatures. Upon cooling, the anisotropy will return to its initial

value thereby maintaining thermal stability of the grain. Recently, Seagate Technology

demonstrated that HAMR can be used to record densities of 1Tbit per square inch, the

largest ever for magnetic media [21].

Another option is to construct the magnetic recording layer out of 2 or more magnetic

layers with a grading of anisotropies, in so called exchange coupled composite (ECC) me-

dia as shown in Figure 1.2 [17–20, 22].

ECC media, like HAMR media, should be writable with current head fields. The re-

versal dynamics in exchange coupled media have been studied quite thoroughly by Dieter

Suess [17–19], an example of which is shown in Figure 1.3. The small anisotropy layers

begin to rotate first under the external field. Due to the strong direct exchange coupling in

the magnetic grains the reversal of the soft layers creates an additional torque that helps

magnetization reversal of the higher anisotropy layers. The coercivity of ECC media can

be up to 10 times lower than that of single recording layer media with the same magnetic

energy of the grains [17–20, 22].

The largest obstacle to the production of exchange-coupled media lies in finding mag-

netic materials with the required magnetocrystalline anisotropy K, saturation magnetization

Ms, and exchange stiffness Aex. K and Ms are easy to measure. However, Aex is very diffi-

cult to measure, especially in thin films. Aex describes the strength of the direct exchange

interaction between magnetic moments in a ferromagnet. Thus, it controls non-uniform

magnetization reversal of ECC media.

In 2010, Girt et al. [1] proposed a new method for measuring the exchange stiffness in

thin films using micromagnetic simulations. Typically the exchange stiffness of a material
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Figure 1.2: Exchange spring media, shown on the right, consist of at least two magnetic

layers with graded anisotropies as opposed to the conventional single recording layer me-

dia, on the left. Both structures can have the same thermal stability, but ECC media reverse

at much lower applied fields. Khigh, Kmod, and Klow identify regions of high, moderate

and low magnetic anisotropy in the grain. Reprinted from Suess et al. [19]; used with

permission from Elsevier.

is measured by exciting magnon modes using ferromagnetic resonance (FMR), Brillouin

Light Scattering (BLS), or neutron scattering (NS). FMR, BLS, and NS measure Aex from

the dispersion curve of spin waves in the ferromagnet. The energy required to excited a

spin wave is given by [23, 24]:

Emagnon = h̄ω = h̄γ

[(
H0 +

2Aex

Ms
Q2
)(

H0 +
2Aex

Ms
Q2 +4πMs

)] 1
2

, (1.1)

where: γ is the gyromagnetic ratio, H0 is the applied field, Q = nπ

L is the magnon wave

vector, L is the sample thickness, and n = 0, 1, 2, 3 . . . indicates the homogenous, first,

second, third, etc. modes. This energy is inveresly related to the film thickness. At zero
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Figure 1.3: Simulation performed by Suess et al. [19] on a two layer ECC system demon-

strating the non-uniform reversal of the media. The figure shows the direction of the mag-

netic moments during reversal. A is the initial state and E is the reversed state. The soft

layer on top rotates first and through the exchange interaction, aids in rotating the magne-

tization of the bottom layer. Reprinted from Suess et al. [19]; used with permission from

Elsevier.

field, the frequency, f , of the first order magnon mode is 580 GHz as calculated from

Equation 1.1, with Aex= 1.5×10−6 erg/cm, Ms=1250 emu/cm3, γ = gµB
h̄ , g is the electron

g-factor, µB is the Bohr magneton, and L = 100 Å. This frequency cannot be generated

with FMR and the free spectral range of the interferometers used in BLS cannot resolve

such large frequencies. NS measurements may only be done in reflectivity mode due to

the large penetration depth of neutrons. For these reasons these techniques are usually

used for measuring the exchange stiffness of films exceeding 300 Å in thickness [24–26].

Micromagnetic simulations are not limited by the thickness of the magnetic layers. In this

study, I will show that this method may be used to measure the exchange stiffness of films

down to 24 Å in thickness and perhaps further.

Co is the only 3d elemental ferromagnet with lower than cubic bulk symmetry. There-

fore, it has a much larger magnetocrystalline anisotropy than Fe or Ni, the other 3d fer-

romagnets. Moreover, high anisotropy Co alloys can be fabricated at room temperature.

For these reasons, current recording media are made primarily from Co alloys. Hexagonal

Co has among the highest Aex of the metallic ferromagnets. Measurements of Aex indicate

a large descrepency in the values: 1.8 ± .3 × 10−11 J/m from BLS [24], 2.7 ± .1 ×
10−11 J/m from neutron scattering [27], and 2.1 × 10−11 J/m from FMR studies [28].

As already mentioned, all these measurements were done on thick films and may not be
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accurate for the thin film structures used in hard drives.

In this thesis, it will be shown that the exchange stiffness of a ferromagnetic layer can

be determined by fitting M(H) curves of two ferromagnetic layers antiferromagnetically

coupled across a non-magnetic Ru spacer layer with a simple micromagnetic model. The

thesis will start with an explanation of the methods used to deposit the structures, followed

by the techniques used to measure the structural and magnetic properties of the films. The

next section covers the micromagnetic models used to simulate the tri-layer structure. The

penultimate chapter presents the results of these experiments. The exchange stiffness of

Co alloyed with Cr, Fe, Ni, Pd, Pt, and Ru is presented along with measurements of the

thickness dependence of the exchange stiffness of Co. The work is summarized in the last

chapter.



Chapter 2

Experimental Procedure

This chapter addresses the deposition and measurement techniques used in this thesis. The

first section discusses the sputtering deposition used in fabricating the multilayer structures.

The next section explains the X-ray techniques used to determine the structural properties

of the films. The magnetometry was performed using both a Superconducing Quantum

Interference Device (SQUID) and Vibrating Sample Magnetometer (VSM). The principles

behind both of these experiments are explained. The final section is a short explanation

of X-ray Magnetic Circular Dichroism (XMCD), an experimental technique that was used

to measure the magnetic moments of individual elements in the alloys. While I did not

perform the XMCD measurements, the results of these measurements aid in understanding

the observed trends of Aex.

2.1 Sample Deposition

The magnetic films studied for this thesis were deposited at room temperature onto Si (100)

substrates using Direct Current (DC) and Radio Frequency (RF) sputtering techniques.

(100) refers to the atomic plane orientation aligned with the substrate surface. Prior to the

deposition, the substrates were cleaned in heated hexane and methanol baths to remove

organics from the surface and rinsed in de-ionized water. All three processes were aided by

ultrasonic agitation. Upon removal from de-ionized water the wafers were blown dry with

N2 gas.

Sputtering deposition works by colliding high kinetic energy gas particles with a target

8
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Target (cathode)

N
S

N
S

N
S

Substrate

DC E field direction
B field lines
free electrons
Ar+ ions
Target atoms

RF E field directions

Figure 2.1: Sputtering requires the transfer of kinetic energy from the plasma to atoms in

the target in order to eject target atoms towards the substrate. Magnets below the target

trap electrons in helical orbits around the magnetic field lines. These electrons ionize Ar

atoms that are then accelerated by the electric field towards the cathode target, which upon

impact, free both the traget atoms that get deposited on the substrate, and electrons that

get trapped in the magnetic field to continue the process. This schematic only shows one

out of the six sputtering guns in the deposition chamber. In the case of DC sputtering the

target always acts as a cathode to attract Ar+ ions.As such, the E field lines point toward

the target and are perpendicular to the target surface. In case of RF sputtering, the potential

of target varies periodically from positive to attract electrons and negative to attract Ar+

ions. In this case, the E field lines constantly change direction but remain perpendicular to

the target surface. The direction of the field, in both cases, is shown in the figure. The E

field exists throughout the figure, however I am only showing a few lines that are important

in accelerating the Ar+ ions towards the target.
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material in order to eject atoms from the target onto a substrate as shown in Figure 2.1.

The kinetic energy of the gas atoms comes from ionizing the Ar gas subjecting it to a

large electric field produced by applying a large negative voltage to the target. The plasma

formed during the sputtering process consists of Ar+ ions produced by collisions between

neutral Ar atoms and electrons trapped by the magnetic field above the target which have

been accelerated in the electric field. This magnetic field is produced by a ring of magnets

below the target as shown in Figure 2.1. Ar+ ions are then accelerated towards the target

by applying a negative voltage to the target. Upon impact, the ions eject both target atoms

and electrons. Many of these electrons get trapped by the magnetic field and continue the

ionization process. Figure 2.1 only shows one of the six sputtering guns that are equidistant

from the substrate. Each sputter gun was used for a different material.

DC sputtering only works with targets made from conductive materials. The reason

being that the target must serve as the cathode in order to attract the Ar+ ions during the

sputtering process. However, during collisions between the Ar+ and the target, electrons

are also ejected from the target. For conductive materials the loss of negative charges is

replenished by passing a DC current through the target. This does not work with insulating

materials. Sputtering insulators requires RF sputtering where the voltage applied to the

target oscillates between negative, to attract Ar+ ions, and positive, to attract electrons

in order to replenish the negative voltage to the target. RF sputtering works with both

insulators and metals while DC sputtering only works with metals.

The sputter deposition rate depends greatly on the type of gas used, the pressure of

the gas, and power dissipated in the target. For the most efficient deposition, the gas used

should have the same atomic weight as the atoms of the target materials. Ar matches

relatively well with the light transition metals. This maximizes the energy transfer into

the target atoms, preventing the Ar atoms from reflecting off the target and impacting the

substrate.

As mentioned above, the pressure of the gas in the chamber during deposition affects

the deposition rate. The mean free path of the sputtered atoms is smaller at higher pres-

sures. Collisions between the target and gas atoms change the direction and reduce the

kinetic energy of the target atoms. The direction change causes atoms to miss the substrate,

resulting in a small reduction of the deposition rate. Once these low energy atoms contact

the surface of the substrate they do not have energy to diffuse along the surface to find the
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lowest energy position leading to a rougher deposited film surface. To obtain smoother

films the Ar pressure in the chamber was kept as low as possible. Deposition of Ta and Cu

was at 1.7 mTorr while the magnetic layers were deposited at 2.2 mTorr.

The base pressure of the system was below 10−7 Torr, generally hovering around

7 ×10−8 Torr. Lower base pressure indicates that less N2, O2, water vapour, and organic

gasses are present in the chamber. Contaminants in the deposition chamber reduce the

quality of the films.

I grew two types of films for this project. The first group consisted of single layers

of each element, grown specifically for calibrating the deposition rates of the sputtering

guns. These calibration samples were grown on glass substrates. The second set of films I

deposited are shown in Figure 2.2, were used for measuring the exchange stiffness in thin

film Co and Co alloys. These were grown on Si (001). The magnetic structures consisted

of a two magnetic cobalt-based, CoX, layers anti-ferromagnetically coupled across a thin

Ru spacer layer, CoX/Ru/CoX. X is the alloying element, one of Cr, Fe, Ni, Pd, Pt or Ru.

The magnetic layers were sandwiched between a 50 Å thick seed and capping layers both

of Ru.

The Ru seed layer was deposited on top of 30 Å of either CrTa or Ta followed by 100 Å

of Cu. The orientation of the Cu, Ru, and Co layers were unaffected by the choice of

CrTa or Ta. Cu has a face-centred-cubic (fcc) crystal structure and grows along the [111]

direction on top of Ta. Figure 2.3 shows that the atoms on the (111) planes of the fcc

structure are arranged in a hexagonal pattern like those on the (0002) planes of the hcp

structure. The only difference between these two structures is the way in which the sheets

of atoms are stacked on top of one another (A, B, A, B . . . for hcp; and A, B, C, A, B, C

. . . for FCC; see Figure 2.3) [29, 30]. For this reason, Ru (0002) planes grow on top of

Cu (111). The polycrystalline nature of the films and the uniaxially textured with the grain

aligned perpendicular to the surface. This was confirmed by measuring the Bragg peaks

using X-ray diffraction. The Ru seed layer was grown in order to promote the hexagonal

crystalline growth for the CoX layers and the Ru capping layer prevented oxidation of the

films.

I investigated the exchange stiffness of CoX using CoX(100 Å)/Ru/CoX(100 Å) struc-

tures. I also studied the exchange stiffness of Co as a function of thickness to determine

whether the differences between my results and literature values for Aex and Ms are due to
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Figure 2.2: This is a cross section of the multilayer structures prepared for the measure-

ments of Aex of cobalt alloys. The structures consisted of: seed layers, made from CrTa or

Ta followed by Cu and Ru; magnetic layers, comprising of two ferromagnetic CoX layers

anti-ferromagnetically coupled by a Ru spacer layer; and a Ru capping layer.

surface effects of the thin films. For these experiments the Co thickness varied from 24 Å

to 200 Å. The thickness of the Ru spacer layer was between 2.5 Å and 3.5 Å to optimize

the RKKY coupling.

In CoX layers with more than 10% of the alloying element X, an additional 12 Å Co

layer was added around the Ru spacer layer to achieve sufficiently large RKKY coupling

between the CoX layers. The coupling strength varies with the Ru layer thickness and Ms.

In most CoX alloys, Ms is reduced due to alloying, reducing the coupling. The saturation

field is directly related to the RKKY coupling, and it is this region of the M(H) curve that

is used to calculate Aex.
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Figure 2.3: A, B, and C are atomic planes. The stacking structure of an fcc lattice is shown

on the left while that of an hcp lattice is shown on the right.

2.2 Structural Characterization

The growth rates were determined from X-ray diffraction measurements of the thickness

of single element films. The thickness of these layers can be calculated from Kiessig in-

terference fringes produced by the interference of glancing incidence X-rays in a θ− 2θ

scan. A θ−2θ scan was also used to determine the peaks of constructive interference from

atomic planes parallel to the surface of the sample. The degree of texture within the film

was determined using rocking curve measurements.

In a symmetric θ−2θ scan, when the sample stage, and therefore the sample, is rotated

so that the angle between the incident x-rays and the sample is θ, the detector is positioned

to measure the intensity of the x-rays reflected from the surface. Therefore, the angle

between the detector and the sample is θ and the angle between the incident beam and
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Figure 2.4: This figure shows the X-ray diffraction set up. θ1 is the angle between the

incident beam and the surface, θ2 is the angle between the reflected beam and the surface,

and θ3 is the angle between the incident and reflected beams. For all measurements, the

plane formed by the incident and reflected beams was perpendicular to the surface.

the detector is 2θ. In other words, from Figure 2.4, θ1 = θ2 = θ, so that constructive

interference is observed solely from reflections off atomic planes and interfaces parallel to

the surface of the film allowing for measurements of the distance between atomic planes

and the film thickness.

The deposited films were textured along the direction perpendicular to the surface,

meaning that they had a crystal grain alignment in this direction. As mentioned previ-

ously, Cu grew along the [111] direction while Co and Ru grew along the [0002] direc-

tion. θ−2θ scans showed constructive interference (Bragg reflection) for: Cu (111) planes

at 2θ = 43.4◦, Co (0002) planes at 2θ = 44.39◦, and Ru (0002) planes at 2θ = 42.08◦

(θ1 = θ2 = θ⇒ θ1 + θ2 = 2θ). Figure 2.6 shows a polycrystalline structure where the

grains grow along different crystallographic orientations. Rocking curve measurements are

used to determine the preferential growth direction in the films.

After finding the Bragg reflections, 2θ, using a θ− 2θ scan, in rocking curve mea-

surements θ3 is fixed at 180◦− 2θ and θ1 is varied. For example, the Bragg reflection

for Co (0002) planes is at 2θ = 44.39◦. In rocking curve measurements θ3 is set to

180◦−2×44.39◦ and θ1 was varied between 44.39◦
2 ±15◦. The full-width-half-maximum
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Figure 2.5: X-ray reflectivity curve from a Co film. The peaks, θ1,θ2, . . ., in the reflectivity

are due to constructive interference between X-rays reflected from the surface and those

reflected from the interface with the substrate. θc is the critical angle.

(FWHM) determined by a rocking curve scan is a measure of the orientation distribution

of Co (0002) planes in the film with respect to the film surface. In my films, the FWHM

from Cu (111), Co (0002), and Ru (0002) was less than 4◦.

Layer thickness was measured from the diffraction pattern, known as Kiessig fringes,

shown in Figure 2.5, created by glancing incidence X-rays. The thickness of the deposited

layers was calculated from the peak or valley positions in Figure 2.5.
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Figure 2.6: A film with polycrystalline structure where the arrows indicate the [111] di-

rection in in each grain. In textured films the majority of the grains grow along the same

crystallographic direction. X-ray diffraction measurements using a symmetric θ−2θ scan

are only sensitive to atomic planes and interfaces parallel to the surface. The angular spread

in the grain orientation is measured from the rocking curve.

2.2.1 Layer thickness from Kiessig fringes

Kiessig fringes originate from interference between x-rays reflected from the top and bot-

tom surfaces of a film. I used Kiessig fringes from single element films to determine the

thickness of these films. In order for constructive interference to occur, the optical path

length difference between the two x-rays must be an integer multiple of the wavelength.

The X-ray measurements were done in a Panalytical X’Pert PRO MRD that used Cu Kα

X-rays with a wavelength of 1.5418 Å. The difference between Bragg and Kiessig calcu-

lations of the optical path length difference is that Kiessig’s equations take into account

the change in the index of refraction when calculating the optical path lengths. Figure 2.7

shows a ray diagram of the optical paths in a θ−2θ scan that produce Kiessig fringes.

The following derivation is used to calculate the the thickness of the layer from the

interference pattern. The difference in the optical paths ∆L is given by:

∆L = n1 (AB+BC)−AE, (2.1)

where AB, BC, and AE are line segments between the points labeled in Figure 2.7. The

condition required for constructive interference is ∆L = mλ, where m is the order of the

interference fringe and λ is the wavelength. The refracted angle, θ1, from Figure 2.7 can be

determined from: the incident angle, θ; the index of refraction of air, n = 1; and the index

of refraction of the material, n1:
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Figure 2.7: Two different x-ray paths through a single layer are shown: one that reflects

from the top and one from the bottom surface. θ is the angle of the X-ray in air with respect

to the sample surface and θ1 is the refracted angle in the film. The index of refraction of the

film is n1. The thickness of the film is given by d. For constructive interference the optical

path difference between these two paths must be an integer multiple of the wavelength.

cos(θ1) =
ncos(θ)

n1
=

cos(θ)
n1

. (2.2)

In the materials we measured, the index of refraction of a Cu kα X-ray is less than 1.

This does not mean that the speed of the x-ray, given by the group velocity, is faster than the

speed of light, but that the phase velocity of the x-ray is greater than c [31]. Consequently,

n1 can be rewritten in terms of the critical angle, θc:

n1 =
ncos(θc)

cos(0)
= cos(θc) . (2.3)

The path lengths AB and BC from Equation 2.1 are identical and equal to:

AB = BC =
d

sin(θ1)
, (2.4)

where d is the thickness of the film. The path length AE is related to AC which can be

calculated from AB:
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AE = AC cos(θ) = 2ABcos(θ1)cos(θ). (2.5)

Equation 2.1 can now be rewritten in terms of Equation 2.4 and Equation 2.5 with the

interference peaks labeled by an incident angle, θm:

mλ =
2n2d

sin(θ1)
− 2d

sin(θ1)
cos(θ1)cos(θm). (2.6)

Using both Equation 2.6 and Equation 2.2 as well as the identity sin2(x)+cos2(x) = 1, this

can be rewritten as:

mλ =
2n2d

sin(θ1)

(
1− cos(θ1)

2)= 2dn2

√
1− cos2(θ1), (2.7)

the index of refraction is replaced by the critical angle from Equation 2.3 and θ1 is replaced

using Equation 2.2 to give:

mλ = 2d cos(θc)

√
1− cos2(θm)

cos2(θc)
= 2d

√
cos2(θc)− cos2(θm). (2.8)

This last equation easily reduces to the equation for calculating the thickness of a layer

based on the peak position of the Kiessig fringes:

mλ = 2d
√

sin2(θm)− sin2(θc). (2.9)

I estimated the critical angle from Figure 2.5 by identifying the position at which the in-

tensity is half the maximum value. The thicknessed of the films were calculated from the

slope of mλ

2 versus
√

sin2(θm)− sin2(θc).

2.3 Magnetometry

The exchange stiffness was determined by fitting a micromagnetic model to experimen-

tal measurements of the magnetization of a trilayer ferromagnet/normal metal/ferromagnet

structure. The magnetization data, M(H) curves, were obtained using either a supercon-

ducting quantum interference device, SQUID, or a vibrating sample magnetometer, VSM.

The next two sections provide some background on the principles behind these measure-

ment techniques.
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2.3.1 SQUID

A SQUID is a very sensitive magnetic flux-to-voltage tranducer [11, 32, 33]. It is used to

measure the change in the magnetic flux using two Joesphson junctions that are connected

in parallel, as shown in Figure 2.8. A Josephson junction is a thin insulating barrier sep-

arating two superconductors. In order to measure a flux the SQUID is biased above the

critical current of the Josephson junctions so that they are resistive. When the magnetic

flux through the SQUID is non-zero a screening current circulates in the SQUID to oppose

this magnetic field. Due to the single valued nature of the electron wavefunction around

the loop, the screening current, and consequently the allowed flux through the SQUID, are

quantized.

The pick up loop shown in Figure 2.8 consists of three coils, SC1, SC2, and SC3 all of

which are superconducting. As the magnetic sample is moved through the two oppositely

wound coils, SC1 and SC2, a current is generated in the pick up loop to account for the

change in the flux through the coils. This same current flows in SC3 and generates a

magnetic field that is applied to the SQUID. This changes the magnetic flux through the

SQUID and consequently the voltage across the SQUID. The potential difference across

the SQUID is fed into a feedback circuit known as a flux-locked-loop, which applies an

additional field via the flux-locked-loop coil to the SQUID to return it to its initial state.

The magnetization of the sample is determined by measuring the current in the flux-locked-

loop.

2.3.2 VSM

A VSM is used to measure the magnetization of a sample [35]. A magnetic sample is

attached to a voice coil by a rigid rod and then placed inside a uniform magnetic field.

A cut away diagram showing the experimental set up of a VSM is shown in Figure 2.9.

The voice coil drives sinusoidal oscillations of the sample within the uniform magnetic

field. These oscillations produce a time dependent magnetic flux through two oppositely

wound pick-up coils that in turn induces a voltage in the coils due to Faraday’s law. This

induced voltage is measured using a lock-in amplifier tuned to the driving frequency of

the voice coil. The magnitude of this voltage is related to the frequency and amplitude of

the oscillations as well as the total magnetization of the sample. In these measurements,
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Figure 2.8: A DC SQUID is made from a the parallel configuration of two Josephson

Junctions in a superconducting loop. Magnetic flux through the loop induces a circulating

current in the loop. The boundary conditions on the wavefunction quantizes the flux which

can pass through the loop. By biasing the SQUID above the critical current of the Josephson

Junction, the SQUID becomes resistive and Ohm’s law is used to determine the current and

hence the flux in the loop. This is a modified version of a figure from Yasin [34].

the frequency is held constant, and the oscillation amplitude is measured using a reference

magnet in a separate set of pick-up coils. The VSM was calibrated using a reference sample

measured with a SQUID magnetometer.

2.4 X-ray Magnetic Circular Dichroism (XMCD)

XMCD is the measurement of the difference in the absorption of left- and right-handed

circularly polarized X-rays by a magnetic sample [36]. In XMCD measurements, core

electrons are excited by left- and right-handed circularly polarized X-rays into empty states

above the Fermi energy to probe the magnetic properties of the empty valence levels. In
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Figure 2.9: A VSM can be used to measure the magnetization of magnetic samples. A voice

coil drives sinusoidal oscillations of a magnetic sample through two oppositely wound pick

up coils. The time dependent flux through the coils creates a potential difference across the

coils according to Faraday’s Law.

CoX alloys, the magnetic properties are largely determined by the 3d valence electrons

(note that for Ru and Pd magnetic properties are determined by 4d and for Pt by 5d elec-

trons). Since X-ray absorption spectra are governed by dipole selection rules the d-shell

properties are best probed by exciting electrons from the p level into the d. The p to d tran-

sition energy is different for different elements. Therefore the occupation of the d valence

electrons for each element in the CoX alloy can be measured independently, and therefore

the contribution of each element to the total magnetization.

During electron excitation due to photon absorption both the energy and the angular

momentum of the photon are transferred to the electron. Due to spin orbit coupling, the

angular momentum of the photon can be transferred to the spin of the electron. This ef-

fectively results in spin polarization of the excited electrons. For example, for right hand

circularly polarized light at the L2 edge 75% of the excited electrons are spin down, and at

the L3 edge 62.5% of the excited electrons are spin up. The spin polarization is differently
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oriented at the L2 and L3 edges due to the difference in the spin orbit coupling, l+s, at L3

and, l-s, at L2. Figure 2.10 shows this excitation process. The unequal number of spin

up and spin down electrons in the d orbital produces an unequal absorption cross section

for the two X-ray polarization directions. The magnetic moment of individual elements

in an alloy was determined from the difference in the absorption of the two polarizations

of photons within the range of energies that match the p to d transition of the investigated

element. These measurements were performed by Olof Karis.
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Figure 6.9. Right handed circularly polarized light excites more spin up electrons than
left handed at the L3 edge. This enables us to measure the difference in occupied spin
up and spin down 3d states with XMCD.

other; it follows that the absorption of circularly polarized x-rays are sensitive
to the magnetization of the sample.
Even though this method works for all atoms which have a net magnetic

moment it has turned out to be very useful for transition metals, in particular
for the L2,3 absorption edges. It was shown by Thole et al. [75, 12] that both
the spin- and orbital-magnetic moment can be derived from XMCD spectra
obtained from the L2,3 absorption edges. Simple formulas for deriving the
magnetic moments exists which are called XMCD sum rules and are discussed
in the next section.

XMCD sum rules
In some cases it is straightforward to obtain both spin and orbital magnetic
moments from XMCD data by using magneto-optical sum rules [12, 75]. The
magnetic moments are obtained as Bohr magnetons per atom and therefore no
prior knowledge of the samples, as the thickness or concentration of magnetic
ions, is necessary. The sum rules are

ms = −C3p−2q
r

+
7
2

< Tz > (6.3)

ml = −C2q
3r

(6.4)

36

Figure 2.10: In XMCD measurements the circularly polarized light excites a spin polarized

electrons from 2p level. These spin polarized electrons are used to probe occupation of 3d

states. From Knut [36]; used with permission from his supervisor Olof Karis.
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Theoretical Background

3.1 Magnetic Energy

The magnetization distribution in an isolated ferromagnet in an external magnetic field is

determined by minimizing the total magnetic energy (EMag). The energy terms that con-

tribute to EMag are: the exchange energy (Eex), the Zeeman energy (EZ), the anisotropy

energy (EAn), and the demagnetization energy (ED) [37]. In systems where two ferromag-

nets are separated by a thin normal metal spacer layer, like the magnetic structures grown

for this thesis, the two layers may also be coupled by the Ruderman-Kittel-Kasuya-Yosida

(RKKY) interaction [10]. This interaction will affect the magnetization distribution in

CoX/Ru/CoX films, and therefore is included in the total magnetic energy:

EMag = Eex +EZ +EAn +ED +ERKKY . (3.1)

3.1.1 Exchange Interaction

The exchange interaction was first proposed by Heisenberg in 1928 to explain the large

magnetic fields found in ferromagnetic materials [38]. The Heisenberg Hamiltonian is:

HHeisenberg =−J ∑
<i j>

~Si · ~S j, (3.2)

23
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where the sum is over all neighbouring spin pairs <ij> with an exchange coupling J. Be-

fore 1928, the physics behind ferromagnetism was not well understood [10]. The classical

picture involving the dipolar interactions aligning neighbouring spins was not able to ex-

plain the coupling given the weakness of this interaction [38]. The exchange interaction is

a purely quantum mechanical effect that follows directly from the Pauli exclusion princi-

ple thereby linking the spin-spin interaction with the Coulombic interaction between two

particles [38].

The wavefunction of a two electron system may be approximated as the product of

the individual wavefunctions of the electrons. These wavefunctions consist of two parts, a

spatial part, ϕ, that depends on the electron’s position,~r, and a spin part, χ, that depends

on the electron’s spin, σ. The wavefunctions pertaining to the individual electrons can be

identified with subscripts so that the total wavefunction is:

Ψ(~r1,~r2,σ1,σ2) = ϕ(~r1,~r2)χ(σ1,σ2). (3.3)

The Pauli exclusion principle states that upon the exchange of two electrons the wave-

function of the system must be antisymmetric [39]. Thus, Pauli exclusion requires that one

of ϕ or χ from Equation 3.3 must be symmetric under exchange while the other must be

antisymmetric:

ϕ(~r1,~r2) =−ϕ(~r2,~r1)

χ(σ1,σ2) = χ(σ2,σ1)

}
(3.4a)

or

ϕ(~r1,~r2) = ϕ(~r2,~r1)

χ(σ1,σ2) =−χ(σ2,σ1).

}
(3.4b)

These two possible electron configurations produce two different electrostatic energies.

The antisymmetric spin configuration requires that the electrons have different quantum

numbers. As they are in different spin states, Pauli exclusion does not prevent them from

overlapping. The symmetric spin wavefunction implies that the electrons are in the same

state and therefore the wavefunctions cannot overlap. Larger spacing between the electrons

in Equation 3.4a compared to Equation 3.4b reduces the Coulombic potential.
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The possible symmetric, ϕs, and antisymmetric, ϕa, spatial wavefunctions for a two

electron system are

ϕs(~r1,~r2) =
1√
2
[ϕ1(~r1)ϕ2(~r2)+ϕ1(~r2)ϕ2(~r1)] (3.5a)

ϕa(~r1,~r2) =
1√
2
[ϕ1(~r1)ϕ2(~r2)−ϕ1(~r2)ϕ2(~r1)] (3.5b)

The Hamiltonian for the spatial wavefunctions is:

H =
2

∑
i

[−h̄2

2m
∇

2
i −

Zie2

4πε0ri

]
+

e2

4πε0r12
, (3.6)

where the sum is over both electrons, ri is the position of the ith electron, r12 is the dis-

tance between the electrons. Therefore, the energy difference between the states given by

Equation 3.5a and Equation 3.5b is:

Es−a =
∫

ϕ
∗
s Hϕs−

∫
ϕ
∗
aHϕa = 2J12, (3.7)

where J12 is the energy of the electron-electron interaction [38]. The energy difference

is related only to the relative orientation of the spins. One arrives at the same energy

difference between symmetric and antisymmetric states using Equation 3.2:

E↑↑ =−JS1S2

E↑↓ = JS1S2

E↑↑−E↑↓ =−2JS1S2,

(3.8)

provided that J12 accounts for the product of the spins.

Exchange Stiffness Constant

The coupling term J from Equation 3.2 is a measure of the strength of the exchange in-

teraction between two spins. As it does not account for the number of nearest neighbour

pairings, a better term for cross material comparison is the exchange stiffness, Aex. The

exchange stiffness is a material specific magnetic energy parameter that includes the ex-

change coupling J, the number of nearest neighbours, and the distance between the neigh-
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bours. What follows is a derivation of the exchange stiffness constant based on that done

by Chikazumi [38].

In Figure 3.1, α̂ is a unit vector parallel to the direction of the spin of an atom. The

derivation that follows, calculates the expression for the exchange stiffness in terms of the

exchange coupling, the spin, and lattice parameters. This expression will be substituted

into the exchange energy to obtain a hamiltonian for the micromagnetic calculations.

Si Sj

α α′

rj→

ˆ ˆ

Figure 3.1: The Heisenberg Hamiltonian calculates the magnetic energy of a ferromagnet

from the exchange interaction between nearest neighbour atomic pairs. This figure shows

one such atomic pair separated by a vector ~r j [38]. The atoms have spins Si and S j. The

normalized vectors α̂ and α̂ are parallel to the spin directions of the respective atoms.

The energy, Wi j, of an interacting pair of spins like that shown in Figure 3.1 is calculated

from the Heisenberg Hamiltonian, as:

Wi j =−2J~Si · ~S j

=−2JS2 ˆα(i) · ˆα( j)

=−2JS2 cos(φ)

≈−2JS2 + JS2
φ

2,

(3.9)

where ~Si and ~S j are the spins of the two atoms, S is the magnitude of the spin, and φ is the

angle between the two spin directions. Assuming a uniform variation in the spin directions,
ˆα( j) at ~r j = x j î+y j ĵ+ z jk̂, ˆα( j), can be calculated from a Taylor series expansion of ˆα(i):

ˆα( j) = ˆα(i)+
(

∂α̂

∂x
x j +

∂α̂

∂y
y j + · · ·

)
+

1
2

(
∂2α̂

∂x2 x2
j +

∂2α̂

∂y2 y2
j + · · ·

)
. (3.10)
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The scalar product of two neighbouring spin directions then becomes:

ˆα(i) · ˆα( j) = ˆα(i) · ˆα(i)+ ˆα(i) ·
(

∂α̂

∂x
x j+

∂α̂

∂y
y j+· · ·

)
+

ˆα(i)
2
·
(

∂2α̂

∂x2 x2
j+

∂2α̂

∂y2 y2
j+· · ·

)
.

(3.11)

The first term in Equation 3.11 does not depend on the spin of the atom at j and there-

fore represents an energy shift that can be neglected. The second term does not contribute

to the total energy since the energy contribution from the two nearest neighbours in the

chain are equal in magnitude but opposite in sign. Thus, the total energy of an atom in a

lattice with n nearest neighbours is given by:

E =−JS2
n

∑
j=1

α̂ ·
(

∂2α̂

∂x2 x2
j +

∂2α̂

∂y2 y2
j · · ·
)
. (3.12)

For simple cubic (sc), body-centred cubic (bcc), and face-centred cubic (fcc) lattices

the summation in Equation 3.12 simplifies because:

n

∑
j=1

x2
j =

n

∑
j=1

y2
j =

n

∑
j=1

z2
j = 2a2, (3.13)

where a is the lattice constant of either a sc, bcc, or fcc structure. For example, in an fcc

lattice every atom has 12 equally spaced nearest neighbours. They occupy: 4 positions

at (±a/2,±a/2,0), 4 positions at (±a/2,0,±a/2), and 4 positions at (0,±a/2,±a/2). Then

considering a summation over the x component, ∑
n
j=1 x2

j = 8× a2/4 = 2a2. The same is

true for the y and z components. The investigated CoX films were all hcp structures. This

structure has also 12 equally spaced nearest neighbours. The [0002] direction of a hcp

structure is the same as the [111] direction of an fcc lattice, so, for simplifity, I assumed

that the expression of Aex for a hcp lattice is the same as that of a fcc structure. This is a

valid because the micromagnetic model I developed is per unit area, in other words, based

on a 1D spin chain. In this case, the only relevant detail about the crystal structure is

the distance between the atoms and this parameter is included in the model. The energy

density, ε, for a single atom resulting from the exchange interaction in a cubic lattice using

the results of Equation 3.12 and Equation 3.13 becomes:

εex =
1

2V
E =

−2a2nJS2

2V
α̂ ·
(

∂2α̂

∂x2 +
∂2α̂

∂y2 · · ·
)

(3.14)
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where V is the volume of a unit cell. In a cubic lattice V = a3. Equation 3.14 in-

cludes an additional factor of 1
2 to adjust for the double counting. Starting from (α̂ · α̂) = 1

and differentiating this equation twice with respect to x it follows that α̂ · ∂2α̂

∂x2 = −
(

∂α̂

∂x

)2
.

Equation 3.14 can be written as:

Eex =
nJS2

a

[(
∂α̂

∂y

)2

+

(
∂α̂

∂y

)2

+

(
∂α̂

∂z

)2
]
, (3.15a)

where

Aex =
nJS2

a
. (3.15b)

Equation 3.15b shows that Aex is proportional to the product of the number of nearest

neighbours, n, the exchange integral, J, and square of spin, S2, and is inversely proportional

to the lattice constant, a, and therefore the distance between the spins.

In developing the micromagnetic model, I assumed that the exchange interaction acted

solely between neighbouring atomic planes in the CoX layers. It was also assumed that the

magnetization in each atomic plane rotates uniformly, i.e. each atomic plane was treated

as a macrospin. In this case, Equation 3.9 can be used to model the exchange interaction

between the layers. The only difference is that in the micromagnetic model has to include

the number of nearest neighbours that interact per unit area. Given that an atom has n

nearest neighbours in an area a2 the energy per unit area of a magnetic layer containing N

atomic planes is:

Eex =
N

∑
i=1

nWi,i+1

a2 . (3.16)

Using Equation 3.9 for the definition of Wi j, Equation 3.16 becomes:

Eex =
n
a2 ×−2JS2

N

∑
i=1

cos(θi−θi+1) =
−2
a
× nJS2

a

N

∑
i=1

cos(θi−θi+1), (3.17)

where θi and θi+1 are the magnetization angles of a macrospins in atomic planes i and i+1.

From the defintion of the exchange stiffness in Equation 3.15b, Equation 3.17 reduces to:

Eex =
−2Aex

d

N

∑
i=1

cos(θi−θi+1), (3.18)
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which is the equation for the exchange energy of a magnetic layer with N atomic planes.

In this equation, the lattice constant a has been replaced with d to represent the distance

between the atomic planes.

3.1.2 RKKY Interaction

Magnetic layers separated by thin normal metal spacer layer experience an exchange cou-

pling whose strength, JRKKY , decays and sign oscillates with increasing thickness of the

spacer layer as shown by several experiments including Girt and Richter [40]. Figure 3.2

shows both my and Girt’s and Richter’s [40] measurements of JRKKY as a function of Ru

layer thickness. These values were calculated using the same micromagnetic model used

to calculate Aex. I was interested in large antiferromagnetic coupling between CoX layers.

For this reason I explored only a very narrow range of Ru thicknesses from about 3 to 5 Å

where the antiferromagnetic coupling is the largest.

In metals the Fermi surface marks a sharp cut-off between occupied and unoccupied

states at 0 K. This results in spatial oscillations of the electrons in response to a localized

perturbation [41–43]. In the case of a magnetic perturbation in a normal metal, the os-

cillations will be in the electron spin density of the material [41]. Ruderman and Kittel

[44] were the first to propose that oscillations in the spin density coupled magnetic impu-

rities in normal metals. This theory was expanded to explain magnetic coupling between

ferromagnetic layers separated by normal metal layers [41–43].

In ferromagnet/normal metal/ferromagnet (FM/NM/FM) structures, the magnetic per-

turbation in the normal metal is the result of coupling between the ferromagnet and the

normal metal at the interface through the s-d Hamiltonian [42, 45]:

Hsd =−Jsd~m ·~nδ(~r), (3.19)

where Jsd is the effective exchange coupling, ~m is the magnetic moment in the ferro-

magnetic layer, ~n is the magnetic moment in the normal metal layer, and δ(~r) indicates

the position of the interface. In my structures, FM/NM interfaces are between the CoX

magnetic layers and the Ru spacer layer. From Equation 3.19 positive values of Jsd fa-

vor ferromagnetic alignment between m̂ and n̂ at the FM/NM interfaces. Away from the

FM/NM interfaces, the induced moments in the NM oscillate across the spacer layer. De-



CHAPTER 3. THEORETICAL BACKGROUND 30

-1 

0 

1 

2 

3 

4 

5 

0 5 10 15 20 25 30 

J e
x 

[m
J/

m
2 ]

 

Ru thickness [Å] 

Co/Ru/Co 
ML1[Co/Pd]/Co/Ru/Co/ML2[Co/Pd] 

Figure 3.2: The data presented in this plot, measured by Girt and Richter [40] shows the

decaying and oscillatory nature of RKKY coupling between ferromagnetic layers separated

by a normal metal spacer layer. I also calculated JRKKY as a function of Ru thickness in

Co/Ru/Co using the same micromagnetic model used to determined Aex. We varied Ru

thickness in a narrow range from 3 to 5 Å to explore the region of maximum antiferromag-

netic RKKY coupling.

pending on the phase of the oscillations this will impose either ferromagnetic coupling,

shown in the top figure of Figure 3.3, or antiferromagnetic coupling, shown in the bottom

figure of Figure 3.3.

The energy of this interaction per unit area is proportional to the coupling constant,

JRKKY , and the direction of the magnetic moments in the ferromagnetic layers m̂1 and

m̂2[42]:

ERKKY = JRKKY m̂1 · m̂2. (3.20)

Positive values of JRKKY favoured antiferromagnetic coupling, so the minimum energy

arises when m̂1 · m̂2 =−1.



CHAPTER 3. THEORETICAL BACKGROUND 31

We now illustrate all these general features by calculating
the induced polarization in a Co/Cu/Co trilayer grown in the
�001� direction. The Co/Cu/Co system was chosen for two
reasons. Firstly, it allows us to test the accuracy of our ana-
lytical stationary phase calculation of the induced polariza-
tion for a realistic system. The second reason is that the
polarization induced in the Cu spacer is highly relevant to
the oscillatory exchange coupling we have already calculated
for this system.6
We consider N �001� atomic planes of Cu sandwiched

between two semi-infinite layers of ferromagnetic fcc Co. A
small lattice mismatch between Cu and Co is neglected. The
Co/Cu interfaces in the trilayer are assumed to be perfect and
we use the same tight-binding parametrization of the band
structure of the Co/Cu/Co trilayer as in our previous
calculation6 of the oscillatory exchange coupling. The reader
is referred to Ref. 6 for details. We merely mention here that
our tight-binding parameters were obtained from fits to an ab
initio band structure of bulk Cu made by
Papaconstantopoulos24 and from our own fits to the band
structure of Janak et al.25 for bulk ferromagnetic fcc Co.
Such a parametrization is expected to be accurate only well
away from the interfaces. However, in the case of Co/
Cu�001� considered here, LMTO calculations26 show that it
is an excellent approximation to use bulk Co and Cu poten-
tials right up to the interfaces. The fits are based on s, p, and
d orbitals and hopping up to second nearest neighbors. It
follows that the hopping matrix t, the surface Green’s func-
tions g, and the trilayer Green’s functions G in Eqs. �1� and
�2� are all 18�18 matrices. The trilayer Green’s functions
were constructed following the general strategy outlined ear-
lier. The procedure for a multiorbital band structure is de-
scribed in detail in Refs. 6,22. We adopted the method of
Ref. 22 to determine the Green’s functions G↑ and G↓.
The numerical calculation of the total spin polarization

per atom P(R ,N) proceeds by direct numerical evaluation of
Eq. �1�. The energy integral is performed in the complex
plane and the k� �-space sum over the two-dimensional �2D�
Brillouin zone. Typically, 40 energy points and up to
250 000 k� � points in the 2D Brillouin zone are needed to
achieve convergence.
In Fig. 1 we show the polarizations induced in a Cu layer

of N�21 atomic planes for the ferromagnetic �a� and anti-
ferromagnetic �b� configurations of the Co layers. The bro-
ken curves denote the numerical results computed for nonin-
teger thicknesses of the Cu spacer, while the circles indicate
the physically meaningful values of the polarization at inte-
ger numbers of atomic planes. For this particular value of the
spacer thickness, the bias of the polarization is clearly visible
in the ferromagnetic configuration.
We now discuss the stationary phase calculation of the

induced polarization. This proceeds by evaluation of Eq. �6�.
We recall that the right-hand side of this equation is evalu-
ated at the stationary points k� �

0 of the perpendicular wave
vector k� and at the Fermi energy EF . Since the Fermi sur-
face of Cu has a single sheet in the layer growth direction,
the stationary points coincide with the stationary points of
the bulk Cu Fermi surface in the �001� direction, i.e., they are
identical with the stationary points that govern oscillatory
exchange coupling.27,6 There are two such points �in the ir-

reducible segment of the Brillouin zone� traditionally re-
ferred to as the belly �i.e., the � point k� �

b�(0,0)�, and the
neck �which occurs at k� �

nd�(2.53,2.53)�.
We begin the evaluation of Eq. �6� with the terms that

depend on the Cu Fermi surface only. These are the oscilla-
tion period p��/k�

0 �measured in numbers of atomic
planes�, Fermi surface curvature m*, the ‘‘inverse Fermi ve-
locity’’ �k� /�E , and the factor � . The values of all these
parameters for the belly and neck extrema of the Cu Fermi
surface are given in Table I.
The next ingredient is the calculation of the Fourier coef-

ficients �cn ,m� and their phases �n ,m . The Fourier coeffi-
cients depend on the degree of confinement of electrons in
the Cu quantum well6 and it will be seen that they are the
most important factor that determines the amplitude of po-
larization oscillations. The Fourier coefficients are defined in
the expansion of the �complex� local density of states � , via
Eq. �4�, and can be determined by one of two methods. The

FIG. 1. Dependence of the moment per surface atom induced in
the Cu spacer on the distance R from the left Co/Cu interface �in
units of �/2). The solid circles �broken curves� are the results ob-
tained from a direct numerical evaluation of Eq. �1�. The solid
curves are the stationary phase results calculated from Eq. �6�. �a�
Ferromagnetic configuration; �b� antiferromagnetic configuration.

PRB 59 6347QUANTUM OSCILLATIONS OF THE SPIN DENSITY IN . . .

Figure 3.3: Density function theory calculations of the induced moment within the normal

metal as a function of the distance from the FM/NM interfaces in an FM/NM/FM structure.

The induced moments are higher density regions of a either spin up or spin down electrons.

The upper figure shows the spin density oscillations in the normal metal that is ferromag-

netically coupling two ferromagnets while the lower figure shows the antiferromagnetically

coupled case. Note at the FM/NM interface the direction of magnetic moment in the ferro-

magnetic layer, m̂, is parallel to the direction of the magnetic moment in the normal metal,

n̂. Planes 3 to 19 are the normal metal. From Mathon et al. [46]; used with permission.

Copyright 1999 by the American Physical Society.
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3.1.3 Zeeman energy

The Zeeman energy arises from interactions between a magnetized system and an applied

external field. The forces applied by the magnetic field are torsional, rotating the magnetic

moments to align with the magnetic field lines [47]. In the most general case the Zeeman

energy is calculated from:

EZ =−
∫

V
~M · ~HdV, (3.21)

where V is the volume of the magnetic material, ~M is the magnetization of the sample, and
~H is the applied external field[Chikazumi].

This equation simplifies dramatically under the assumptions that both the magnetization

and the applied fields are homogeneous. In this case the energy becomes:

EZ =−MsHV cos(θM−θH), (3.22)

where θM and θH are the angles of the magnetization and applied field respectively. In

magnetic layers that I investigated each atomic plane reverses coherently in the presence

of external magnetic field. In this case the total Zeeman energy per unit area of magnetic

layer consisting of N atomic planes is:

EZ =−MsHd
N

∑
i=1

cos(θi−θH), (3.23)

where d is the distance between atomic planes.

3.1.4 Anisotropy and Demagnetization Energies

The magnetic anisotropy energy is the energy associated with the directional dependence of

the magnetization of a ferromagnet. Anisotropy can originate in crystalline ferromagnets

that have crystallographic directions along which the magnetization preferentially orients

[37, 38]. These directions are known as easy axes. The symmetry of the anisotropy energy

must at least match that of the crystal. In the case of hcp crystalline structure, like that of

Co, the easy axis is parallel to the c-axis of the crystal. This uniaxial anisotropy energy

can be expressed in terms of: the anisotropy constants: Ku1, Ku2, and Ku3, and the angle

between the easy axis and the magnetization direction, θ [38]:
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EAn = Ku1 sin2(θ)+Ku2 sin4(θ)+Ku3 sin6(θ)+ · · · . (3.24)

The anisotropy field is the magnetic field strength that aligns the magnetization along

a given axis. It is directly related to the anisotropy and Ms by HAn =
2Ku1
Ms

. The anisotropy

field can be used instead of the anisotropy energy to determine the magnetization direction

in a ferromagnet. Ku1 for Co is 3×106 erg/cm3 and the Ms is 1250 emu/cm3, therefore the

HAn for Co is 4.8 kOe.

In a uniformly magnetized film, the magnetic field produced by the free poles at the

external edge of the sample is opposite to the direction of the magnetization in the sample.

This field is called the demagnetization field, HD = NMs, where N is the demagnetizing

factor. N is dependent on the sample shape. In thin films, if the magnetization is per-

pendicular to the surface N = 4π. Therefore, the demagnetization field for thin Co films

is:

HD = NMs = 4π×1250emu/cm3 = 15.7kOe. (3.25)

In thin film Co layers, the demagnetization field is much larger than the uniaxial

anisotropy field forcing the magnetic moments to lie in-plane. This result is in agreement

with the conclusion of Brandenburg et al. [48] that the demagnetization field is larger than

the anisotropy energy in Co films thinner than 39 nm.

3.2 Micromagnetic Model

For these experiments, I investigated the magnetic behaviour of a FM/NM/FM tri-layer

structure, where the ferromagnetic (FM) layers are antiferromagnetically coupled via the

RKKY interaction across a non-magnetic (NM) spacer layer. In this structure, all layers

are highly textured along the [0001] direction of the hcp crystal structure, i.e., the [0001]

direction is oriented perpendicular to the film surface. The uniaxial magnetocrystalline

anisotropy in the FMs is aligned along the [0001] direction. I considered the case where

the external magnetic field is applied parallel to the surface of the films and the shape

anisotropy in the FMs is much larger than the magnetocrystalline and surface anisotropies,

forcing the magnetic moments to lie in the film plane. The calculations of the anisotropies
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in the last section confirm that these are reasonable assumptions. I also assumed that there

was no additional in-plane anisotropy in the FM layers.

Provided the investigated film structures are uniform perpendicular to the film’s growth

direction, the magnetization reversal in these structures can be described by a one dimen-

sional micromagnetic model. In this model, each FM layer consists of N magnetic atomic

planes that interact only with their nearest vertical neighbours through the direct exchange

interaction. I also assumed that the magnetic moments in each atomic plane rotate coher-

ently. In this case, competition between the Zeeman, RKKY, and exchange energies creates

a spin spiral in each FM layer, as shown in Figure 3.4. In the model, the atomic planes were

separated by 2 Å, which is half the lattice constant c of Co.

Figure 3.4: This figure qualitatively demonstrates the formation of the exchange spring of

a tri-layer system when subjected to an external magnetic field as predicted by the micro-

magnetic model. I assumed that the spins in each atomic plane rotated coherently.

The direction of the magnetic moment in each magnetic sub-layer in the FM layers as a

function of the external magnetic field is then calculated by minimizing the total magnetic

energy per unit area. The total magnetic energy of the system, EMag, can be written as:
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Single Layer Model

EMag = ERKKY −Eex−EZ

ERKKY = JRKKY cos(θN−θN+1)

Eex =
2Aex

d

[
N−1

∑
i=1

cos(θi−θi+1)+
2N−1

∑
i=N+1

cos(θi−θi+1)

]

EZ = MsHd
2N

∑
i=1

cos(θi−θH),

(3.26)

The RKKY coupling acts solely between the ferromagnetic atomic planes bordering the

non-magnetic spacer layer. Eex, derived in Equation 3.18, represents the energy contribu-

tion from the direct exchange interaction between nearest neighbour atomic planes within

each magnetic layer. EZ is the Zeeman energy due to the interaction between the applied

magnetic field and the magnetic moments each atomic plane. The angle of the applied

magnetic field is given by θH . In all my calculations, θH set the x-axis and was therefore

equal to zero.

To calculate M(H) we first had to determine the magnetization angle of each sublayer

within the FM layers as a function of the applied magnetic field, H. This was done by

minimizing Equation 3.26 with respect to the set of θi,
∂Emag

∂θi
. For a given field, H j, the total

magnetization of the FM/NM/FM structure along the direction of the applied field is:

M j =
2N

∑
i=1

cos(θi−θH). (3.27)

The experimental data are fit by repeating this energy minimization for different sets of

Aex and JRKKY . The Ms of the ferromagnets was determined by high field magnetization

measurements and was therefore not a fit parameter. Aex and JRKKY were determined to be

the values that minimized the difference between the calculated and measured data, known

as χ2, is given by [49]:

χ
2 = ∑

j

(M j−Mexpt j)
2

σ2
j

, (3.28)

where Mexpt j and M j are the measured and calculated magnetizations for the list of applied

magnetic fields H j, and σ j is the uncertainty in the measured magnetization, M j. All the



CHAPTER 3. THEORETICAL BACKGROUND 36

!"#
!"$%&'#

"&(#

"&'#

"#

"$(#

%#

'#

"$(&'#

%&'#

"&(&'#

!"$%#

)*!"#

)*"&'#

)*"#

)*'#

!"#$%Å 

&###'(%
!"')%Å%

*+%
%
%
%
,-%
%
%
%
*+%
%
%
%
,-%
%
%
%
*+%

Figure 3.5: Atomistic cartoon of the seed layer (Ru)/ FM (Co)/ NM spacer layer (Ru)/

FM (Co)/ cap layer (Ru) structure used to measure Aex. The atomic planes of the FM are

labeled with an index i. The magnetic properties of the exterior and interior interfaces of

the FM layers are changed due to the presence of the interface with non-magnetic layers.

We assumed that the magnetic properties of atomic planes in the middle of the FM layer

are the same as those of the bulk FM material.

coding and calculations were performed in Mathematica.

The sputter system used to grow the films did not allow for the control of atomic layer

by layer growth. Thus, alloying across at least one atomic layer at the interface between Co

and Ru was expected. This affects both Ms and Aex at the interface of the magnetic layers.

Figure 3.5 shows a cartoon of an atomistic Ru/Co/Ru/Co/Ru structure with intermixing

between Co and Ru at the exterior and interior interfaces of the Co layers. A more accurate

micromagnetic model would have to account for a continuous change of both Ms and Aex

at these interfaces. In the first approximation, I assumed that each interface layer one value

of Ms and Aexİ call this approximation the triple layer model, the Hamiltionian for which

is:
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Triple Layer Model

E = ERKKY −Eex−EZ

ERKKY = JRKKY cos(θN−θN+1)

Eex1 =
2Aex int

d

[
K−1

∑
i=1

cos(θi−θi+1)+
2N−1

∑
i=2N−K+1

cos(θi−θi+1)

]
Eex12 =

2Aex intbulk

d
[cos(θK−θK+1)+ cos(θ2N−K−θ2N−K+1)]

Eex2 =
2Aexbulk

d

[
N−L−1

∑
i=K+1

cos(θi−θi+1)+
2N−K−1

∑
i=N+L+1

cos(θi−θi+1)

]

Eex23 =
2Aex pinbulk

d
[cos(θN−L−θN−L+1)+ cos(θN+L−θN+L+1)]

Eex3 =
2Aex pin

d

[
N−1

∑
i=N−L+1

cos(θi−θi+1)+
N+L−1

∑
i=N+1

cos(θi−θi+1)

]

EZ1 = Ms intHd

[
K

∑
i=1

cos(θi−θH)+
2N

∑
i=2N−K+1

cos(θi−θH)

]

EZ2 = MsbulkHd

[
N−L

∑
i=K+1

cos(θi−θH)+
2N−K

∑
i=N+L+1

cos(θi−θH)

]

EZ3 = Ms pinHd

[
N

∑
i=N−L+1

cos(θi−θH)+
N+L

∑
i=N+1

cos(θi−θH)

]

(3.29)

In Equation 3.29 both the direct exchange interaction and Zeeman terms are expanded

to account for the different magnetic properties of the FM atomic planes at the interfaces.

The exterior interfaces are the atomic planes that border the seed and capping layer while

the interior interfaces are the atomic planes surrounding the Ru spacer layer, this is shown

in Figure 3.5. Aex int is the exchange stiffness of the exterior interfaces, Aexbulk is the bulk

exchange stiffness of atomic planes away from the interfaces, and Aex pin is the exchange

stiffness at the interior interfaces. The exchange stiffnesses at the transition between inter-

face and bulk atomic planes is Aex intbulk and Aex pinbulk. Ms int is the saturation magnetization

of the exterior interface, Msbulk is that of the bulk, and Ms pin is for the interior interface.

The exchange stiffness of the CoX films was calculated by fitting M(H) data of

CoX/Ru/CoX to the simple single layer model described by Equation 3.26. The addi-
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tion of more than 10 atomic % of Ru significantly reduced the RKKY coupling between

the two layers making these structures very difficult to model. A set of Ru samples were

grown with an additional Co interface layer deposited around the spacer layer to increase

the coupling. These Co100−xRux/Co/Ru/Co/Co100−xRux structures were fit using the triple

layer model based of Equation 3.29, where the interior interface was Co and the exterior

interfaces were ignored (Aex int=Aex bulk and Ms int=Ms bulk).

The dependence of the exchange stiffness on Co layer thickness in Co/Ru/Co film struc-

tures was also investigated. For thick Co layers the single layer model can be used to ac-

curately estimate exchange stiffness, because the majority contribution is from bulk atomic

planes. In thinner films the bulk contribution to the average exchange stiffness decreases

thereby making the interface contribution more prominent.

The single layer micromagnetic model, Equation 3.26, produced an average value of

the exchange stiffness within the magnetic layer. I used this model to fit measured M(H)

data obtained for Co/Ru/Co, where Co thickness ranged from 24 Å to 200 Å. The results

showed very weak thickness dependence of Aex for Co layers thicker than 80 Å. For this

reason I used the single layer model to fit M(H) data for CoX/Ru/CoX structures with CoX

thickness larger or equal 100 Å and measure the bulk values of Ms and Aex for CoX. These

Ms and Aex values were then used in the triple layer model, Equation 3.29, to determine Ms

and Aex of Co at the interface with Ru.

Figure 3.6 shows fits to Co using the single layer model, Equation 3.26, and to Co80Ru20

data using the triple layer model, Equation 3.29. The subscript in the alloy is the elemental

percentage in the alloy. To fit to the experimental M(H) data, I first determined the Ms of

the CoX layers from M(H) data at magnetic fields above 30 kOe. At these fields I assumed

that the magnetization is fully saturated. The model confirmed that the magnetization of

CoX/Ru/CoX structures should fully saturate above 30 kOe for Co alloys with X concen-

tration below or equal to 10 atomic %. Only in CoRu/Co/Ru/Co/CoRu structures with Ru

concentration above 10 atomic % did larger fields have to be applied in order to fully satu-

rate the magnetization along the field direction. For these structures Ms was extracted from

fields above 45 kOe. The SQUID magnetometer used for these measurements was limited

to fields below 50 kOe. Figure 3.7 shows both the calculated and measured M(H) curves

of Co/Ru/Co and the difference between the two curves, known as the residuals.

I used the following fitting procedure to calculate Aex. First, I found Aex and JRKKY



CHAPTER 3. THEORETICAL BACKGROUND 39

æ

æ

æ

æ

æ

æ

æ

æ

æ

æ

æ

æ

æ

æ

æ

æ

æ

æ
æ

æ
æ

æ
æ

æ
æ

æ
æ

æ æ æ

à
à
à
à
à
à
à

à
à
à

à

à

à

à

à

à

à

à

à

à

à
à

à
à

à
à à à

à
à

à
à

à
à

0 2000 4000 6000 8000 10 000 12 000 14 000

0.0

0.2

0.4

0.6

0.8

1.0

Magnetic Field HOeL

N
or

m
al

iz
ed

M
ag

ne
tiz

at
io

n

Aex=¥

à Co80Ru20 Expt

Co80Ru20 Calc

æ Co Expt

Co Calc

Figure 3.6: Fits to M(H) data of Co/Ru/Co using the single layer micromagnetic model and

fits to M(H) data of Co80Ru20/Co/Ru/Co/Co80Ru20 using a double layer micromagnetic

model. In both FM/NM/FM structures the total thickness of FM layers is 10 Å. The solid

blue line represents the calculated M(H) curve of a sample with infinite stiffness.

values that gave a good visual fit to the experimental data and used these as initial

guesses. Then I determined χ2 for a grid of Aex and JRKKY values around these initial

values. In this thesis, we reported the values with the lowest χ2. An example χ2 plot for

Co(100 Å)/Ru/Co(100 Å) is shown as a function of Aex and JRKKY in Figure 3.8.

The quality of the fit is determined by the magnitude of χ2. A perfect fit has a χ2

equal to zero but a fit to within the 1σ has a χ2 equal to the number of data points. Fig-

ure 3.8 shows the 1σ, 2σ, and 3σ confidence intervals in Aex and JRKKY from the fitting of

Co(100 Å)/Ru/Co(100 Å). The 1σ confidence interval is determined from the region satis-
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Figure 3.7: The quality of the fit to the measured M(H) data was determined by minimizing

the residuals, the difference between the calculated and measured values of the magnetiza-

tion. This figure presents both calculated and measured M(H) curves of Co/Ru/Co using

the single layer micromagnetic model and fits. The filled red circles are the measured

values while the line is the fitted curve. The filled green squares are residuals from the fit.

fying the condition χ2 ≤ N +1 where N is the number of points used to calculated χ2 [49].

The 1σ error bars from Figure 3.8 are 0.03×10−11 J/m for Aex and 0.02 mJ/m2 for JRKKY .

The JRKKY and Aex parameters that I used to fit M(H) dependences in Figure 3.6

are: JRKKY = 3.67 mJ/m2 and Aex= 1.49×10−11 J/m for Co in Co/Ru/Co structure,

and JRKKY = 2.94 mJ/m2, Aex pin = 0.5×10−11 J/m, and Aex= 0.36×10−11 J/m for

Co80Ru20/Co/Ru/Co/Co80Ru20. From Figure 3.6, in layers with larger Aex, the magneti-

zation of the ferromagnetic layers saturates along the field direction at lower fields than in

layers with lower Aex. In other words if Aex is smaller, the interior interface layers expe-
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Figure 3.8: χ2 values from fitting the M(H) dependence of Co(100 Å)/Ru/Co(100 Å) for a

grid of Aex and JRKKY values around the initial estimate. The minimum χ2 value occurs for

Aex= 1.49×10−11 J/m and JRKKY = 3.64 mJ/m2. The solid line encircles the 1σ confidence

interval, the dashed line the 2σ interval, and dotted line the 3σ interval.

rience less rotation forces during the reversal from the bulk and exterior layers. If Aex in

ferromagnetic layers is infinitely large, the M(H) dependence is linear and magnetization in

ferromagnetic layers saturates at the lowest field that can be calculated from the following

expression:

Hsat =
2JRKKY

Msd
= 5.9kOe, (3.30)
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where JRKKY = 3.67mJ/m2 = 3.67 erg/cm2, Ms= 1250 emu/cm3, and Co thickness d =

100 Å.

3.3 First Principle Calculations

First principle calculations based on density functional theory, DFT, were used to predict

intrinsic properties of CoRu, CoPt, and CoCr alloys and were performed by Myrasov et al.

[50] at the University of Alabama. He calculated the change in the Aex and Ms of Co upon

the addition of Ru, Cr, and Pt. He also calculated the magnetic moments of individual

atoms in these alloys. While these calculations are not part of this thesis the conclusions

from these calculations were used to understand the measured and fitted trends of Ms and

Aex.



Chapter 4

Results

The results of this project included measurements of M(H) loops from which the Ms was

determined and Aex and JRKKY were calculated. The Ms and Aex data were compared with

results of DFT calculations and XMCD measurements. This chapter is divided up into three

sections. In the first section I present measurements of both Ms and Aex of Co as a function

of Co layer thickness in Co/Ru/Co. The next section covers the primary focus of the thesis,

measuring Aex of CoX alloys. I chose X to be: Cr, Fe, Ni, Pd, Pt, and Ru as these elements

are frequently used to modify the magnetic properties of Co. For example the addition of

Pt increases the anisotropy of Co, Fe increases the Ms, Cr reduces the Ms without affecting

the anisotropy, and Ru is commonly used as an interface layer for Co. Currently, these

Co alloys are used for fabrication of recording media in hard drives. Co has the largest

exchange stiffness of the 3d elemental ferromagnets and there is no systematic study on

how alloying affects this parameter. The final section explains the effect of composition

on these intrinsic magnetic parameters using DFT calculations done by Oleg Myrasov and

XMCD measurements by Olof Karis.

4.1 Testing for interface effects

The exchange stiffness and saturation magnetization of a 100 Å Co film in my

Ta/Cu/Ru/Co/Ru/Co/Ru multilayer structure are measurably less than the quoted values for

bulk Co. I determined that for a 108 Å Co film in this structure, Aex= 1.55± .09×10−11 J/m

and Ms= 1250±40 emu/cm3. As was mentioned in the introduction, this is on the low end

43
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of the literature values of Aex: 1.8 ± .3 ×10−11 J/m from BLS [24], 2.7 ± .1 ×10−11 J/m

from neutron scattering [27], and 2.1 × 10−11 J/m from FMR studies [28]. In addition to

having larger values of Aex these groups also have larger values for Mscompared with my

samples: 1325±50 emu/cm3 [24], 1450 emu/cm3 [27].

In my thin film structures a large fraction of the Co atoms share an interface with

Ru atoms. This is expected to change the magnetic properties of (these) thin film Co

layers. This could explain the reduced values of Aex and Ms compared to those of Co

bulk or of Co thick films reported in the literature. I measured M(H) of twenty four

Ta/Cu/Ru/Co/Ru/Co/Ru structures where the thickness of Co films was varied from 24 Å

to 200 Å and used the single layer model to determine Aex. The exchange stiffness as a

function of the thickness of the Co film is shown in Figure 4.1. The dashed lines on the plot

show the 1σ confidence interval for the exchange stiffness of a 100 Å film. The interval

was determined from the standard devation in Aex of five 108 Å films added in quadrature

to the 1σ interval from the χ2 plot shown in Figure 3.8. For films thicker than 80 Å, Aex

remains constant, i.e., there is no measurable increase in Aex. However, it is expected that

Aex further increases with Co film thickness due to the surface effects that become neglig-

ble at larger thicknesses. This increase appears to be rather slow and requires many more

measurements in order to determine the trend.

The Ms values of these Co films do not show the same sharp decrease with the Co film

thickness as found for the exchange stiffness, Figure 4.1. Every structure except that with

24 Å thick Co layers has an Ms value within 1σ of the Ms of a 108 Å Co layer. This is

shown in Figure 4.2. I also measured the Ms of 800 Å thick Co layer to be 1357 emu/cm3.

This thick single layer Co film was deposited on top of 30 Å of Ta and covered with 30 Å

thick Ta layer. The Ta layer was used to protect Co film from oxidation. This shows that in

thick films Ms approaches Co bulk value of about 1400 emu/cm3 [24, 25].

The presence of Ru interfaces has much a stronger effect on Aex than on Ms. By reduc-

ing the thickness of Co films from 100 Å to 30 Å in Ta/Cu/Ru/Co/Ru/Co/Ru structures Aex

is reduced to half while Ms remains practically unchanged. If Ms is also reduced with the

thickness of Co films one could argue that this may be due to a systematic error in mea-

suring Co thickness. Thus, these results clearly indicate that Aex is reduced at the Co/Ru

interfaces.

In order to determine whether the interface layers had a different exchange stiffness
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Figure 4.1: The exchange stiffness of the Co films in Ta/Cu/Ru/Co/Ru/Co/Ru structures

as a function of the film thickness. The exchange stiffness is constant in Co films thicker

than 80 Å but drops sharply at lower film thicknesses. This is due to a reduction in Aex

at the Co/Ru interfaces. The dashed black lines represent the 1σ interval for the exchange

stiffness of the 100 Å Co film.

compared to the middle layers (see Figure 3.5), I fit a 100 Å thick Co/Ru/Co structure using

the three layer model from Equation 3.29. For these fits I set the exchange stiffness of the

interior interface, Aex pin, and the exterior interface, Aex int , and determined the values of the

bulk stiffness and the RKKY coupling that minimized χ2. I ran 16 different minimizations

where Aex pin was 1.5× 10−11 J/m, 1.0× 10−11 J/m, 0.5× 10−11 J/m, 0.25× 10−11 J/m,

and for each of these values Aex int was 1.5× 10−11 J/m, 1.0× 10−11 J/m, 0.5× 10−11

J/m, 0.25× 10−11 J/m. The interface layers were assumed to be 12 Å thick with an Ms

of 1080 emu/cm3. This Ms value was taken from the thinnest sample that I measured,

Ru/Co(24 Å)/Ru/Co(24 Å)/Ru.

Figure 4.3 shows the optimal bulk exchange stiffness values when Aex pin = 1.5×10−11
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Figure 4.2: The magnetization saturation of the Co films in Ta/Cu/Ru/Co/Ru/Co/Ru struc-

tures as a function of the Co film thickness. The reduction of Ms was observed only in the

structure with the 24 Å thick Co films.

J/m and Aex int varies. In these fits, the exchange stiffness of the interior interface layer

was set to the value that I calculated for Co using the single layer model in Figure 3.8.

The exchange stiffness of the exterior interface has very little impact on the calculated bulk

stiffness or the χ2 value of the fit. The χ2 values for these four fits are within the 2σ interval

of the fit obtained using the single layer model shown in Figure 3.8.

While the exchange stiffness of the exterior interface does not affect the optimal fitting

parameters to any great extent, Figure 4.4 establishes that the exchange stiffness of the

interior interface greatly affects whether a good fit to the data can be obtained. For these

calculations, the exchange stiffness of the exterior interface was kept constant, Aex int =

1.5× 10−11 J/m. As the stiffness of the interior interface is decreased, the best fits have a

larger bulk layer stiffness. The quality of the fits decreases as the exchange stiffness of the

interior interface layer is reduced. The difference in χ2 for the fit with Aex pin = 1.5×10−11

J/m and for Aex pin = 1.0×10−11 J/m is less than 2σ. However, for lower Aex pin values the
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Figure 4.3: The triple layer model allows for individual adjustments of the exchange stiff-

ness for the different layers. In this case, the exchange stiffness of the exterior interface,

Aex int , was varied greatly, and the best fit was determined over a grid of JRKKY and Aex bulk

values. In all 4 cases, the χ2 values of the fits are within the 2σ interval for the minimum

χ2 calculated from the single layer model.
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decrease in the quality of the fit is more pronounced. For Aex pin = 0.5×10−11 J/m, χ2 of

the fit is ten times larger than that obtained from the fit with Aex pin = 1.5×10−11 J/m and

the χ2 for Aex pin = 0.25×10−11 J/m in one hundred times larger.

Therefore, I also fit the M(H) of the Co(100 Å)/Ru/Co(100 Å) film structure using

Aex pin = 1.1×10−11 J/m, Aex pin = 1.2×10−11 J/m, Aex pin = 1.3×10−11 J/m, and Aex pin =

1.4×10−11 J/m. In each case, I determined the minimum χ2 value in terms of both Aex bulk

and JRKKY . Because Figure 4.3 showed that the exchange stiffness of the exterior interface

did not significantly affect the fit, I assumed that this interface layer had the same properties

as the bulk layer. These calculations are shown in Figure 4.5. When Aex pin = 1.3×10−11

J/m and Aex pin = 1.4× 10−11 J/m the best fits have smaller χ2 values than the best value

calculated with the single layer model.

These results show that the exchange stiffness of interior interface does not decrease

significantly due to the presence of a monolayer thick Ru spacer layer. Thus, the decrease

in the stiffness that we observed in thin Co layers has to be due to the decrease in the

stiffness of the exterior interface, Aex int . This is in agreement with the results by Himi et al.

[51] that experimentally showed that an increase in the thickness of the Ru spacer layer in

Co/Ru/Co multilayers reduces the magnetization of the thin Co layer. If the magnetization

of the Co films decrease with Ru spacer thickness, it is expected that Aex of these Co films

will decrease more that the Ms with increasing Ru thickness. Since the spacer layer in the

investigated structures is only slightly more than one monolayer thick while the exterior

Co interfaces border a 50 Å thick Ru film, reduction of Aex at the exterior interfaces should

be larger. These results also show that very good fits can be obtained using the single layer

model. From the single layer model, I calculated that Aex of Co was 1.49× 10−11 J/m

and with the triple layer model I calculated an exchange stiffness of the Co bulk layer to

be between 1.5× 10−11 and 1.8× 10−11 J/m, depending on the exchange stiffness of the

interface layers.

Figure 4.3 and Figure 4.4 are of particular interest as well because they demonstrate the

sensitivity of the micromagnetic model to the properties of the interface layers. The model

is unable to adequately resolve the properties of the exterior interface. This is attributable

to the fact that magnetization reversal in the exterior interfaces depends on the reversal

in the bulk and interface layers. On the other hand, the model is particularly responsive

to changes in the exchange stiffness of the interior interface because these layers control
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Figure 4.4: These calculated M(H) curves represent the best fits to the data when Aex of the

interior interface layer, Aex pin is varied over a wide range. Again, the best fit is determined

by calculating χ2 for a grid of JRKKY and Aex bulk values. The quality of the fits decreases

dramatically as the stiffness of the interior interface layer is decreased.
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Figure 4.5: Calculated M(H) curves for Aex pin values between 1.1×10−11 J/m and 1.4×
10−11 J/m. All of these fits are within the 2σ χ2 interval from Figure 3.8 anf the two fits

for Aex pin = 1.4×10−11 J/m and Aex pin = 1.3×10−11 J/m have a smaller χ2 value then the

minimum value from Figure 3.8.
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reversal of bulk and exterior interface layers.

As the two models calculated significantly different values of the exchange stiffness of

Co, ranging from 1.5to1.8× 10−11 J/m, the calculations of the exchange stiffness of the

alloys are normalized using Aex of Co= 1.55×10−11 J/m. The Ms values were normalized

to the Ms of Co, 1250 emu/cm3. As discussed before, these value was obtained from 5

different Co/Ru/Co structures with 108 Å thick Co layers.

4.2 Compositional effects
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Figure 4.6: This graph summarizes the effect of alloying on the Ms of Co. The Ms values

are normalized to the Ms of Co, which was 1250 ± 40 emu/cm3 for 108 Å thick Co films.

In CoX films, Cr reduces the Ms the most followed by Ru, Pt, Pd, and Ni. On the other

hand, the addition of Fe increases the Ms. The lines are a linear fit through the points and

are intended to help identify the Ms trends.

Figure 4.6 and Figure 4.7 show the effect that alloying has on the Ms and Aex of Co in

Ta/Cu/Ru/CoX(100 Å)/Ru/CoX(100 Å)/Ru, where X = Cr, Fe, Ni, Ru, Pd, and Pt. For most
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of the CoX compositions we deposited two samples, one with 3.3 and other with 3.8 Å thick

Ru spacer layers. So the reported values are an average of the two measurements. From

only two measurements the error bars can not be accurately estimated. For this reason, for

all data in Figure 4.6 and Figure 4.7 I used the larger error bars of two: one obtained for

pure Co layers (where I measured 5 different samples of the same thickness), and second

obtained for CoX layers (where I had only two measurements for the same thickness and

composition). Moreover the error bars for Ms and Aex of CoX are larger than those for Co

due to additional uncertainty in the composition.

The addition of the 12 Å Co interior interface layers in CoRu/Co/Ru/Co/CoRu struc-

tures further increases the uncertainty in the Ms and Aex measurements for CoRu layers with

15 and 20 atomic % of Ru. This is due to the uncertainty in Aex and Ms of the Co interface

layers. I fit the CoRu/Co/Ru/Co/CoRu data assuming three different Aex and Ms values of

Co interface layers: Aex and Ms values of 1) Pure Co, 2) Co95Ru5 and 3) Co90Ru10. The

presented data show the average values for both Ms and Aex and the error bars account for

the variation in these results.

The Ms of Co is reduced by approximately 3.7% per atomic percent of Cr added, 2.5%

per atomic % of Ru, 1.1% per atomic % of Pd or Pt and 0.6% per atomic % of Ni. The

addition of Fe increases the Ms by about .8% per atomic % of Fe in Co.

Figure 4.7 shows that per atomic % added, Aex is reduced by 5.6% for X=Ru, 3.5%

for X=Cr, 2.1% for X=Pd, 1.5% for X=Ni, 1.1% for X=Pt, with no change for X=Fe. I

determined from Figure 4.6 and Figure 4.7 that the rate of change of Aex and Ms are not

necessarily correlated. Substitutions of Cr into Co reduces Ms the most while Ru additions

have the largest effect on Aex. While both Ni and Fe are ferromagnetic elements, they affect

these parameters in very different ways. This reflects the difference in the occupation of

the 3d band that leads to different magnetic moments for these elements. The two noble

metal alloys, Pt and Pd, have very similar effects on Aex and Ms.

As mentioned before, Figure 4.6 and Figure 4.7 summarize the results from two struc-

tures: Co(1−y)Xy/Ru/Co(1−y)Xy and Co(1−y)Xy/Co/Ru/Co/Co(1−y)Xy. The only difference

between the two is that the latter structure has 10 Å thick Co interface layers between the

CoRu and Ru layers. The former structure was used for all CoCr, CoFe, CoNi, CoPd, and

CoPt alloys and some CoRu alloys. Both structures were used to determine the properties

of the CoRu alloys. The additional Co layer was added only to the CoRu alloy structures
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Figure 4.7: Alloying also has a strong effect on Aex in Co as shown here. Again, the values

are normalized to Aex of pure Co, measured to be 1.55± .08× 10−11 J/m. Alloying Co

with Ru reduces Aex the most followed by Cr, Pd, Ni, Pt, and then Fe. At the compositions

measured, the addition of Fe has no effect on Aex of Co.

to improve the RKKY coupling which dropped significantly at higher Ru concentrations.

I deposited a set of CoRu alloys with 5%, 10%, 15%, and 20% of Ru with the additional

12 Å Co layer.

As is the case with calculating the stiffness of the proposed interface layers in Co/Ru/Co

trilayers, determining the exact parameters for the added Co layer is quite difficult. There-

fore, I did three fits for the CoX/Co/Ru/Co/CoX structures where I estimated that Aex and

Ms of the added Co layers are the same as Co, Co95Ru5, and Co90Ru10. The presented data

are an average of these three fits and the error bars are slightly larger to account for this.

As expected JRKKY dependence on Ms
2 is linear in CoX/Ru/CoX films for a constant

Ru spacer layer thickness. The JRKKY vs Ms
2 data are shown in Figure 4.8 together with a

solid line representing a straight line fit through the data. In all CoX/Ru/CoX structures Ru

thickness was 3.3 Å to maximize the strength of RKKY coupling.
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Figure 4.8: This plot shows the RKKY coupling is proportional to Ms
2. This result is in

agreement with Equation 3.20.

4.3 DFT and XMCD results

The DFT calculations match much better with the experimental values of Ms, shown in

Figure 4.9b, as opposed to Aex, presented in Figure 4.9a. Despite this, the calculated values

for Aex confirm the trends observed from experiments. Of the three elements studied by

DFT, Ru reduces Aex the most followed by Cr then Pt. The theory confirms that the Ms of

Co is reduced most strongly by Cr, then Ru, then Pt. The DFT calculations were performed

at 0 K while the experimental measurements were carried out at room temperature. Pre-

liminary results from low temperature experiments suggest that the observed difference is

in part due to this temperature difference.

The effect that alloying has on Ms and Aex can be explained from the results of the DFT

measurements as well as XMCD measurements. The results of the DFT calculations are

summarized in Table 4.1 while the XMCD measurements that confirm the DFT predictions

are in Table 4.2. To calculate the effects of alloying, a Co atom in a Co lattice is replaced
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(a) Experimental and DFT calculated values of

Aex for CoRu, CoCr, and CoPt alloys.
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(b) Ms values for CoRu, CoCr, and CoPt obtained

by experiment and DFT calculations.

Figure 4.9: DFT calculations and experimental values of Aex and Ms in CoX alloys, where

X is Cr, Pt and Ru.
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by atom X, this atom is located at the 0 shell. The magnetic moments and direct exchange

coupling of the first three sets of nearest neighbours are calculated before and after substi-

tuting an atom X for a Co atom. The nearest neighbours are in shell 1, the next nearest in

shell 2 and so on. The exchange stiffness was calculated from the difference in magnetic

energies before and after inducing a spin spiral to the moments in the Co lattice. The spiral

is similar to that which we assume is formed in CoX films of the CoX/Ru/CoX structure in

the presence of applied magnetic field.

CoX mi shell [µB] ∆Ji shell [mRy] ∆Jav

X 0 1 2 3 0 1 2 3

Co 1.63 1.63 1.63 1.63 0 0 0 0 0

Pt 0.39 1.67 1.66 1.67 -13 -0.6 -0.8 0.3 -0.4

Ru 0.48 1.58 1.59 1.67 -14 -3.5 -3 -0.1 -1.6

Cr -2.2 1.45 1.47 1.6 -0.7 -2.8 -2.5 -1 -1.4

Table 4.1: The contributions of each shell to the magnetic moment and the exchange cou-

pling are calculated in a Co lattice with and without an impurity atom X in the 0 shell. The

nearest neighbours to the 0 shell are called the 1 shell and so on. The ∆Ji is the change in

the direct exchange coupling in individual shells due to the presence of an X atom in shell

0.

XMCD
Co90Cr10 Co95Ru5 Co75Pt25

mCo [µB] mCr [µB] mCo [µB] mRu [µB] mCo [µB] mPt [µB]

Exper. 1.41 -2.2 1.55 0.2 1.64 0.26

DFT calc. 1.45 -2.2 1.58 0.48 1.67 0.39

Table 4.2: XMCD measurements allow us to measure the magnetic moments of partic-

ular elements in an alloy. The results of XMCD experiments match very well with the

predictions from DFT calculations.

The DFT calculations show that the substituted Cr atom is anti-ferromagnetically cou-

pled to the Co neighbours and has a very large magnetic moment of -2.2 µB. The substituted

Pt and Ru atoms coupled ferromagnetically to the Co atoms. The induced magnetic mo-
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ments in these atoms are 0.39 µB for Pt and 0.48 µB for Ru. The DFT results also show that

the addition of Cr and Ru atoms reduces the magnetic moment of the surrounding Co atoms

while the addition of Pt slightly increases the neighbouring Co moments. The large antifer-

romagnetically coupled Cr moment combined with the reduction in the magnetic moments

of Co atoms in CoCr alloys explains why the addition of Cr reduces Ms more than the other

elements.

The exchange stiffness in magnetic materials is calculated by adding all exchange in-

teractions between magnetic atoms in the crystal. The exchange coupling between two

magnetic atoms can be understood using a picture of atomic magnetic moments (mi, m j)

on sites i, j and overlapping wave functions. This picture leads to the notion of a response

function Ri j(x) that contributes to the overall exchange coupling constant between sites i

and j as: Ji j ∼ miRi jm j. Thus, according to this general description, dopant atoms will

alter the exchange coupling constants via two major mechanisms: (i) variation of atomic

magnetic moment and (ii) variation of response function.

The trends in Aex can be qualitatively understood from the change in the magnetic

moments as a result of the alloying. The small moment attributed to the Ru atom combined

with the reduction in the moment of its Co neighbours amounts to a significant decrease in

the overall exchange coupling constant. While Cr reduces the neighbouring moments more

than Ru, this is mitigated by the very large moment on the Cr atom which acts to increase

the exchange constant. Qualitatively, it is difficult to say which of these two elements

reduces Aex more. Pt substitutions have a very small moment and increase the moment of

the Co neighbours and therefore would affect Aex the least. These conclusions match the

measured trends.

The addition of Ru induces the greatest change in the exchange coupling in the 0, 1,

and 2 shells followed by Cr then Pt. The calculation of the exchange stiffness includes all

the atomic pairs so all the ∆Ji values are taken into account. Aex is directly related to the

coupling, J, so any change in J is reflected in Aex.
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Conclusion

The exchange stiffness is one of the key parameters that controls magnetization reversal.

However, it is very difficult to measure, especially in thin films. Most experiments measure

Aex from the dispersion curve of spin waves in ferromagnetic materials. In 100 Å thick Co

films, the lowest energy magnons can be excited by 580 GHz electromagnetic waves. This

frequency can not be produced by FMR and can not be detected using BLS, limiting these

methods to much thicker films. I developed a micromagnetic model that calculates Aex by

fitting to the M(H) curve of a FM/NM/FM structure.

I used sputter deposition to grow a series of Ta/Cu/Ru/CoX/Ru/CoX/Ru films where X

was one of: Cr, Fe, Ni, Pd, Pt, or Ru. These films were highly textured with the [0001]

axis oriented perpendicular to the surface. As a result, the uniaxial anisotropy did not affect

reversal in the films. Using the model, I calculated that Aex of Co is reduced by 5.6% per

atomic % Ru, 3.5% per atomic % Cr, 2.1% per atomic % Pd, 1.5% per atomic % Ni, 1.1%

per atomic % Pt. There was no measured change to Aex when Fe was added to Co. In

addition, the Ms of CoX is reduced by approximately 3.7% per atomic % Cr, 2.5% per

atomic % Ru, 1.1% per atomic % Pd, per atomic % Pt, and 0.6% per atomic % Ni. The

addition of Fe increases the Ms by about .8% per atomic % Fe.

DFT calculations performed by Oleg Myrasov on CoCr, CoPt, and CoRu alloys agree

with the trends in Ms and Aex from the micromagnetic model. XMCD measurements done

by Olof Karis of the magnetic moments of the individual elements in these alloys agreed

with the DFT predictions. The DFT calculations were performed at 0 K while the ex-

perimental measurements were done at room temperature. Initial M(H) measurements on

58
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CoRu/Co/Ru/Co/CoRu performed at 10 K are in better agreement with the DFT calcula-

tions. This suggests that the discrepancy between the calculated and experimental Ms and

Aex data is in part due to this temperature effects.

These alloys are of particular interest to the recording industry as they are used in

current storage media. There is also significant interest in these alloys for spin-torque-

transfer magnetic random access memory. Knowledge of the magnetic parameters will

allow for tailoring of the media to match the application.
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