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Abstract

Given a rational function φ(X) with rational coefficients that is defined at every positive

integer, we consider the sum
∑∞

n=0 φ(n). It is believed that when this sum converges, it

converges to either a rational or transcendental number. We prove an analogue of this

conjecture over fields of rational functions:

Let K be a field and let φ(X) be a rational function with coefficients in K such that

φ(0) = 0. Given a positive integer d ≥ 2, we define F(X) =
∑∞

n=0 φ(Xdn
). If d is not a power

of char(K), then F(X) is either a rational function or transcendental over K(X).

Our demonstration uses results from the theory of automatic sequences and from com-

mutative algebra.
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Chapter 1

Introduction

1.1 Telescoping Sums

Let φ(X) be a rational function with rational coefficients such that φ(n) is defined for any

nonnegative integer n. We are interested in the sum

S B
∞∑

n=0

φ(n).

Example 1.1.1. Let φ(X) = 1
(X+1)(X+2) . Note that

1
(X + 1)(X + 2)

=
1

X + 1
−

1
X + 2

,

so for N ≥ 0

N∑
n=0

φ(n) =

N∑
n=0

(
1

n + 1
−

1
n + 2

)
= 1 −

1
2

+
1
2
− · · · −

1
N + 1

+
1

N + 1
−

1
N + 2

= 1 −
1

N + 2
.

Thus

S =

∞∑
n=0

φ(n) = 1.

2
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We say that φ(X) has a telescoping behaviour (or that the sum S is telescoping) since

the number of terms in every partial sum is bounded after some cancellation, in this case by

2.

Example 1.1.2. Let φ(X) = 2
16X2+16X+3 . Now

φ(X) =
1

4X + 1
−

1
4X + 3

,

so

S =

∞∑
n=0

φ(n) = 1 −
1
3

+
1
5
−

1
7

+ · · · =
π

4
.

This series is known as the Madhava–Leibniz series since it was shown to converge to π/4

by the Indian mathematician Madhava and later by Leibniz. See [Roy90].

Conjecture 1.1.3. Let φ(X) be a rational function over Q such that φ(n) is defined for every

positive integer n and define

S B
∞∑

n=0

φ(n).

If S converges, then S ∈ Q or S is a transcendental number.

Assuming S is convergent, it is believed that S ∈ Q precisely when the sum has a

telescoping behaviour.

In [ASST01], Adhikari, Saradha, Shorey and Tijdeman proved the following:

Theorem 1.1.4. Let P(X) and Q(X) be a polynomials over the rationals such that Q(X) has

only simple rational roots. If

S B
∞∑

n=0

P(n)
Q(n)

converges, then it converges to either a rational or a transcendental number. Furthermore,

if S is rational and the roots of Q(X) all lie in the interval [−1, 0), then S = 0.

Example 1.1.5. Let φ(X) = 1
(2X+1)(2X+2) . Then

S :=
∞∑

n=0

1
(2n + 1)(2n + 2)

converges and is clearly positive. Since the roots of Q(X) are both in the interval [−1, 0), we

see that S is transcendental by the previous result. In fact, it can be shown that S = log(2).
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1.2 Integers and Polynomials

When studying the ring of integers, one can sometimes gain insight into its structure by

looking at polynomial rings. A polynomial ring in one variable over a field K has many

properties in common with the ring of integers Z. Many of these common properties stem

from the fact that both are Euclidean rings.

For any two integers a and b where b is nonzero, there exist integers q and r with

O ≤ |r| < |b| such that a = qb + r. Analogously, if A(X) and B(X) , 0 are two polynomials

over a field K, then there exist polynomials Q(X) and R(X) with R(X) = 0 or deg(R(X)) <

deg(B(X)) such that A(X) = Q(X)B(X) + R(X). The only difference in the statements is the

function used to measure the “size” of the elements. This function is called a Euclidean

norm. A ring R is called a Euclidean ring if there is a norm function N : R \ {0} → N such

that:

(1) N(a) ≤ N(ab) for all nonzero a, b ∈ R.

(2) For all a, b ∈ R with b , 0, there exist q, r ∈ R with r = 0 or N(r) < N(b) such that

a = bq + r.

It follows from (1) that any Euclidean ring is an integral domain, that is, the product of any

two nonzero elements is always nonzero. For this reason they are usually called Euclidean

domains. The second statement is often referred to as the division algorithm since it is

usually proved using an algorithm (similar to grade-school long division).

An important consequence of the division algorithm is that both Z and K[X] are prin-

cipal ideal domains, that is, every ideal is generated by one element. In a principal ideal

domain, every irreducible element is prime. A nonzero nonunit element p of a commutative

ring is said to be prime if whenever p divides a product ab with a, b ∈ R, then either p di-

vides a or p divides b. An irreducible element is a nonzero nonunit that cannot be written as

the product of two nonunits. That primality and irreducibility are equivalent is an important

similarity between Z and K[X] since prime numbers play a central role in number theory.

In any principal ideal domain we can write any nonunit (except zero) as a product of

irreducible elements, and this factorization is unique up to reordering and multiplication by

a unit. Thus a Euclidean ring is a unique factorization domain, that is, an integral domain
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with the unique factorization described above. This is a generalization of the Fundamental

Theorem of Arithmetic to a larger class of integral domains.

The division algorithm and the fundamental theorem of arithmetic form the basis for a

great deal of number theory, and so many of their consequences have analogues in poly-

nomial rings. For example, if K is a field and P(X),Q(X) ∈ K[X], then there is always a

polynomial R(X) ∈ K[X] that divides both P(X) and Q(X) and has maximal degree with

respect to this property, that is, R(X) is a greatest common divisor of P(X) and Q(X).

For proofs of these facts and more details, see [Irv04].

A polynomial ring over any field has a similar algebraic structure to that of the integers,

but a polynomial ring over a finite field has even more similarities. One interesting example

is the distribution of primes. The equivalent of the prime integers in a polynomial ring is

the irreducible polynomials. We usually restrict to positive primes; we ignore the negative

primes since they are just unit multiples of the positive primes. In the same way we will

consider only monic irreducible polynomials since every element of the base field is a unit.

Euclid proved that there are infinitely many primes in Z. The analogue of this result in a

polynomial ring would be that there are irreducible polynomials of arbitrarily high degree.

However, the only irreducible polynomials over R are linear and quadratic, and over C, only

linear polynomials are irreducible. This makes the disribution of irreducibles in R[X] and

C[X] different from that of the primes in Z, and so we would not expect to gain insight into

the distribution of primes in Z by studying either of these polynomial rings.

InQ there are irreducible polynomials of arbitrarily high degree. Hayes [Hay65] proved

that any polynomial over Q can be written as the sum of two irreducibles, and the proof is

very elementary. This result is an analogue of the famous Goldbach Conjecture that any

integer greater than 2 can be written as the sum of 2 primes. The Goldbach Conjecture has

remained unresolved since 1742—this seems to suggest that the distribution of irreducibles

in Q[X] is more dense than that of the primes in Z.

Over the finite field of size q, denoted Fq, the number of monic irreducible polynomials

of a given degree t is

Nq(t) =
1
t

∑
d|t

µ(d)qt/d,

where µ is the Möbius function on N (see [LN97]). Thus the number of monic irreducible

polynomials of degree t is asymptotic to qt/t =
qt

logq(qt) as t → ∞.
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If we define the size of a polynomial in Fq[X] of degree t to be qt, then the distribution

of irreducibles in Fq[X] is similar to that of the primes in Z, since the number of primes less

than a positive integer n (or the number of primes of size less than n) is asymptotically

π(n) ∼
n

log(n)

by the well-known Prime Number Theorem.

The polynomial analogue of the Goldbach Conjecture, that any polynomial of degree

n is the sum of two irreducible polynomials of degree n, has not been proved for Fq[X],

though Pollack has recently made some progress towards a solution in [Pol11].

Another famous conjecture on the distribution of primes in Z is the Twin Prime Conjec-

ture, which states that there are infinitely many primes p such that p + 2 is also prime. A

generalized version was given by de Polignac (see [dP51]): for every positive even integer

n, there are infinitely many primes p such that p + n is also prime. See [Pol08] for a sum-

mary of work on the analogue of this conjecture for Fq[X], including new results by that

paper’s author.

For a more in-depth summary of the similarities between Z and Fq[X], see [EHM05].

1.3 The Main Result

We will prove an analogue of the conjecture from the first section for function fields. That

is, we will prove the following result:

Main Theorem. Let K be a field, let φ(X) be a rational function in K(X) whose power

series expansion lies in XK[[X]], and let d ≥ 2. Let F(X) =
∑∞

n=0 φ(Xdn
) ∈ K[[X]]. If d is

not a power of char(K), then either F(X) ∈ K(X) or F(X) is transcendental over K(X).

Note that when char(K) = 0 the theorem holds for any d ≥ 2.
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We require that φ(X) ∈ XK[[X]] and d ≥ 2 to avoid problems with convergence. If φ(X)

has a nonzero constant term a0, then we would have

F(X) =

∞∑
n=0

φ(Xdn
) =

∞∑
n=0

a0 + G(X)

for some G(X) ∈ XK[[X]]. Since
∑∞

n=0 a0 is not necessarily defined in K, we may not get a

valid power series.

With φ(X) ∈ XK[[X]], each coefficient of F(X) is a polynomial in the coefficients of

φ(X), so F(X) is a well-defined power series over K. To see this, note that because d ≥ 2,

the degree of the lowest degree term in φ(Xdn
) is strictly, and very rapidly, increasing as

n→ ∞.

We consider sums of the form
∑∞

n=0 φ(Xdn
) because if φ(X) = ψ(X) − ψ(Xd) for some

rational function ψ(X), then we get exactly the type of telescoping behaviour that allows

the sums to be rational.

To illustrate the main result, we give a few examples:

Example 1.3.1. Let K = Q and let

φ(X) =
X − X2

1 + X + X2 + X3 =
X

1 + X
−

X2

1 + X2 .

If we choose d = 2, then we have

F(X) =

∞∑
n=0

φ(X2n
)

=

∞∑
n=0

X2n

1 + X2n −

∞∑
n=0

X2n+1

1 + X2n+1

=
X

1 + X
.

Example 1.3.2. Let K = Q, let φ(X) = X ∈ K(X) and let d = 2. Then F(X) =
∑∞

n=0 X2n
=∑

n≥0 anXn where an = 1 if n is a power of 2 and an = 0 otherwise.

To see that F(X) is not rational, suppose towards a contradiction that F(X) = P(X)/Q(X)

for some P(X),Q(X) ∈ F2(X). We can assume that P(0) = 0 and Q(0) , 0. If we write

Q(X) = q0 + · · · + qsXs, then the n-th coefficient of P(X) is q0an + · · · + qsan−s. Choose N

such that 2N > deg(P(X)) and 2N − 2N−1 > s. Then for all n ≥ N, the 2n-th coefficient of

P(X) is q0 , 0, a contradiction.
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It will be easy to show that F(X) is transcendental over Q(X) after we have seen some

results on automatic sequences. See Example 4.4.4.

The following example demonstrates why we require that d not be a power of char(K).

Example 1.3.3. Let K = F2 and let φ(X) and d be defined as in Example 1.3.2. Then

d = char(K). By the same argument as in 1.3.2, F(X) is not rational. However, we can

show that F(X) is algebraic over F2(X). To see this, note that since we are working over F2

we have

F(X)2 = F(X2)

=

∞∑
n=0

X2n+1

= F(X) − X,

and so F(X) is algebraic over F2(X)

We will first prove the Main Theorem in the case where the base field is finite using

automata theory and automatic sequences.

A deterministic finite automaton with output is a finite collection of states and rules for

moving between these states depending on the input provided. The automaton starts in a

fixed initial state and is given a string as input. The input is read one symbol at a time and

the automaton moves into different states based on the symbol read and the current state.

The state in which the automaton ends up after reading the output string determines the

output symbol.

Let k be an integer greater than 1. A sequence a = (a0, a1, . . .) is said to be k-automatic

if there is a deterministic finite automaton taking input strings from alphabets of the form

{0, 1, . . . , k − 1} that, when given the base k expansion of a positive integer n, outputs an.

Example 1.3.4. Let a = (0, 1, 1, 1, . . .). Given k ≥ 2, we can construct a deterministic finite

automaton with output M that generates a as follows. Let M have 2 states, q0 and q1 with

associated outputs 0 and 1, respectively. When reading an input string over {0, 1, . . . , k−1},

M will start in q0 and move to q1 when it reads a nonzero symbol. Once in q1, M stays in

q1. Thus M gives 0 as output after reading a base-k representation of 0 and 1 otherwise, so

we can conlude that a is k-automatic for any k ≥ 2.
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We are interested in automatic sequences because of a result of Cobham’s [Cob69] that

states that if a sequence is k- and l-automatic for two multiplicatively independent integers

k and l, then it is eventually periodic. We will also show see that a formal power series over

a finite field is rational (a quotient of polynomials) if and only if its sequence of coefficients

is eventually periodic. Thus, we need to show that the coefficients of F(X) are k- and

l-automatic for some multiplicatively independent integers k and l.

First we will show that the coefficients of F(X) =
∑∞

n=0 φ(Xdn
) are d-automatic. We will

see that a power series over a finite field is rational if and only if its sequence of coefficients

is eventually periodic. Büchi [Büc60] proved that an eventually periodic sequence is k-

automatic for all k ≥ 2, so we can conclude that the coefficients of φ(X) are d-automatic

since φ(X) is a rational function over a finite field. We then show that this implies that the

coefficients of F(X) are also d-automatic since they depend on the coefficients of φ(X).

Christol’s Theorem [Chr79] states that if a power series over a finite field of character-

istic p is algebraic, then its coefficients are p-automatic.

When d is not a power of p, then d and p are multiplicatively independent. Thus, if

F(X) is algebraic, it follows that the coefficients of F(X) are both d- and p-automatic and

thus eventually periodic by Cobham’s Theorem, so we can conclude that F(X) is rational.

We will then show that the degrees of the numerator and denominator polynomials of F(X)

are bounded in terms of the degrees of the numerator and denominator polynomials of φ(X).

In the general case, we will use some results from commutative algebra to reduce to the

special case. The main result we will use is the Nullstellensatz. The Nullstellensatz, which

is German for “zero-locus theorem”, was originally proved by Hilbert. His version demon-

strated a bijection between the radical ideals of a polynomial ring over an algebraically

closed field and subvarieties of the corresponding affine space. We will use a more general

version of the Nullstellensatz that was proved by Bourkbaki and applies to the larger class

of Jacobson rings.

A ring R is called a Jacobson ring if the intersection of all the maximal ideals of R/P is

(0) for any prime ideal P of R. For example, Z is Jacobson.

The general form of the Nullstellensatz that we will use states that if R is a Jacobson

ring and S is a finitely-generated R-algebra, then S is also Jacobson; also, if N is a maximal

ideal of S , then M B N ∩ R is a maximal ideal of R and S/N is a finite field extension of

R/M.
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To use the Nullstellensatz, we will construct a Z-algebra R ⊂ K generated by the coef-

ficients of the numerator and denominator polynomials of φ(X) such that φ(X) is contained

in R[[X]]. It follows that F(X) ∈ R[[X]] as well. Given a maximal ideal M of R, R/M is

a finite field by the Nullstellensatz. If F(X) is algebraic over K(X), we can show that the

image of F(X) modulo M is algebraic over (R/M)(X). We then show that since the image of

F(X) modulo M is rational and the degrees of its numerator and denominator polynomials

are uniformly bounded, then F(X) must be rational, which will complete the proof of the

main result.



Chapter 2

Commutative Algebra

In this chapter we will give the background in commutative algebra that we will need in

order to reduce the main result to the finite field case. Specifically, we need to define the

class of Jacobson rings and present a version of the Nullstellensatz generalized to this class.

This result will be a crucial part of the proof of the main result in the general case. Sections

2.2, 2.5, and 2.6 follow the apporoach of [Eis95]. Section 2.1 was written using [Gal10] as

reference, Section 2.3 using [Gal10] and [AS03] and Section 2.4 using [Eis95] and [Har77].

2.1 Rings and Ideals

Let R be a commutative ring with multiplicative identity. Throughout this chapter, we will

assume that all rings are commutative and have a multiplicative identity. We recall that an

ideal of R is a nonempty set I ⊂ R that is closed under addition and under multiplication by

any element in R. If I is a proper subset of R, then we call I a proper ideal of R. We note

that I is a proper ideal of R if and only if 1 < I.

If S ⊂ R, then the ideal generated by S , denoted by (S ), is the smallest ideal of R

containing S , or, equivalently, the set of all linear combinations of elements of S with

coefficients in R. We will leave out braces for the sake of clarity: we will write (a, b)

instead of ({a, b}), for example. Note that for a ∈ R, (a) = aR B {ar : r ∈ R}.

We note that if I and J are ideals of R, then I ∩ J is also an ideal. In general I ∪ J is

not an ideal, but it is easy to see that (I ∪ J) = I + J B {a + b : a ∈ I, b ∈ J}. We also

define IJ = (ab : a ∈ I, b ∈ J), since {ab : a ∈ I, b ∈ J} is generally not an ideal. Note that

11



CHAPTER 2. COMMUTATIVE ALGEBRA 12

IJ ⊂ I ∩ J.

If I is an ideal of R, then we can define a relation on R as follows: if a, b ∈ R, then we

say a is congruent modulo I to b if and only if b − a ∈ I. It is easy to check that this is an

equivalence relation and that for a ∈ R, the equivalence class of a is a + I B {a + r : r ∈ I}.

We will generally use the more compact notation a to denote the equivalence class of a. We

let R/I denote the quotient ring of R modulo I, which is the set of equivalence classes of R

with addition and multiplication defined as follows for a, b ∈ R:

a + b = a + b;

ab = ab.

Since I is an ideal, it follows that R/I is a ring under these operations. We have a surjective

homomorphism R → R/I given by a 7→ a, and so we sometimes call a the image of a in

R/I or the image of a modulo I.

Example 2.1.1. A subset I of the ring of integers Z is an ideal if and only if I = nZ for

some n ∈ Z.

Example 2.1.2. Let R = C[x, y]. Then I = (x − 1, y − 1) = (x − 1)R + (y − 1)R is an ideal

of R, and C[x, y]/I � C, as this amounts to evaluating each polynomial at x = 1, y = 1.

Two special types of ideals feature prominently in commutative algebra, namely prime

and maximal ideals.

Definition 2.1.3. Let R be a ring and I a proper ideal of R. We say that I is prime if

whenever ab ∈ I, then either a ∈ I or b ∈ I.

Example 2.1.4. An ideal I = nZ of Z is prime if and only if n = ±p for some prime number

p.

Definition 2.1.5. Let R be a ring and I a proper ideal of R. We say that I is maximal if the

only ideal of R properly containing I is R itself

We can obtain some important results concerning maximal ideals in a ring R by ordering

R by inclusion and studying the resulting structure.

Definition 2.1.6. A partially ordered set is a set S along with a relation, or order, ≤ such

that for any a, b, c ∈ S we have



CHAPTER 2. COMMUTATIVE ALGEBRA 13

(1) a ≤ a;

(2) if a ≤ b and b ≤ c, then a ≤ c;

(3) if a ≤ b and b ≤ a, then a = b.

An element a ∈ S is called maximal if there is no b ∈ S such that a ≤ b. A subset T of S is

said to be totally ordered if for any a, b ∈ T either a ≤ b or b ≤ a.

If we order the set of proper ideals of a ring R by inclusion, then the maximal ideals of

R are precisely those ideals that are maximal elements of this partially ordered set. We can

then use Zorn’s lemma to prove the existence of maximal ideals.

Lemma 2.1.7 (Zorn, [Zor35]). Let S be a partially ordered set. Suppose that for every

subset T ⊂ S , there exists b ∈ S such that a ≤ b for all a ∈ T. Then S has at least one

maximal element.

For a proof of Zorn’s lemma, see [HJ99, Theorem 1.3].

Proposition 2.1.8. Let R be a ring and let I be a proper ideal of R. Then R has a maximal

ideal containing I.

Proof. Let S be the set of all proper ideals of R containing I, ordered by containment. We

will use Zorn’s lemma to show that S has a maximal element. Let A be an index set and let

{Iα : α ∈ A} be a totally ordered subset of S. Let J = ∪α∈AIα; we claim that J ∈ S.

Since Jα is nonempty for each α ∈ A, then J is nonempty. If a, b ∈ J, then a ∈ Jα and

b ∈ Jβ for some α, β ∈ A. Without loss of generality, we have Jα ⊃ Jβ, so a, b ∈ Jα, and

thus a + b ∈ Jα ⊂ J. Also, if r ∈ R, ra ∈ Jα ⊂ J. Finally, since Jα ⊃ I for all α ∈ A, we have

J ⊃ I, and so J ∈ S. Thus, by Zorn’s lemma, S has a maximal element, M. To see that M

is a maximal ideal of R, suppose there is an ideal K of R such that M ( K ⊂ R. Then I ⊂ K,

and thus, since M is maximal in S, K = R. �

Corollary 2.1.9. Every nontrivial ring has a maximal ideal.

Proof. Let R be a nontrivial ring, that is, R , {0}. Then (0) is a proper ideal of R, so, by

Proposition 2.1.8, R has a maximal ideal. �
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The argument using Zorn’s lemma in the proof of Proposition 2.1.8 is fairly standard,

and we will refer to it in this chapter.

Next we define two important classes of rings that give very useful characterizations of

prime and maximal ideals.

Definition 2.1.10. A ring R is called an integral domain if whenever ab = 0 for some

a, b ∈ R, we have either a = 0 or b = 0.

If there exist nonzero elements a, b of a ring R such that ab = 0, we call a and b zero

divisors. Note that R is an integral domain if and only if R has no zero divisors. We also

note that (0) is a prime ideal of a ring R if and only if R is an integral domain; this follows

directly from the definitions.

Definition 2.1.11. Let R be a ring. An element r ∈ R is called a unit if there exists an-

other element s ∈ R, called the inverse of r, such that rs = 1. We denote by U(R) the

multiplicative units group of R. If every nonzero element of R is a unit, we say that R is a

field.

Example 2.1.12. The ring of integers Z is an integral domain and U(R) = {−1, 1}, so Z is

not a field, but Q, R and C are.

We note that if I is an ideal of R and I contains a unit of R, then 1 ∈ I and thus I = R.

Proposition 2.1.13. Let I be an ideal of a ring R, then

(1) I is prime if and only if R/I is an integral domain.

(2) I is maximal if and only if R/I is a field.

Proof. For the first statement, suppose that I is prime and let a, b ∈ R such that ab = 0.

Then ab ∈ I, and so either a ∈ I or b ∈ I. Thus either a = 0 or b = 0.

Conversely, suppose that R/I is an integral domain and let a, b ∈ I. Then ab = 0, so

either a = 0 or b = 0. Thus either a ∈ I or b ∈ I.

For the second statement, suppose that I is maximal and let a ∈ R such that a , 0. Then

a < I, so (a) + I ) I. Since I is maximal, (a) + I = R, and so 1 = ab + x for some b ∈ R and

x ∈ I. Thus ab − 1 ∈ I, which implies that ab = 1, and so a is a unit.
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Conversely, suppose that R/I is a field and let J be an ideal properly containing I.

Choose a ∈ J \ I. Then a , 0, so there exists b ∈ R such that ab = 1. Thus 1 − ab ∈ I ⊂ J.

Now ab ∈ J, and so 1 ∈ J, which implies that J = R. Therefore I is maximal. �

An immediate consequence of Proposition 2.1.13 is that every maximal ideal is also

prime. Moreover, we get a useful characterization of fields, namely that their only proper

ideal is (0). To see this, note that R � R/(0), which is a field if and only if (0) is maximal.

We end with a few more definitions specific to integral domains that will be needed

later.

Definition 2.1.14. Let R be an integral domain and let a be a nonzero nonunit of R. We say

that a is irreducible if whenever we write a = bc with b, c ∈ R, either b or c is a unit.

Example 2.1.15. In Z, the irreducible elements are all ±p where p is prime.

An integral domain in which every ideal is generated by one element is called a princi-

pal ideal domain. It is not hard to show that in a principal ideal domain, every prime ideal

is maximal and that (a) is prime and maximal if and only if a is irreducible.

2.2 Localization

It can often be useful to make nonunits in a ring into units. We do this by constructing

fractions of the elements in the ring, which work in the same way as the elements of Q. Let

R be a ring and let U be a subset of R that is multiplicatively closed, that is any product of

elements of U is in U, including 1, the “empty product”. We define an equivalence relation

on R × U as follows: (a, b) ∼ (c, d) if there exists x ∈ U such that x(ad − bc) = 0. We

then define R[U−1], called the localization of R at U, to be the set of equivalence classes of

R × U, where we denote the equivalence class of (a, b) by a
b . We can show that R[U−1] is a

ring under the following operations:

a
b

+
c
d

=
ad + bc

cd
;

a
b

c
d

=
ac
bd
.
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We note that if a ∈ R, then a
1 = 0 in R[U−1] if and only if there exists an element b ∈ U

such that ab = 0. In particular, R[U−1] = {0} precisely when there exists b ∈ U such that

bR = (0). We can avoid these situations by requiring that U contains no zerodivisors.

There is a natural map R→ R[U−1] that send a to a
1 . If U contains no zerodivisors, then

this map is an injection, so we can view R as a subring of R[U−1]. When a ∈ U , we have

a1
a = 1, and so a is a unit with inverse 1

a in R[U−1].

When U is the set of all nonzerodivisors of R, we call R[U−1] the total ring of fractions

of R. We note that when R is an integral domain, its total ring of fractions is a field, and we

call it the field of fractions of R.

Example 2.2.1. The field of fractions of Z is Q.

Example 2.2.2. The ring of Gaussian integers is

Z[i] = {a + bi : a, b ∈ Z} ,

where i =
√

1. If a, b, c, d ∈ Z, then

a + bi
c + di

=

(
a + bi
c + di

) (
c − di
c − di

)
=

ac + bd + (bc − ad)i
c2 + d2 .

Therefore the field of fractions of Z[i] is

Q[i] = {r + si : r, s ∈ Q} .

2.3 Polynomials and Power Series

In this section we will look at polynomial rings and their extensions. Let R be a ring. We

denote by R[X] the ring of polynomials in the variable X over R, that is,

R[X] =
{
a0 + a1X + a2X2 + · · · + adXd : d ≥ 0, a0, . . . , ad ∈ R

}
.

Polynomials are added and multiplied by the same operations of the ring of coefficients,

R. In particular, if
∑d

i=0 aiXi and
∑e

i=0 biXi are two polynomials in R[X], then their product

is
∑d+e

k=0 ckXk, where ci =
∑k

j=0 ak− jb j.
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It is generally more convenient to think of polynomials as having infinitely many terms

but only finitely many with nonzero coefficients. The degree of a polynomial P(X), written

deg(P(X)), is defined to be the highest power of X with a nonzero coefficient. For example,

the polynomial 1 + X + X2 has degree 2. By convention, we define the degree of the 0

polynomial to be −∞.

The ring R is embedded in R[X] as each nonzero element in R corresponds to a polyno-

mial of degree 0. If R is an integral domain, it is easy to see that R[X] is also an integral

domain, and in this case the units of R[X] are precisely the units of R.

We will be primarily interested in polynomials over a field K. It can be shown using the

division algorithm that K[X] is a Euclidean domain, that is, given A(X), B(X) ∈ K[X] with

B(X) , 0, we can write

A(X) = B(X)Q(X) + R(X)

with Q(X),R(X) ∈ K[X] and deg(R(X)) < deg(B(X)).

It is a direct consequence of this that K[X] is a principal ideal domain and a unique

factorization domain, that is, that any nonconstant element of K[X] can be written uniquely

(up to reordering and multiplication by a unit) as a product of one or more irreducible ele-

ments. It follows from this that any two elements of K[X] have a greatest common divisor,

that is, a common divisor with maximal degree. Proofs of these facts and more details about

polynomials can be found in most undergraduate algebra texts; see, for example, [Gal10].

The field of fractions of K[X] is denoted by K(X) and is called the function field, or the

field of rational functions over K.

We can extend the ring of polynomials over a field K by allowing infinitely many

nonzero coefficients, obtaining the ring of formal power series over K,

K[[X]] =

∑
n≥0

anXn : a0, a1, . . . ∈ K

 .
These are called formal power series since we do not care whether or not the sum converges

at a given value X in K. Thus, in general we cannot talk about the value of a power series

for certain values of X as we can with polynomials or rational functions. However, we will

still use function notation such as F(X) to refer to power series for consistency.

Proposition 2.3.1. Let R be a ring and let F(X) =
∑

n≥0 anXn ∈ R[[X]]. Then F(X) is a unit

in R[[X]] if and only if a0 is a unit in R.
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Proof. If there exists G(X) =
∑

n≥0 bnXn ∈ R[[X]] such that F(X)G(X) = 1, then we see that

a0b0 = 1, so a0 is a unit in R.

Conversely, suppose that a0 is a unit in R and let b0 = 1/a0. For n ≥ 1, define

bn = −
1
a0

n∑
k=1

akbn−k.

Define G(X) =
∑

n≥0 bnXn; it is straightforward to check that F(X)G(X) = 1. �

We can see K[X] as a subring of K[[X]]. As a consequence of Proposition 2.3.1, all

polynomials with nonzero constant coefficients have inverses in K[[X]], or to put it another

way, if φ(X) ∈ K(X), then φ(X) ∈ K[[X]] whenever φ(X) = P(X)/Q(X) where P(X),Q(X) ∈

K[X] with Q(0) , 0.

Example 2.3.2. Let F(X) = 1 − X and G(X) =
∑

n≥0 Xn. Then

F(X)G(X) = (1 − X)(1 + X + X2 + · · · )

= 1 − X + X − X2 + X2 − · · ·

= 1.

Thus
1

1 − X
= G(X) =

∑
n≥0

Xn.

The field of fractions of K[[X]] is called the field of formal laurent series over K. It is

denoted by K((X)) and given by

K((X)) =

∑
n≥N

anXn : n ∈ Z, a0, a1, . . . ∈ K

 .
Example 2.3.3. The polynomial X + X2 is not a unit in K[[X]] for any field K. However,

we can find its inverse in K((X)). We saw in Example 2.3.2 that
1

1 − X
=

∑
n≥0

Xn.

We replace X with −X to obtain
1

1 + X
=

∑
n≥0

(−1)nXn,

and so
1

X + X2 =
∑
n≥−1

(−1)n+1Xn.
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2.4 The Zariski Topology

We let Spec(R) denote the set of all prime ideals of a ring R, called the spectrum of R.

Example 2.4.1. If K is a field, then

Spec(K[X]) = {0} ∪ {〈P(X)〉 : P(X) ∈ K[X] and P(X) is irreducible } .

If K is algebraically closed, then

Spec(K[X]) = {0} ∪ {〈X − α〉 : α ∈ K} .

In this case the spectrum is in bijection with the base field K plus an extra element corre-

sponding to (0), called the generic point.

We can endow Spec(R) with a topology, called the Zariski topology, in a natural way.

First, however, we will look at an ideal of R that relates to Spec(R).

Definition 2.4.2. Let R be a ring. We say that an element a ∈ R is nilpotent if there exists a

positive integer n such that an = 0. We say that an ideal I of R is nil if every element of I is

nilpotent.

Proposition 2.4.3. If R is a ring and {Nα : α ∈ A} is a collection of nil ideals of R, then∑
α∈A Nα is also nil. In particular, R has a unique largest nil ideal, denoted Nil(R), formed

by taking the sum of all nil ideals of R.

Proof. Let {Nα : α ∈ A} be a collection of nil ideals of R. Let N =
∑
α∈A Nα. If a ∈ N, then

a =
∑t

i=1 ai where αi ∈ A, and ai ∈ Nαi , for each i = 1, . . . , t. Since each Nαi is nil, there

exist natural numbers n1, . . . , nt such that ani
i = 0 for i = 1, . . . , t.

First, suppose that t = 2. Note that

(a1 + a2)n1+n2 =

n1+n2∑
i=0

(
n1 + n2

i

)
ai

1an1+n2−i
2 .

For each 0 ≤ i ≤ n1 + n2, either i ≥ n1 or n1 + n2 − i ≥ n2, so each term of the right-hand

side is 0, and so a1 + a2 is nilpotent. By induction we see that any finite sum of nilpotent

elements of R is nilpotent, and so N is nil.

If we let Nil(R) be the sum of all nil ideals of R, then it follows that Nil(R) is nil and

that every nil ideal of R is contained in Nil(R). �
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The ideal Nil(R) is called the nilradical of R. Note that if R is an integral domain, then

the only nilpotent element of R is 0, and so Nil(R) = (0). We note that Nil(R) is the set of

all nilpotent elements of R, since if a ∈ R is nilpotent, (a) is nil, and so (a) ⊂ Nil(R). The

next proposition characterizes Nil(R) is terms of the prime ideals of R.

Proposition 2.4.4. Let R be a ring. Then

Nil(R) =
⋂

P∈Spec(R)

P.

Proof. First we show that Nil(R) ⊂ P for all P ∈ Spec(R). Let a ∈ Nil(R). Then there is

a positive integer n such that an = 0. It follows that an ∈ P for all P ∈ Spec(R) since P is

an ideal and so 0 ∈ P. Therefore a ∈ P for each P ∈ Spec(R) since every P ∈ Spec(R) is

prime.

Now we show that a ∈ ∩P∈Spec(R)P ⊂ Nil(R). Let a ∈ ∩P∈Spec(R)P. To show that

a ∈ Nil(R), it suffices to show that a is nilpotent. Suppose a is not nilpotent and let

S = {1, a, a2, . . .}. Consider the set S of ideals I of R such that I ∩ S = ∅, ordered by

inclusion. By an argument similar the one using Zorn’s lemma in the proof of Proposition

2.1.8, we can show that S has a maximal element Q.

We claim that Q is prime. To see this, let x, y ∈ R with xy ∈ Q but neither x ∈ Q nor

y ∈ Q. Define Q1 = Q + xR and Q2 = Q + yR, then both Q1 and Q2 properly contain Q.

Since Q is maximal in S, we have Q1 ∩ S , ∅ and Q2 ∩ S , ∅, thus there exist positive

integers n1 and n2 such that xn1 ∈ Q1 and xn2 ∈ Q2. Then

xn1+n2 ∈ Q1Q2 = (Q + xR)(Q + yR)

= Q(Q + xR + (yR)) + xyR

⊂ Q + xyR

⊂ Q,

since xy ∈ Q. This is a contradiction, so Q is prime. By construction, a < Q, but this

contradicts our choice of a ∈
⋂

P∈Spec(R) P. Therefore a is nilpotent. �

Proposition 2.4.4 is a very powerful tool in commutative algebra. The following result

is one application.
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Corollary 2.4.5. Let R be a ring. Then the group of units of R[X] is

U(R[X]) = {a0 + a1X + · · · + anXn : n ∈ N, a0 ∈ U(R), a1, . . . , an are nilpotent}

Proof. Let V = {a0 + a1X + · · ·+ anXn : n ∈ N, a0 ∈ U(R), a1, . . . , an are nilpotent}. We will

first show that any element of V is a unit in R[X]. Let A(X) = a0 + a1X + · · · anXn ∈ V , then

a0 ∈ U(R), and a1, . . . , an are nilpotent elements of R. Let B(X) = a1X + · · · + anXn. Each

term, aiXi, is nilpotent, so, as seen in the proof of Proposition 2.4.3, B(X) is nilpotent, and

so there exists m ∈ N such that B(X)m = 0. Now

(a0 + B(X))
(
am−1

0 − am−2
0 B(X) + am−3

0 B(X)2 − · · · + (−B(X))m−1
)

= am
0 + (−1)m−1B(X)m

= am
0 .

Since a0 ∈ U(R), then am
0 ∈ U(R). Let

C(X) =
(
am−1

0 − am−2
0 B(X) + am−3

0 B(X)2 − · · · + (−B(X))m−1
)

(am
0 )−1;

then (a0 + B(X))C(X) = 1, so A(X) ∈ U(R[X]).

Now suppose A(X) = a0 + a1X + · · · + anXn ∈ U(R[X]) with inverse B(X) = b0 + b1X +

· · · + bmXm. We wish to show that A(X) ∈ V . Let P ∈ Spec(R). We denote by A(X) and

B(X) the polynomials in (R/P)[X] obtained by reducing each coefficient of A(X) and B(X),

respectively, modulo P. Then A(X) ∈ U(R/P[X]) with inverse B(X).

We claim that a1 = · · · = an = 0. If not, then there exists j ≥ 1 such that a j , 0 and

ai = 0 for all i > j. Similarly, there exists k ≥ 0 such that bk , 0 and bi = 0 for all i > k.

Then

1 = A(X)B(X) (2.1)

=
(
a0 + a1X + · · · + anXn

) (
b0 + b1X + · · · + bnXn

)
= a jbkXi+k + F(X),

where i+k > 0 and F(X) ∈ R[X] with degree less than i+k. However, since P is prime, R/P

is an integral domain, and so a jbk , 0, which contradicts (2.1). Thus a1 = · · · = an = 0, that

is, a1, . . . , an ∈ P. This holds for any P ∈ Spec(R), so a1, . . . , an ∈ Nil(R) by Proposition

2.4.4. Finally, we note that 1 = A(X)B(X) implies that 1 = a0b0, and thus a0 ∈ U(R). �

We will now introduce the Zariski topology.
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Definition 2.4.6. Let R be a ring. We call a subset C ⊂ Spec(R) closed if there is an ideal I

of R such that

C = {P ∈ Spec(R) : P ⊃ I}.

We call a subset of Spec(R) open if it is the complement of a closed set.

The collection of open subsets defined above defines the Zariski topology on Spec(R).

Example 2.4.7. Let K be a field. If C ⊂ Spec(K[X]) is a closed set under the Zariski

topology, then

C = {〈Q(X)〉 : Q(X) ∈ K[X],Q(X) is irreducible, and Q(X) | P(X)}

for some P(X) ∈ K[X].

When K is algebraically closed, we see that each proper closed subset of Spec(K[X]) is

of the form

C = {〈X − α〉 : P(α) = 0}

for some P(X) ∈ K[X] \ (0).

Proposition 2.4.8. Let R be a ring. Then the collection of open sets from Definition 2.4.6

forms a topological space.

Proof. We will check that ∅ and Spec(R) are closed and that arbitrary intersections and

finite unions of closed sets are themselves closed.

We note that ∅ = {P ∈ Spec(R) : P ⊃ R} and Spec(R) = {P ∈ Spec(R) : P ⊃ (0)}, so ∅

and R are closed.

Now suppose that for each α in some index set J we have and ideal Iα of R and a closed

set Cα = {P ∈ Spec(R) : P ⊃ Iα}. Let I =
∑
α∈A Iα. We claim that {P ∈ Spec(R) : P ⊃ I} =⋂

α∈A Cα. To see this, observe that P ∈
⋂

α∈A Cα if and only if P ⊃ Iα for all α ∈ A, which is

true precisely when P ⊃
∑
α∈A Iα = I.

Finally, suppose that C1 and C2 are closed sets. Then there exist ideals I1 and I2 of

R such that Ci = {P ∈ Spec(R) : P ⊃ Ii} for i = 1, 2. Let I = I1I2; we claim that

{P ∈ Spec(R) : P ⊃ I} = C1 ∪C2. To see this, note that P ∈ C1 ∪C2 if and only if P ⊃ Ii for

some i = 1, 2. If P ⊃ Ii for some i = 1, 2, then P ⊃ I since I = I1I2 ⊂ Ii. Now suppose that

P ⊃ I and P 2 Ii for i = 1, 2. Then there exist a ∈ I1 \P and b ∈ I2 \P, and so ab ∈ I1I2 ⊂ P.
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However, since P is a prime ideal, then we have either a ∈ P or b ∈ P, a contradiction.

Therefore C1 ∪C2 = {P ∈ Spec(R) : P ⊃ I}. A simple induction shows that any finite union

of closed sets is closed. �

Many topological properties of Spec(R) can be characterized by algebraic properties of

R. For example, we say that a topological space is disconnected if it is the union of two

disjoint proper closed subsets; the following theorem gives two algebraic characterizations

of rings R such that Spec(R) is disconnected.

Theorem 2.4.9. Let R be a ring. Then the following are equivalent:

(1) Spec(R) is disconnected;

(2) R has two nonzero idempotents e1 and e2 such that e1 + e2 = 1 and e1e2 = 0;

(3) There exist nontrivial subrings R1 and R2 of R such that R � R1 × R2.

Proof. Suppose that Spec(R) is disconnected. Then Spec(R) = C1 ∪ C2 where C1 and C2

are closed, disjoint proper subsets of Spec(R). We can therefore choose two proper ideals

I1 and I2 of R such that Ci = {P ∈ Spec(R) : P ⊃ I} for i = 1, 2. Since C1 ∩C2 = ∅, we have

I1 + I2 = R, and since C1 ∪C2 = Spec(R), every P ∈ Spec(R) must contain I1I2.

Choose a ∈ I1 and b ∈ I2 such that a + b = 1. Then ab , 0 since I1, I2 ( R. Now

ab ∈ I1I2 ⊂ Nil(R), so there exists a positive integer n such that (ab)n = 0. Let

e1 =

2n∑
j=0

(
2n
j

)
a jb2n− j, e2 =

2n∑
j=n+1

(
2n
j

)
a jb2n− j;

then

e1 + e2 =

n∑
j=0

(
2n
j

)
a jb2n− j = (a + b)2n = 1.

Notice that each term in e1 is in Rbn, so e1 ∈ Rbn. Similarly, e2 ∈ Ran, and so e1e2 ∈

R(ab)n = (0). Thus e1e2 = 0, and so

e2
1 = e2

1 + e1e2 = e1(e1 + e2) = e1.

Similarly, e2
2 = e2. Since e1 and e2 are in proper ideals of R, neither of them is 1, and so R

has two nonzero idempotents whose sum is 1 and whose product is 0.
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Now suppose that R has nontrivial idempotents e1 and e2 such that e1 + e2 = 1 and

e1e2 = 0. For i = 1, 2, let Ri = Rei as a subring of R with identity ei. Then we have a

ring homomorphism φ : R → R1 × R2 given by φ(r) = (re1, re2). To see that this is a

homomorphism, we note that if r, s ∈ R, then

φ(rs) = (rse1, rse2) = (r, r)(se1, se2) = (re1, re2)(se1, se2) = φ(r)φ(s).

It is easy to check that φ satisfies the other conditions of a ring homomorphism.

Notice that

Ker(φ) = {r ∈ R : re1 = re2 = 0}

⊂ {r ∈ R : r(e1 + e2) = 0}

= (0)

since e1 + e2 = 1. Therefore φ is injective.

To see that φ is surjective, let x, y ∈ R and consider the element (xe1, ye2) ∈ R1 × R2.

Then

φ(xe1 + ye2) = ((xe1 + ye2)e1, (xe1 + ye2)e2)

= (xe2
1 + ye1e2, xe1e2 + ye2

2)

= (xe1, ye2)

since e1e2 = 0 and e1 and e2 are idempotent. Therefore φ is surjective, and so R � R1 × R2.

Finally, suppose that R � R1 × R2 for two nontrivial subrings R1 and R2. Without loss

of generality, we can assume that R = R1 × R2. Let I1 = R1 × {0} and I2 = {0} × R2 and let

Ci = {P ∈ Spec(R) : P ⊃ Ii} for i = 1, 2.

Since I1I2 = {0}×{0}, it follows that every P ∈ Spec(R) contains I1 or I2. Thus C1∪C2 =

Spec(R). Also, since I1 + I2 = R, we have C1 ∩C2 = ∅.

In order to show that C1 and C2 are nontrivial, it suffices to show that Spec(Ri) is

nonempty for i = 1, 2. Let P ∈ Spec(R), and define P1 = {a ∈ R1 : (a, b) ∈ P for some b ∈

R2}. It is easy to check that P1 is an ideal of R1. Suppose that aa′ ∈ P1. Then (aa′, b) ∈ P

for some b ∈ R. Since P is prime, either (a, b) ∈ P or (a′, b) ∈ P, so we have either a ∈ P1

or a′ ∈ P1, and so P1 is prime. We can construct a prime ideal of R2 in a similar fashion, so

we see that Spec(R1),Spec(R2) , ∅, and so C1,C2 , ∅. We thus conclude that Spec(R) is

disconnected. �
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The correspondence theorem, one of the basic results of ring theory, states that for any

ideal I of a ring R, there is a bijection between the ideals of R/I and the ideals of R that

contain I (see [Gal10]). The next result shows that if we restrict to prime ideals, we get a

homeomorphism between Spec(R/I) and a closed set of Spec(R).

Proposition 2.4.10. Let R be a ring, let I be an ideal of R, and let C = {P ∈ Spec(R) : P ⊃

I}. Then there is a bijection φ : Spec(R/I)→ C. Furthermore, φ is a homeomorphism.

Proof. Let Q ∈ Spec(R/I); we define φ(Q) = {a ∈ R : a ∈ Q}. We must first show that

φ(Q) ∈ C. If a ∈ I, then a = 0 ∈ Q, so a ∈ φ(Q), and thus I = φ(Q) ⊃ I. Since Q is a prime

ideal of R/I, it follows that φ(Q) is a prime ideal of R, and so φ(Q) ∈ C.

Let Q,Q′ ∈ Spec(R/I) such that φ(Q) = φ(Q′). Then

a ∈ Q⇔ a ∈ φ(Q)

⇔ a ∈ φ(Q′)

⇔ a ∈ Q′,

so φ is injective.

To see that φ is surjective, let P ∈ C and let Q = {a : a ∈ P}. Clearly, if a ∈ P, then

a ∈ Q. Now if a ∈ Q, then a = b for some b ∈ P, and so a − b ∈ I. Since P ⊃ I, we have

a − b ∈ P, and so a ∈ P. It then follows that Q is a prime ideal of R/I, since P is a prime

ideal of R, and that φ(Q) = P.

It remains to be proven that φ is a homeomorphism. Let C be a closed set of C; then

C = C′ ∩ C for some closed set C′ of Spec(R), so C = {P ∈ Spec(R) : P ⊃ I, J} for some

ideal J of R. To show that φ is continuous, we must show that φ−1(C) = {Q ∈ Spec(R/I) :

φ(Q) ∈ C} is closed in R/I. Let J′ = 〈a ∈ R/I : a ∈ J〉 ⊂ R/I and let Q ∈ Spec(R/I).

Suppose that Q ⊃ J′. Then if a ∈ J, we have a ∈ J′ ⊂ Q, so a ∈ φ(Q), and we see that

φ(Q) ⊃ J. Conversely, suppose that φ(Q) ⊃ J. If a ∈ J′, then a = b for some b ∈ J ⊂ Q, so

a = b ∈ Q, and we see that Q ⊃ J′. Since φ(Q) ⊃ I for all Q ∈ Spec(R/I), it follows that

φ−1(C) = {Q ∈ Spec(R/I) : Q ⊃ J′}, a closed set, so φ is continuous.

Now let ψ : C → Spec(R/I) be the inverse of φ. We saw above that ψ(P) = {a ∈ R/I :

a ∈ P} for P ∈ C. Let D be a closed set in R/I. Then D = {Q ∈ Spec(R/I) : Q ⊃ K} for

some ideal K of R/I. Let K′ = 〈a ∈ R : a ∈ K〉 and let P ∈ C.
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Suppose that P ⊃ K′. Then if a ∈ K, we have a ∈ K′ ⊂ P, so a ∈ ψ(P), and thus ψ(P) ⊃

K. Conversely, suppose that ψ(P) ⊃ K. Then if a ∈ K′, we have a ∈ K ⊂ ψ(P), so a ∈ P, as

seen above. Thus P ⊂ K′, and we have shown that ψ−1(D) = C ∩ {P ∈ Spec(R) : P ⊂ J},

which is a closed set of C. Therefore ψ is continuous, and so φ is a homeomorphism. �

Corollary 2.4.11. Let R be a ring, let I be an ideal of R and let S = R/I. Then for every

Q ∈ Spec(S ), there exists P ∈ Spec(R) with P ⊃ I such that R/P � S/Q.

Proof. Let Q ∈ Spec(S ) and let P = {a ∈ R : a ∈ Q} were a denotes a + I. We saw in

the proof of Proposition 2.4.10 that P ∈ Spec(R) and that P ⊃ I. We have a surjection

R → S = R/I → S/Q sending a to a + Q. The kernel of this surjection is P, so by the

isomorphism theorem, we have R/P � S/Q. �

Corollary 2.4.12. Let R be a ring, let I be an ideal of R, let S = R/I, and define the map

φ with inverse ψ as in the proof of Proposition 2.4.10. Then φ gives a bijection between the

set of maximal ideals of R/I and the set of maximal ideals of R containing I.

Proof. Let N be a maximal ideal of R/I and let M = φ(N). By Corollary 2.4.12, R/M �

S/N, so M is maximal.

Conversely, let M be a maximal ideal of R containing I and let N = ψ(M) = {a ∈ S :

a ∈ M}. We claim that S/N is a field. To see this, let a + N ∈ S/N with a < N. Then a < M,

so there exists b ∈ R such that ab ≡ 1 (mod M). Thus ab − 1 ∈ M, which implies that

ab − 1 ∈ N, so ab ≡ 1 (mod N). Therefore S/N is a field, and so N is maximal. �

2.5 The Jacobson Radical

In this section we introduce the Jacobson Radical of a ring R, a special ideal with many

useful properties.

Definition 2.5.1. Let R be a ring. We define the Jacobson Radical of R, denoted by J(R),

to be the intersection of all maximal ideals of R.

Example 2.5.2. Let K be a field. The maximal ideals of K[X] are of the form 〈P(X)〉 where

P(X) is irreducible. Thus if Q(X) ∈ J(K[X]), then every irreducible P(X) ∈ K[X] divides

Q(X), and so J(K[X]) = (0).
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Example 2.5.3. Let R = Z/12Z. The maximal ideals of R are in bijection with the maximal

ideals of Z containing 12Z, namely 2Z and 3Z by Corollary 2.4.12. So we see that R has

two maximal ideals, 2R and 3R. Therefore J(R) = 2R ∩ 3R = 6R.

Example 2.5.4. Let R =
{

a
2b+1 : a, b ∈ Z

}
⊂ Q, that is the set of all rational numbers with

odd denominators. Then R is a subring of Q. There is a unique maximal ideal of R, namely

M = 2R. Note that we have a surjective homomorphism,

φ : R→ Z/2Z
a

2b + 1
7→ a + 2Z,

with kernel M. Therefore, by the isomorphism theorem, R/M � Z/2Z, which is a field,

and thus M is maximal by Proposition 2.1.13. To see that M is the unique maximal ideal,

observe that if I is a proper ideal of R, I cannot contain any elements of the form 2a+1
2b+1 for

a, b ∈ Z, since these are units. Thus I ⊂ M. Since this is the only maximal ideal, J(R) = 2R.

Example 2.5.4 hints at a criterion for deciding whether or not an element of R is in J(R).

Proposition 2.5.5. Let R be a ring. Then x ∈ J(R) if and only if 1 + ax ∈ U(R) for all a ∈ R.

Proof. Suppose that x ∈ J(R) and a ∈ R. Since J(R) is an ideal, then ax ∈ J(R). If

1 + ax < U(R), then R(1 + ax) must be a proper ideal of R, and hence there is a maximal

ideal M of R containing R(1 + ax) by Proposition 2.1.8. But since ax ∈ J(R) and J(R) is the

intersection of all maximal ideals, then ax ∈ M, which implies that 1 ∈ M, and so M = R,

a contradiction. Thus 1 + ax ∈ U(R).

Conversely, suppose that x ∈ R and 1 + ax ∈ U(R) for all a ∈ R. We claim that x ∈ J(R).

If not, then there exists a maximal ideal M of R such that x < M. Since M is maximal, we

have Rx + M = R, so there exist a ∈ R and b ∈ M such that ax + b = 1. Thus b = 1 + (−a)x,

but b cannot be a unit since b ∈ M, contradicting our choice of x. Therefore we must have

x ∈ J(R). �

We can use Proposition 2.5.5 to show that the Jacobson radical is preserved by surjective

ring homomorphisms.

Proposition 2.5.6. Let R and S be rings and let φ : R → S be a surjective ring homomor-

phism. Then φ(J(R)) ⊂ J(S ).
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Proof. Let y ∈ φ(J(S )) and let b ∈ S . Then y = φ(x) for some x ∈ J(R) and b = φ(a)

for some a ∈ R. Since x ∈ J(R), then by Proposition 2.5.5 there exists r ∈ R such that

(1 + ax)r = 1. Thus

φ((1 + ax)r) = φ(1),

so

(1 + by)φ(r) = 1,

since φ is a homomorphism. Thus 1 + by ∈ U(S ) for all b ∈ S , so y ∈ J(S ). �

One of the most useful results concerning the Jacobson radical is Nakayama’s lemma.

If R is a ring, an additive abelian group M is called an R-module if M is closed under

multiplication by elements of R (which can be defined as any binary operator R×M → M)

and multiplication by elements of R distributes over addition in M.

Theorem 2.5.7 (Nakayama’s Lemma, [Nak51]). Let R be a ring and let M be a finitely

generated R-module. If J(R)M = M, then M = (0).

Proof. Suppose that J(R)M = M, but M , (0). Let {m1, . . . ,mk} be a minimal generating

set of M, that is, M = Rm1 + · · · + Rmk and no proper subset of {m1, . . . ,mk} generates M.

Since M , (0), k ≥ 1.

Since J(R)M = M, there exist a1, . . . , ak ∈ J(R) such that

m1 = a1m1 + · · · + akmk,

so

(1 − a1)m1 = a2m2 + · · · + akmk.

By Proposition 2.5.5, (1 − a1) ∈ U(R), so there exists s ∈ R such that s(1 − a1) = 1. This

gives

m1 = sa2m2 + · · · + sakmk.

However, this means that m1 ∈ Rm2 + · · · + Rmk, so {m2, . . . ,mk} generates M, which is a

contradiction. Thus M = (0). �

The condition that M be finitely generated is needed, as the next example shows.
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Example 2.5.8. Let R =
{

a
2b+1 : a, b ∈ Z

}
as in Example 2.5.4 and let M = Q. Then Q is

an R-module by ordinary multiplication. In Example 2.5.4 we showed that J(R) = 2R, so

J(R)Q = 2RQ = Q, but of course Q , (0).

Nakayama’s lemma does not apply because Q is not finitely generated as an R-module.

To see this, suppose that c1
d1
, . . . , ck

dk
∈ Q, where gcd(ci, di) = 1 for each 1 ≥ i ≥ k, generates

Q as an R-module. Let l = lcm(d1, . . . , dk). Then there exists N such that 2N | l, but 2N+1 - l.

Now let a1
2b1+1 , . . . ,

ak
2bk+1 ∈ R and let l′ = lcm ((2b1 + 1)d1, . . . , (2bk + 1)dk). Then 2N+1 - l′

since each 2bi + 1 is odd. Therefore there are no a1
2b1+1 , . . . ,

ak
2bk+1 ∈ R such that

a1

2b1 + 1
c1

d1
+ · · · +

ak

2bk + 1
ck

dk
=

1
2N+1 .

We use the Jacobson radical to define a class of rings that we will be concerned with in

the next section.

Definition 2.5.9. We say that a ring R is a Jacobson ring if J(S ) = (0) whenever S is a

prime homomorphic image of R, that is, S � R/P for some prime ideal of P of R.

Example 2.5.10. If R is a field, then R is a Jacobson ring, since (0) is the only proper ideal

of R and J(R) = (0).

Example 2.5.11. Let R = Z. Then R is Jacobson. To see this, note that if S is a prime

homomorphic image of R, then either S � Z or S � Z/pZ for some prime p. If p is prime,

then Z/pZ is a field, and so J(Z/pZ) = (0). On the other hand, J(Z) =
⋂

p prime pZ = (0), so

R is Jacobson.

Example 2.5.12. The ring R =
{

a
2b+1 : a, b ∈ Z

}
from Example 2.5.4 is not a Jacobson ring.

Note that R is an integral domain, so R is a prime homomorphic image of itself. Recall

from Example 2.5.4 that J(R) = 2R , (0), so R is not Jacobson.

The next two results give basic closure properties of Jacobson rings.

Proposition 2.5.13. Let R be a Jacobson ring and I be an ideal of R. Then R/I is Jacobson.

Proof. Let S = R/I and let Q ∈ Spec(S ). By Proposition 2.4.10, Q corresponds uniquely

to a prime ideal of R containing I, namely P = {a ∈ R : a + I ∈ Q}. This gives us a

natural isomorphism S/Q → R/P defined by (a + I) + Q 7→ a + R. If R is Jacobson, then

J(S/Q) = J(R/P) = (0). Thus S is Jacobson. �
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In the proof of Proposition 2.5.13, it is in fact sufficient to see that the map given is

surjective and then apply Proposition 2.5.6.

Example 2.5.14. Let R = Z/12Z. Recall from Example 2.5.3 that J(R) = 6R. This does not

mean that R is not Jacobson, as in Example 2.5.12, since R is not an integral domain. The

prime ideals of R are 2R and 3R. These are both maximal, so every prime homomorphic

image of R is a field and so has Jacobson radical (0). Thus R is Jacobson.

Proposition 2.5.15. If R is a Jacobson ring, then R[X] is also Jacobson.

Proposition 2.5.15 and its converse were proved in [Gol51]. We omit the proof, but note

that the result is a special case of Theorem 2.6.5, the Nullstellensatz.

Example 2.5.16. We saw in Example 2.5.2 that J(K[X]) = (0). We have seen that every

prime ideal of K[X] is of the form 〈P(X)〉 for some irreducible P(X) ∈ K[X]. It follows that

every prime ideal of K[X] is maximal. Thus if P is a prime ideal of K[X], then K[X]/P is a

field, and so J(K[X]/P) = (0). Therefore K[X] is Jacobson.

Let R and S be rings with R ⊂ S and let y ∈ S . We define the R-algebra generated by y

as

R[y] B {a0 + a1y + · · · + anyn : n ≥ 0, a0, . . . , an ∈ R} .

It is not hard to see that R[y] is the smallest subring of S containing R and y. In particular,

if S is the total ring of fractions of R and x ∈ R is not a zero divisor, then R[x−1] is the

smallest ring containing R in which x is a unit.

We can use this construction to give a useful characterization of Jacobson rings. First,

however, we will prove a lemma concerning Spec
(
R[x−1]

)
.

Lemma 2.5.17. Let R be a ring and let x ∈ R such that x is not a zero divisor. Then there

is a homeomorphism

φ : Spec
(
R[x−1]

)
→U B {P ∈ Spec(R) : x < P}.

Proof. We note that if b ∈ R[x−1], then xdb ∈ R for some d ≥ 0. Let Q ∈ Spec
(
R[x−1]

)
and

define

φ(Q) =
{
a ∈ R : xda = xdb for some b ∈ Q, d ≥ 0

}
.
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We claim that φ(Q) = Q ∩ R. To see this, let x ∈ φ(Q). Then xda = xdb for some b ∈ Q

and d ≥ 0, so xda ∈ Q. Since Q is prime, we have either a ∈ Q or x ∈ Q, but x < Q since

x is a unit in R[x−1]. Therefore a ∈ Q ∩ R. We see that φ(Q) ⊂ Q ∩ R by construction, so

φ(Q) = Q ∩ R. It follows that φ(R) ∈ Spec(R) and that a ∈ φ(Q), so φ is well-defined.

To see that φ is injective, let Q,Q′ ∈ Spec
(
R[x−1]

)
such that φ(Q) = φ(Q′). Then

Q ∩ R = Q′ ∩ R. Let a
xd ∈ Q where a ∈ R. Now Q is an ideal of R[x−1], so a ∈ Q ∩ R, and

thus a ∈ Q′ ∩ R, which implies that a
xd ∈ Q′. Similarly, we can show that Q′ ⊂ Q, so we

have Q = Q′.

Now we will show that φ is surjective. Let P ∈ U, and let Q = P
(
R[x−1]

)
. We claim that

Q ∩ R = P. We have P ⊂ Q ∩ R by construction. Let b ∈ Q ∩ R. We have 0 ∈ P, so assume

that b , 0. Then b = r1
xd1

a1 + · · · rk

xdk
ak where k ≥ 1 and ri ∈ R, di ≥ 0 for each i = 1, . . . , k.

Adding, we get b = a
xd for some a ∈ P (since P is an ideal) and d ≥ 0. Therefore xdb ∈ P,

so b ∈ P since b ∈ R, P is prime and x < P. Therefore φ(Q) = Q ∩ R = P.

We have shown that φ is a bijection, so it remains to show that φ and its inverse are

continuous. Let C be a closed subset ofU. Then

C = U ∩ {P ∈ Spec(R) : P ⊃ I}

= {P ∈ Spec(R) : P 2 (a), P ⊃ I}

for some ideal I of R. Thus

φ−1(C) =
{
Q ∈ Spec

(
R[x−1]

)
: a < φ(Q), φ(Q) ⊃ I

}
=

{
Q ∈ Spec

(
R[x−1]

)
: φ(Q) ⊃ I

}
.

Let J = I
(
R[x−1]

)
. We note that J ∩ R = I by an earlier argument. Now by the same

argument used to prove that φ is injective, we see that Q ⊃ J if and only if φ(Q) ⊃ I.

Therefore φ−1(C) =
{
Q ∈ Spec

(
R[x−1]

)
: Q ⊃ J

}
, which is closed in Spec

(
R[x−1]

)
, so φ is

continuous.

Now let ψ be the inverse of φ and let D be a closed subset of Spec
(
R[x−1]

)
. Then

D =
{
Q ∈ Spec

(
R[x−1]

)
: Q ⊃ J

}
for some ideal J of R[x−1]. Let I = J ∩R. Then it follows

from earlier arguments that

ψ−1(D) = U ∩ {P ∈ Spec(R) : P ⊃ I},

which is closed. Therefore φ is a homeomorphism. �
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Proposition 2.5.18. Let R be a ring. Then the following are equivalent:

(1) R is Jacobson;

(2) if P ∈ Spec(R) and S � R/P has the property that there exists x ∈ S \ {0} such that

S [x−1] is a field, then S is a field.

Proof. Suppose that R is a Jacobson ring and suppose that S is a prime homomorphic image

of R and that S [x−1] is a field for some x ∈ S \ {0}. Suppose that S is not a field and let M

be a maximal ideal of S .

Since S is not a field, then M , (0), so there exists a ∈ M \ {0}. Now S [x−1] is a field,

so there exist s ∈ S and d ≥ 0 such that a s
xd = 1, which implies that xd = as ∈ M. Now M

is prime, since it is maximal, so x ∈ M. This argument holds for any maximal ideal of S ,

so x ∈ J(S ), a contradiction.

Conversely, suppose that (2) holds and that R is not Jacobson. Since R is not Jacobson,

there exists P ∈ Spec(R) such that J(R/P) , (0). Let T = R/P. Then there exists y ∈

J(T ) \ {0}. Let S = {1, y, y2, . . .}. We saw in the proof of Proposition 2.4.4 that the nilradical

N B Nil(T ) is maximal with respect to the property that N ∩ S = ∅. Moreover N is prime.

Let S = T/N and let Q = {a ∈ R : a + P ∈ N}. Then Q is a prime ideal of R and

S � P/Q by arguments used in the proof of Proposition 2.5.13.

Let x denote the image of y in S . Then x , 0 since y < Q. We claim that S [x−1] is a field.

To see this, note that there is a bijection i between Spec(S ) and prime ideals in T containing

Q. Thus if P′ ∈ Spec(S ) \ {(0)}, then there exists P ∈ Spec(T ) such that i(P) = P′, and so

P ) Q. This implies that yd ∈ P for some d > 0, so y ∈ P since P is prime. It follows from

Lemma 2.5.17 that Spec(S [x−1]) = {(0)}, so S [x−1] is a field, and therefore S is a field by

our hypothesis.

Now y ∈ J(T ), so x ∈ J(S ) by Lemma 2.5.6. But S is a field, so J(S ) = (0), which

means that x = 0, a contradiction. Therefore J(T ) = (0), so R is Jacobson. �

2.6 The Nullstellensatz

In this section we will prove the generalized form of Hilbert’s Nullstellensatz. The Null-

stellensatz was originally proved by Hilbert [Hil93] in the case where R is a polynomial
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ring over an algebraically closed field. We will prove a more general version that applies to

the class of all Jacobson rings.

Definition 2.6.1. Let R be a ring and let S be an R-algebra. We say that S is integral over

R if for every s ∈ S , there exist d ≥ 0 and r0, . . . , rd such that

sd+1 = r0 + r1s + · · · + rd sd.

Example 2.6.2. Let R = Z and let S = Z[i], where i2 = −1. Then S is integral over R. To

see this, we note that if s ∈ S , then s = a + ib for some a, b ∈ R. Then

s2 = (a + ib)2

= a2 + 2abi − b2

= 2a2 + 2abi − a2 − b2

= 2as − (a2 + b2).

Example 2.6.3. Let R = Z and S = Q. Then S is not integral over R. If it were, then there

would exist r0, . . . , rd ∈ Z such that

1
2d+1 = r0 +

r1

2
+ · · · +

rd

2d .

which implies

1 = 2d+1r0 + 2dr1 + · · · + 2rd

= 2(2dr0 + 2d−1r1 + · · · + rd)

a contradiction since 2dr0 + 2d−1r1 + · · · + rd ∈ Z.

Lemma 2.6.4. Let R and S be integral domains. If R is a field and S is integral over R,

then S is a field.

Proof. Suppose R is a field and that S is integral over R. Let s ∈ S \ {0}. Since S is integral

over R, there exists d ≥ 0 and r0, . . . , rd ∈ R such that

sd+1 = r0 + r1s + · · · + rd sd.

Since s is nonzero and S is an integral domain, we can assume without loss of generality

that r0 , 0.
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Now R is a field, so there exists x ∈ R such that

1 = xr0 = x
(
sd+1 − rd sd − · · · − sr1

)
= s

(
xsd − xrd sd−1 − · · · − xr1

)
.

Since S is an R-algebra, x ∈ S . Therefore x ∈ U(S ) for all s ∈ S \ {0}, so S is a field. �

We can now prove the generalized Nullstellensatz.

Theorem 2.6.5 (The Nullstellensatz). Let R be a Jacobson ring and let S be a finitely

generated R-algebra. Then S is a Jacobson ring. Furthermore, if N is a maximal ideal of

S , then M B N ∩ R is a maximal ideal of R, and S/N is a finite extension of R/M.

Proof. We will first prove this in the special case where R is a field and S = R[X]. In this

case, S is a principal ideal domain, and so every prime ideal is maximal. Thus S/Q is a

field for all Q ∈ Spec(S ).

Let P(X) ∈ J(S ). If B(X) ∈ S is irreducible, then (B(X)) is a maximal ideal of S ,

and so P(X) ∈ (B(X)). Thus every irreducible polynomial in S divides P(X). We claim

that there are infinitely many irreducible polynomials in S . To see this, suppose towards a

contradiction that there are finitely many irreducible polynomials in R[X], B1(X), . . . , Bt(X).

However, none of these divides
(∏t

i=1 Bi(X)
)

+ 1, a contradiction. Thus P(X) has infinitely

many irreducible factors, so P(X) = 0. Therefore S is Jacobson.

Now suppose that N is a maximal ideal of S . Then N = (A(X)) for some irreducible

polynomial A(X). Now if M B N ∩ R = R, we have 1 ∈ N, which implies that N = S , a

contradiction. Thus M = (0) since R is a field, and so M is maximal, and [S/N : R] is equal

to the degree of A(X), so we have proved the theorem in this case.

Now suppose that R is any Jacobson ring and suppose that S is generated as an R-

algebra by one element, t. To show that S is Jacobson, we will use Proposition 2.5.18. Let

P ∈ Spec(S ). We can replace S by S/P and R by R/(P ∩ R) and thus assume that R is an

integral domain since P ∩ R is prime. To prove the first statement of the theorem, we must

show that if there exists b ∈ S such that S [b−1] is a field, then S is a field. We can in fact

show that R itself is a field and that S is a finite extension of R.

Suppose there exists b ∈ S such that S [b−1] is a field. Since S is generated by t over

R, there is some Q ∈ Spec(R[X]) such that S � R[X]/Q. Indeed, Q is the kernel of the

surjective homomorphism S → R[X] sending t to X.
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We claim that Q , (0). To see this, suppose that Q = (0). Then R[X] � S , so we have

an element a ∈ R[X] such that R[X][a−1] is a field. If we let K be the field of fractions of

R, then K[X][a−1] is a field as well. But K[X] is Jacobson, so K[X] is a field by Proposition

2.5.18, a contradiction. Thus Q , (0), and so S [b−1] � K[X]/QK[X]. Thus S [b−1] is finite-

dimensional over K by an argument similar to that used in the first special case above.

Now let P(X) = pmXm + · · · + p0 ∈ Q. Then

P(t) = pmtm + · · · + p0 = 0

in S . We can invert pm and get

p−1
m P(t) = tm + p−1

m pm−1tm−1 · · · + p−1
m p0 = 0,

so t is integral over R[p−1
m ], which implies that S is integral over R[p−1

m ]. Now there exists

q0, . . . , qn ∈ R such that

Q(b) := qnbn + · · · + q0 = 0.

We may divide by a power of b if necessary, since S is an integral domain, and assume that

q0 , 0. We multiply Q(b) by (q0bn)−1 to obtain

qnq−1
0 + · · · + q1q−1

0 (b−1)m−1 + (b−1)m = 0.

Thus b−1 is integral over R[q−1
0 ], and so S [b−1] is integral over R[(pmq0)−1]. Since S [b−1] is

a field by assumption, Lemma 2.6.4 implies that R[(pmq0)−1] is a field, and so R is a field

by Proposition 2.5.18. This means that R = K, so S is a finite extension of R.

If we use the same reduction but assume that S is a field, the argument above is sufficient

to prove the second statement. Note that any nonzero element of S can be chosen as b and

that S [b−1] = S when S is a field.

We can now prove the result in the general case where S is generated as an R-algebra by

r elements. Suppose that r > 1 and that the result has been proved for all R-algebras with

at most r − 1 generators. Choose r − 1 of the generators of S and let S ′ be the R-algebra

generated by them. Then S is an S ′-algebra generated by one element. Now S ′ is Jacobson

by induction, and so S is Jacobson by the case proved above.

If N is a maximal ideal of S , then S ′ ∩ N is maximal in S ′ by the r = 1 case. By

induction, R ∩ N is maximal in R and S ′/(S ′ ∩ N) is a finite extension of R/(R ∩ N). By

the r = 1 case, S/N is a finite extension of S ′/(S ′ ∩ N), so it follows that S/N is a finite

extension of R/(R ∩ N). �



Chapter 3

Automatic Sequences

In this chapter we discuss sequences that can be computed by an automatic process, specif-

ically by deterministic finite automata (DFA, for short), a simple computational model.

These automata take input in the form of strings over a given set of symbols, and in the case

that we are interested in, return output from another set of symbols. When we say that a

sequence (an)n≥0 is computed by an automaton, we mean that when the automaton is given

a string representation of n as input, it gives an as output.

McCulloch and Pitts [MP90] developed a formal computational model to use in the

study of neural activity that was basically the same as modern finite automata. Later,

Huffman [Huf54], Mealy [Mea55] and Moore [Moo56] wrote about computational mod-

els equivalent to the finite automata we discuss. We follow the approach of Allouche and

Shallit [AS03].

Sequences that can be computed by automata are called automatic sequences.

3.1 Strings

Computations by DFAs are performed on strings, so we will give a brief explanation of

the basic terms. An alphabet is a set of symbols; we will consider only finite alphabets.

Symbols can really be anything, but we will be looking mainly at alphabets made up of

integers, though letters are commonly used as well. The Greek letter Σ is commonly used

to denote an alphabet. Symbols are usually displayed in a different typeface, like this: 0,1,2.

Often, however, we will identify symbols with the integers that they represent, for example,

36
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we might identify 0 with 0.

Let k be a positive integer. We define

Σk = {0, 1, . . . , k − 1}.

We will mainly be concerned with alphabets of this form since for any given k ≥ 2 we can

represent positive integer as strings over Σk. We will discuss this in Section 3.4.

A string or word is a sequence of symbols from some alphabet. More formally, a

finite string w over an alphabet Σ is a function w : {0, . . . , n − 1}→Σ. We write w as

w(0)w(1) · · ·w(n − 1), or, more commonly, as w0w1 · · ·wn−1, where wi = w(i).

Example 3.1.1. The word w = 012 over Σ3 is the function

w : {0, 1, 2} → Σ3

0 7→ 0

1 7→ 1

2 7→ 2.

So w = w0w1w2 where w0 = 0, w1 = 1 and w2 = 2.

Infinite strings are possible as well, though we will generally call them infinite se-

quences, or often just sequences. An infinite sequence or string over an alphabet Σ is,

formally, a map u : {0, 1, 2, . . .} → Σ. As above, we often write un = u(n), and we write

u = (un)n≥0 or sometimes u = u0u1 · · · . We will assume that all strings are finite unless

stated otherwise.

A set of words over a given alphabet is called a language. We denote by Σ∗ the language

made up of all strings over Σ, including the empty string with no characters, which we

denote by ε.

Two strings can be concatenated by juxtaposing their symbols, and we write wx for the

concatenation of strings w and x. For an integer t ≥ 0, we define

wt = ww · · ·w︸   ︷︷   ︸
t times

.

In the case where t = 0, we have w0 = ε. We define wω to be the infinite string (or sequence)

www · · · .
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We say that x is a substring of w if w = yxz for some strings y and z. The number of

characters in a string is called its length and is denoted |w|.

If w = w0w1 · · ·wt, then we define wR = wtwt−1 · · ·w0, the string made up of the symbols

in w in reverse order.

Example 3.1.2. Let w = dog and x = cow, then wx = dogcow, x3 = cowcowcow, do is a

substring of w, |wx| = 6, and wR = god.

3.2 Deterministic Finite Automata

A deterministic finite automaton, or DFA for short, is a computational model that takes a

string as input that is either accepted or rejected.

A DFA consists of a finite number of states and can be in exactly one state at a time.

The DFA is given an input string w, which is read one symbol at a time from left to right.

One state is chosen as an initial state, and the DFA moves from state to state based on

the symbols read from the input. Some of the states are designated as accepting states. If

the DFA is in one of these accepting states after reading the entire input, we say that w

is accepted by the DFA, otherwise we say it is rejected by the DFA. We now give a more

formal definition.

Definition 3.2.1. A deterministic finite automaton is a 5-tuple

M = (Q,Σ, δ, q0, F)

where Q is finite set of states, Σ is a finite input alphabet, δ : Q × Σ → Q is the transition

function, q0 ∈ Q is the initial state, and F ⊂ Q is a set of accepting states.

We can extend the transition function δ to Q × Σ∗ by setting δ(q, ε) = q, for all q ∈ Q,

and setting δ(q, xw) = δ(δ(q, x),w) for all q ∈ Q, x ∈ Σ, and w ∈ Σ∗. Given a string w ∈ Σ∗,

we say that w is accepted by a finite automaton M = (Q,Σ, δ, q0, F) if δ(q0,w) ∈ F. If

δ(q0,w) < F, then we say that w is rejected by M. The set of all strings over Σ that are

accepted by a DFA M is called the language accepted or generated by M, written L(M).

We often represent a DFA visually with a transition diagram. This is a directed graph in

which the vertices correspond to the states of the DFA. Edges are drawn to represent tran-

sition between states, with labels indicating the symbol read. The initial state is indicated

by an unlabelled arrow entering the state and the accepting states by double outlines.
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Example 3.2.2. For example, Figure 3.1 depicts a DFA that accepts all binary strings con-

taining no consecutive 1s. As the DFA reads a string, it will move to state q1 upon reading

a 1, but move back to the initial state q0 if the next bit is a 0. Two consecutive 1s will cause

the DFA to move to q2, and since there are no transitions out of q2, it will stay there. Thus

the accepting states are q0 and q1. If we call this DFA M, we have

L(M) = {w ∈ {0, 1}∗ : 11 is not a substring of w}.

q0 q1 q2

0

1

0

1

0, 1

Figure 3.1: A DFA that accepts strings with no consecutive 1s.

Example 3.2.3. Figure 3.2 shows a DFA that accepts binary strings whose second to last

bit is 1. The states are labelled to indicate the last two bits read from the input string (this

can be verified by the reader). After reading an input string, the DFA will be in the state

corresponding to its last two bits, so the accepting states are 10 and 11.

00 01

10 11

0

1

0

10

1

0
1

Figure 3.2: A DFA that accepts strings ending in 10 or 11.
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3.3 Deterministic Finite Automata with Output

Let M be a DFA with input alphabet Σ. Given any string in Σ∗, M will either accept it or

reject it, so we can think of M as computing a function fM : Σ∗ → {0, 1}, where

f (w) =

1, if w is accepted by M;

0, if w is not accepted by M.

for all w ∈ Σ∗. Expanding on this idea, we can build automata with output from any set

of symbols. Instead of designating certain states as accepting states, we can associate a

specific output to each state. In this way we can, if we wish, have as many outputs as there

are states in the automaton.

Definition 3.3.1. A deterministic finite automaton with output, or DFAO, is a 6-tuple

M = (Q,Σ, δ, q0,∆, τ)

where Q is finite set of states, Σ is a finite input alphabet, δ : Q × Σ → Q is the transition

function, q0 ∈ Q is the initial state, ∆ is the output alphabet, and τ : Q → ∆ is the output

function.

As before, a DFAO M starts in the initial state q0 and moves from state to state based

on the symbols read left to right from an input string w ∈ Σ∗. Once M has read all of w, it

will be in some state q. Instead of accepting or rejecting w, M gives an output symbol from

∆, namely τ(q). Thus we can say that M computes a function from Σ∗ to ∆. If we extend δ

to Q × Σ∗ in the same way as for DFAs, we can formally say that M computes the function

fM : Σ∗ → ∆ defined by

fM(w) = τ(δ(q0,w)).

Any function that can be computed by a DFAO is called a finite-state function.

We draw transition diagrams for DFAOs in the same way as for DFAs, indicating the

output a ∈ ∆ associated to each state q inside the state as q/a.

Example 3.3.2. Figure 3.3 shows a DFAO that takes a binary string and computes the sum

of the digits mod 2. If we call the DFAO M, then we can write

fM(x1x2 · · · xt) = (x1 + x2 + · · · + xt) mod 2
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q0/0 q1/1

0

1

0

1

Figure 3.3: A DFAO that computes the sum of the digits in the input mod 2.

Example 3.3.3. In Figure 3.4 we see a DFAO that takes as input a binary string and com-

putes the number of trailing 0s mod 3. Each state q0, q1, q2 corresponds to the output 0,1,2,

respectively, and the DFAO cycles through them as it reads 0s from the input, thus counting

the 0s mod 3. When a 1 is encountered, the DFAO moves to q0, resetting the count of 0s.

q0/0

q1/1

q2/2

0
1

0

1

0

1

Figure 3.4: A DFAO that computes the number of trailing 0s in the input mod 3.

3.4 Representation of Integers

We cannot give an integer directly as input to a DFAO, but we can represent any integer

as a string, and then give the string representation to a DFAO with an appropriate input

alphabet.

Let k ≥ 2 be an integer. Recall that we defined Σk = {0, 1, . . . , k − 1}. From here on, we

will be fairly loose about the distinction between a symbol and the integer it represents.
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Definition 3.4.1. Let w = a0a1 · · · at be a string over Σk. We define

[w]k B
t∑

i=0

aikt−i.

(Here we are actually taking the integer represented by ai). If [w]k = n, then we say that w

is a base-k representation of n.

For example, [111]2 = 7 and [111]3 = 10. Note that we also have 7 = [0111]2 =

[00111]2 = [000111]2 = · · · .

Definition 3.4.2. Let n and k be non-negative integers with k ≥ 2. Then we can write

n =
∑s

i=0 aiki where ai ∈ Σk for each 0 ≤ i ≤ s and as , 0. Moreover, s and a0, . . . , as are

unique. The canonical base-k representation of n is (n)k B as . . . a0.

We note that [(n)k]k = n, but we do not always have ([w]k)k = w. For example,

([00101]2)k = 101. Given a string w ∈ Σk, it is easy to see that [w]k = n if and only if

w = 0t(n)k for some t ≥ 0. We should also point out that (0)k = ε, even though 0 is a more

familiar representation of 0.

It is possible to extend Definition 3.4.2 to include k = 1 by taking

(n)1 = 1n = 11 · · · 1︸  ︷︷  ︸
n times

.

This is interesting in that it gives the simplest numeration system possible. It will not,

however, be useful here since automata with input alphabet {1} have more limited behaviour

than those with larger input alphabets (such as Σk with k ≥ 0).

3.5 Automatic Sequences

We are now ready to look at sequences that can be generated by automata. For convenience,

a DFAO whose input alphabet is Σk for some integer k ≥ 2 is called a k-DFAO.

Definition 3.5.1. Let (an)n≥0 be a sequence over a finite alphabet ∆. We say that (an)n≥0 is

k-automatic if there exists a k-DFAO M = (Q,Σk, δ, q0,∆, τ) such that an = fM(w) for all

n ≥ 0 and all w = x1x2 . . . xt with [w]k = n. We then say that M generates the sequence

(an)n≥0.
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While the above definition requires that M output an no matter what base-k representa-

tion of n is given as input, it is sufficient that M gives the correct output for only canonical

representation of n.

Proposition 3.5.2. [AS03] The sequence a = (an)n≥0 is k-automatic if and only if there

exists a k-DFAO M such that fM((n)k) = an for all n ≥ 0. Furthermore, we can choose

M = (Q,Σk, δ, q0,∆, τ) such that δ(q0, 0) = 0.

Proof. If a is k-automatic, then from the definition there exists a DFAO that will compute

an given (n)k as input. Conversely, suppose there exists a DFAO M = (Q,Σk, δ, q0,∆, τ)

such that fM((n)k) = τ(δ((n)k, q0)) = an for all n ≥ 0. Define a new DFAO M′ =

(Q′,Σk, δ
′, q′0,∆, τ

′) with

Q′ = Q ∪ {q′0},

δ′(q, a) = δ(q, a) for all q ∈ Q, a ∈ Σk,

δ′(q′0, a) =

δ(qo, a) if a , 0,

q′0 if a = 0,

τ′(q′0) = τ(q0),

τ′(q) = τ(q) for all q ∈ Q.

Let w ∈ Σk such that [w]k = n, then w = 0i(n)k for some i ≥ 0. By our construction of M′,

δ′(q′0,w) = δ′(q′0, 0
i(n)k) = δ′(q′0, (n)k).

If n = 0, then (n)k = ε, so δ′(q′0, (n)k) = q′0 and δ(q0, (n)k) = q0. Since τ′(q′0) = τ(q0), we

have τ′(δ′(q′0, (n)k)) = τ(δ(q0, (n)k)).

If n , 0, then (n)k = ax for some a ∈ Σk \ {0}, x ∈ Σ∗k. Thus

δ′(q′0, (n)k) = δ′(q′0, ax) = δ(δ(q0, a), x) = δ(q0, ax) = δ(q0, (n)k),

so

τ′(δ′(q′0, (n)k)) = τ′(δ(q0, (n)k)) = τ(δ(q0, (n)k))

since M will never move back to q′0 once it moves away from it.
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Thus, in all cases,

fM′(w) = τ′(δ′(q′0,w))

= τ′(δ′(q′0, (n)k))

= τ(δ(q0, (n)k))

= fM((n)k)

= an.

�

We can also allow the automaton to generate a sequence by reading the representation

of each n starting with the least significant digit, which is sometimes more convenient.

We will use this in Section 3.7. Recall that for a string w = w0w1 · · ·wt, we define wR =

wtwt−1 · · ·w0.

Theorem 3.5.3. [AS03] The following are equivalent:

(1) (an)n≥0 is a k-automatic sequence;

(2) there exists a k-DFAO M such that an = fM(wR) for all n ≥ 0 and w ∈ Σk such that

[w]k = n;

(3) there exists a k-DFAO M such that an = fM((n)R
k ) for all n ≥ 0.

Proof. See [AS03, Theorem 5.2.3]. �

Example 3.5.4 (The Thue-Morse Sequence). The sequence t = (tn)n≥0, called the Thue-

Morse sequence, counts the number of 1s modulo 2 in the base-2 representation of n. The

first twenty terms are

t = (0, 1, 1, 0, 1, 0, 0, 1, 1, 0, 0, 1, 0, 1, 1, 0, 1, 0, 0, 1, 0, . . .).

This sequence was first described by Thue in [Thu12], and then independently by Morse

in [Mor21], although it appears implicitly in [Pro51].

We recall that the automaton from Example 3.3.2 (Figure 3.5) computes the sum of bits

in its input string modulo 2, which is equivalent to counting the number of 1s modulo 2.

Thus, when given the binary expansion of n, the automaton computes tn, so the Thue-Morse

sequence is 2-automatic.
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q0/0 q1/1

0

1

0

1

Figure 3.5: A DFAO that computes the Thue-Morse sequence.

Example 3.5.5 (The Rudin-Shapiro Sequence). The Rudin-Shapiro sequence is given by

r = (rn)n≥0, where rn = 1 if the number of (possibly overlapping) occurrences of 11 in the

binary expansion of n is even, and rn = −1 if it is odd. The first few terms are

r = (1, 1, 1,−1, 1, 1,−1, 1, 1, 1, 1,−1,−1,−1, 1,−1, . . .)

The automaton in Figure 3.6 computes r. To make this easier to see, we have labelled the

states to indicate the number of occurrences of 11 read so far modulo 2 and the last bit read

by the automaton.

0,0/1 0,1/1 1,1/-1 1,0/-1

0

1

0

1 0

1

0

1

Figure 3.6: A DFAO that computes the Rudin-Shapiro sequence.

3.6 Uniform Morphisms

We can give a useful characterization, due to Cobham [Cob72], of automatic sequences

using morphisms, maps on languages that behave nicely with respect to concatenation of

words.

Definition 3.6.1. Let Σ and ∆ be alphabets. A homomorphism, or just morphism, is a map

φ : Σ∗ → ∆∗ that satisfies φ(wx) = φ(w)φ(x) for all w, x ∈ Σ∗.
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For any morphism φ, we must have φ(ε) = ε. Also, from the definition, we see that

it is sufficient to define the action of φ on Σ, since φ can then be uniquely extended to a

morphism on Σ∗.

If |φ(a)| = k for all a ∈ Σ, we say that φ is a k-uniform morphism. A 1-uniform morphism

is called coding.

Example 3.6.2. Let Σ = {a, c, t}, ∆ = {e, m, o, s, u} and define

φ(a) = u,

φ(c) = mo,

φ(t) = se.

Then φ(cat) = mouse. Note that φ is not uniform.

The next result shows that an automatic sequence remains automatic if we apply a cod-

ing.

Proposition 3.6.3. If a = (an)n≥0 is a k-automatic sequence over ∆ and ρ is a coding on ∆,

then ρ(a) is k-automatic.

Proof. Since a is k-automatic, a is generated by a k-DFAO M = (Q,Σk, δ, q0,∆, τ). Let

M′ = (Q,Σk, δ, q0,∆, ρ ◦ τ), then clearly ρ(a) is generated by M′. �

Proposition 3.6.3 along with the next result gives a useful closure property of automatic

sequences.

Proposition 3.6.4. Let a = (an)n≥0 and b = (bn)n≥0 be k-automatic sequences over ∆ and

∆′, respectively. Then a × b = ((an, bn))n≥0 is a k-automatic sequence over ∆ × ∆′.

Proof. Let M = (Q,Σk, δ, q0,∆, τ) and M′ = (Q′,Σk, δ
′, q′0,∆

′, τ′) be the k-DFAOs generat-

ing a and b, respectively. Define M′′ = (Q × Q′,Σk, δ
′′, (q0, q′0),∆ × ∆′, τ′′), where

δ′′((q, q′), c) = (δ(q, c), δ′(q′, c)) and

τ′′((q, q′)) = (τ(q), τ′(q′))

for all q ∈ Q, q′ ∈ Q′, c ∈ Σk. It is easy to check that M′′ generates a × b. �
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Corollary 3.6.5. Let a = (an)n≥0 and b = (bn)n≥0 be k-automatic sequences over ∆ and ∆′,

respectively, and let f : ∆ × ∆′ → ∆′′, where ∆′′ is a finite alphabet. Then the sequence

f (a,b) = ( f (an, bn))n≥0 is k-automatic.

Proof. Apply Proposition 3.6.4, then Proposition 3.6.3 using ρ((an, bn)) = f (an, bn). �

For an application of Corollary 3.6.5, see Example 4.4.2.

We will be concerned with morphisms where Σ = ∆. In this case, the morphism

φ : Σ∗ → Σ∗ can be iterated. For a ∈ Σ, we write φ0(a) = a and φi(a) = φ(φi−1(a)) for

i ≥ 0. A word w ∈ Σ∗ is called a fixed-point of φ if φ(w) = w.

Example 3.6.6. The Thue-Morse morphism µ : Σ∗2 → Σ∗2 is defined by µ(0) = 01 and

µ(1) = 10, so µ is 2-uniform. We have

µ2(0) = 0110,

µ3(0) = 01101001,

µ4(0) = 0110100110010110

...

In fact, for each k, we have µk(0) = 01µ(1)µ2(1) · · · µk−1(1), and µk(0) = t0t1 · · · t2k , where

(tn)n≥0 = t is the Thue-Morse sequence from Example 3.5.4. So, as k increases, µk(0)

matches more and more of the Thue-Morse infinite string, that is, the Thue-Morse sequence

written as an infinite string of bits, which is formally the same thing.

Let φ be a k-uniform morphism on some alphabet Σ. If there exists a ∈ Σ such that

φ(a) = aw for some string w ∈ Σ∗ with |w| = k − 1, we say that φ is prolongable on a. Then

φi(a) = awφ(w)φ2(w) · · · φi−1(w) for i ≥ 2. As i approaches infinity, φi(a) is “approaching”

an infinite word, so we define

φω(a) = awφ(w)φ2(w) · · · .

It’s not hard to see that φ(φω(a)) = φω(a). In fact, in this case, φω(a) is the unique fixed

point of φ starting with a.

In Example 3.6.6, µ is prolongable in 0 and φω(0) = t, so t is the fixed point of µ starting

with 0.
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We have that t is a fixed point of a 2-uniform morphism. In fact, every k-automatic

sequence is a fixed point of a k-uniform morphism or the image under a coding (a 1-uniform

morphism) of a fixed point of a k-uniform morphism.

Before we prove this, we need the following lemma.

Lemma 3.6.7. Let u = u0u1 · · · be an infinite string such that φ(u) = u for some k-uniform

morphism φ. Then φ(ui) = ukiuki+1 · · · uki+k−l for all i ≥ 0.

Proof. Since u = φ(u) and φ is k-uniform, we have

φ(u0u1 · · · ui) = u0u1 · · · uki+k−1.

Now

φ(u0u1 · · · ui) = φ(u0u1 · · · ui−1)φ(ui)

= u0u1 · · · uki−1φ(ui),

so

φ(ai) = u0u1 · · · uki+k−1. �

Theorem 3.6.8. [Cob69] Let k ≥ 2. Then a sequence u = (un)n≥0 is k-automatic if and only

if it is the image under a coding of a fixed point of a k-uniform morphism.

Proof. Suppose u is the image of a fixed point of a k-uniform morphism, that is, suppose

that u = τ(v) for some coding τ : ∆ → ∆ and φ(v) = v for some k-uniform morphism

φ : ∆∗ → ∆∗. Write v = v0v1 · · · where vi ∈ ∆ for each i.

Let M = (Q,Σk, δ, q0,∆, τ), where δ(a, b) is defined to be the bth letter of φ(a) for a ∈ ∆

and b ∈ Σk. We claim that M generates u, and thus u is k-automatic.

We first show, by induction on n, that vn = δ(w0, (n)k) for all n ≥ 0. This holds trivially

when n = 0. Assume vi = δ(w0, (i)k) for all i < n. Write (n)k = a1a2 · · · at, then n = kn′ + at



CHAPTER 3. AUTOMATIC SEQUENCES 49

where (n′)k = n1 · · · nt−1. Then

δ(v0, (n)k) = δ(v0, n1 · · · nt)

= δ(δ(v0, n1 · · · nt−1), nt)

= δ(δ(v0, n′), nt)

= δ(vn′ , nt) (by induction)

= the ntth symbol of φ(vn′)

= vkn′+nt (by Lemma 3.6.7)

= vn.

Therefore un = τ(vm) = τ(δ(v0), (n)k), and so u is generated by M.

Conversely, suppose that u is k-automatic. Then u is generated by a k-DFAO M =

(Q,Σk, δ, qo,∆, τ). By Theorem 3.5.2, we can assume that δ(q0, 0) = q0. We define a k-

morphism on Q by

φ(q) = δ(q, 0)δ(q, 1) · · · δ(q, k − 1).

Now φ(q0) = q0δ(q, 1) · · · δ(q, k−1), so φ is prolongable on q0. Let v = v0v1 · · · be the fixed

point of φ starting with q0. We claim that δ(q0,w) = [v]k for all w ∈ Σ∗k.

We will prove our claim by induction on |w|. If |w| = 0, then we have δ(q0, ε) = q0 = v0

by definition of v. Now assume that the claim is true for all x ∈ Σ∗k with |x| < i. Suppose

|w| = i, and write w = xa, where a ∈ Σk. Then

δ(q0,w) = δ(δ(q0, x), a)

= δ(v[x]k , a) (by induction)

= the a-th symbol of φ(v[x]k) (by definition of φ)

= vk[x]k+a (by Lemma 3.6.7)

= v[xa]k

= v[w]k ,

which proves the claim. Thus we have τ(wn) = τ(δ(q0, (n)k)) = un, and so u is the image

under τ of a fixed point of φ. �

Using Theorem 3.6.8, we can prove one direction of the following very useful theorem

on automatic sequences.
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Theorem 3.6.9. Let m ≥ 1. A sequence u = (un)n≥0 is k-automatic if and only if it is

km-automatic.

Proof. Suppose u is k-automatic. By Theorem 3.6.8, u is the image under a coding τ of a

fixed point of some k-uniform morphism φ. That is,

u0u1 · · · = τ(φω(a))

for some symbol a. Define γ = τm, then γ is km-uniform. Furthermore, γω(a) = φω(a), so

we have

u0u1 · · · = τ(γω(a)).

Thus, u is km-automatic.

The proof of the converse is not difficult, but it requires some theory on regular lan-

guages (languages accepted by deterministic finite automata) and so is omitted. See [Eil74].

�

3.7 The Kernel of a Sequence

In this section we introduce the k-kernel of a sequence, and show how it gives another char-

acterization of k-automatic sequences, as Theorem 3.7.5 shows. This characterization is

perhaps not quite as interesting as Theorem 3.6.8, but it is very helpful in proving Chris-

tol’s Theorem in Chapter 4.

Definition 3.7.1. Let u = (un)n≥0 be a sequence and let k ≥ 2 be an integer. The k-kernel of

u, denoted by Kk(u), is the set of subsequences of u of the form (uken+r)n≥0 where e is any

nonnegative integer and r is any integer at least 0 and less that ke. That is,

Kk(u) = {(uken+r)n≥0 : e ≥ 0 and 0 ≤ r < ke}.

We illustrate Definition 3.7.1 with a generic example:

Example 3.7.2. Let u = (un)n≥0 be a sequence. Then the 2-kernel of u is

K2(u) = {u = (un)n≥0,

(u2n)n≥0, (u2n+1)n≥0,

(u4n)n≥0, (u4n+1)n≥0, (u4n+2)n≥0, (u4n+3)n≥0,

(u8n)n≥0, (u8n+1)n≥0, (u8n+2)n≥0, (u8n+3)n≥0, (u8n+4)n≥0 . . .}.
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Example 3.7.3. We will determine the 2-kernel of the Thue-Morse sequence t = (tn)n≥0

from Example 3.5.4. Let t′ = (t2en+r)n≥0 be in the 2-kernel of t. Now (2en + r)2 = (n)20
i(r)2

for some i ≥ 0 since 0 ≤ r < 2e. Then t2en+r = tn + tr mod 2, so either t′ = t or

t′ = t =
(
tn
)

n≥0, where tn = 0 if tn = 1 and vice-versa. Therefore K2(t) = {t, t}.

Example 3.7.4. Let r = (rn)n≥0 be the Rudin-Shapiro sequence from Example 3.5.5. Recall

that rn is 1 or -1 when the number of times 11 occurs in (n)k is even or odd, respectively, so

the first few terms are

r = (1, 1, 1,−1, 1, 1,−1, 1, 1, 1, 1,−1,−1,−1, 1,−1, . . .).

Let n ≥ 0 and let w = (n)2. Then (2n)2 = w0 and (4n + 1)2 = w01, so r2n = rn.

Also, since (2n + 1)2 = w1 and (8n + 7)2 = w111, there are two more occurrences of 11

in (8n + 7)2 than in (2n + 1)2, so r8n+7 = r2n+1. Using arguments like this we can find the

following identities (repeating those found above):

r2n = rn,

r4n+1 = rn,

r8n+7 = r2n+1,

r16n+3 = r8n+3,

r16n+11 = r4n+3.

These cover every case, so we conclude that

K2(r) = {r, (r2n+1)n≥0, (r4n+3)n≥0, (r8n+3)n≥0}.

Theorem 3.7.5. Let k ≥ 2 and let u = (un)n≥0 be a sequence. Then u is k-automatic if and

only if Kk(u) is finite.

Proof. Suppose u is k-automatic. It follows from Theorem 3.5.3 that there exists a k-DFAO

M = (Q,Σk, δ, q0,∆, τ) such that

un = τ(δ(q0, (n)R
k0

t)) for all t ≥ 0, n ≥ 0.

Let u′ = (uken+r)n≥0 ∈ Kk(u), and let w ∈ Σ∗k with |w| = e and [w]k = r. Also, let

q = δ(q0,wR). If n > 0, we have

(ken + r)k = (n)kw,
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so

δ(q0, (ken + r)R
k ) = δ(δ(q0,wR), (n)R

k )

= δ(q, (n)R
k ).

If n = 0, then

(ken + r)k = (r)k,

so w = 0i for some i ≥ 0. Then

δ(q0, (ken + r)R
k ) = δ(q0, (r)R

k )

= δ(q0, (r)R
k0

i)

= δ(q0,wR)

= q

= δ(q, (0)R
k ).

Therefore for any n ≥ 0, we have

δ(q0, (ken + r)R
k ) = δ(q, (n)R

k ),

so u′ is generated by M′ = (Q,Σk, δ, q,∆, τ). Since Q is finite, there are only finitely many

such automata, so Kk(a) is finite.

Conversely, suppose that Kk(u) is finite. Define an equivalence relation on Σ∗k by

w ≡ x if and only if uk|w|n+[w]k = uk|x|n+[x]k for all n ≥ 0.

Since Kk(u) is finite, this equivalence relation partitions Σ∗k into finitely many equivalence

classes, so we can construct a k-DFAO with

Q = {[x] : x ∈ Σ∗k},

δ([x], a) = [ax],

τ([w]) = u[w]k ,

q0 = [ε],

where [x] denotes the equivalence class containing [x]. We must of course make sure that

M is well defined, that is, we must check that δ and τ are well-defined functions.
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Suppose that [x] = [w]. Then

uk|w|n+[w]k = uk|x|n+[x]k for all n ≥ 0. (3.1)

Substituting n = km + r into the index on the left hand side, where 0 ≤ a < k, we get

k|w|n + [w]k = k|w|+1m + k|w|a + [w]k

= k|aw|m + [a0|w|]k + [w]k

= k|aw|m + [aw]k.

The same holds for any string in Σ∗k, so we have

uk|aw|m+[aw]k = uk|ax|m+[ax]k for all m ≥ 0.

Therefore δ([x], a) = [ax] = [aw] = δ([w], a), so δ is well-defined.

For τ, we again assume that [x] = [w], that is, that (3.1) holds. Setting n = 0, we have

τ([x]) = u[x]k = u[w]k = τ([w]),

so τ is well defined.

It can now be shown by a straightforward induction on |w| that δ(q0,wR) = [w], and thus

τ(δ(q0,wR)) = u[w]k , so M generates u. �

Note that Examples 3.7.3 and 3.7.4 agree with 3.7.5 since both the Thuue-Morse se-

quence and the Rudin-Shapiro sequence are 2-automatic and have finite 2-kernels.

3.8 Fibres and Syndetic Sets

Let u = (un)n≥0 be a sequence over ∆ and let a ∈ ∆. The fibre of f at a is the set

u−1(a) = {n : un = a}.

We note that if u is generated by a k-DFAO M = (Q,Σk, δ, q0, τ,∆), then for each a ∈ ∆,

u−1(a) is accepted by the DFA M′ = (Q,Σk, δ, q0, F) where F = {q : τ(q) = a}



CHAPTER 3. AUTOMATIC SEQUENCES 54

Example 3.8.1. Let t be the Thue-Morse sequence from Example 3.5.4, then

t = (0, 1, 1, 0, 1, 0, 0, 1, 1, 0, 0, 1, 0, 1, 1, 0, 1, 0, 0, 1, 0, . . .),

so

t−1(0) = {0, 3, 5, 6, 9, 10, 12, 15, 17, 18, 20, . . .}

and

t−1(1) = {1, 2, 4, 7, 8, 11, 13, 14, 16, 19, . . .} .

In this section we give a property of automatic sequences involving the gaps between

elements of their fibres. A set of nonnegative integers S is called syndetic if the gaps

between elements is bounded, or, more formally, if there exists d such that for all sufficiently

large n, there is an element of S in the interval [n, n + d].

Proposition 3.8.2. Let u = (un)n≥0 be a k-automatic sequence over ∆ and let a ∈ ∆. Then

either u−1(a) is syndetic, or there exists c > 1 such that for infinitely many m ≥ 1 there

are no elements of u−1(a) in the interval [m, cm], that is, u−1(a) ∩ [m, cm] = ∅ for infinitely

many m.

Proof. See Eilenberg [Eil74, Theorem 5.4]. �

Example 3.8.3. Let s = (s)n≥0 be the characteristic sequence of squares, that is,

sn =

1, if n is a square;

0, otherwise.

We can use Proposition 3.8.2 to show that s is not automatic.

The fibre s−1(1) is the set of all squares (hence the name “characteristic sequence of

squares”), {1, 4, 9, 16, . . .}, which is clearly not syndetic since (n + 1)2 − n2 = 2n + 1 is not

bounded. Therefore, if s is automatic, then there must be some c ≥ 1 such that [m, cm] ∩

s−1(a) = ∅ for infinitely many m.

However, we see that if m is sufficiently large,
√

c
√

m −
√

m =
√

m(
√

c − 1) > 1, since
√

c > 1. Then there exists some integer d such that
√

m ≤ d ≤
√

c
√

m, and so d2 ∈ [m, cm].

Thus [m, cm] ∩ s−1(a) , ∅ for all but finitely many m, so it follows from Proposition 3.8.2

that s is not k-automatic for any k ≥ 2.
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3.9 Cobham’s Theorem

We are interested in automatic sequences primarily because of a result from Cobham that we

can use to prove that certain sequences are eventually periodic. We will see in a later chapter

that when the sequence of coefficients of a formal power series is eventually periodic, then

the power series must be rational.

When we say that a sequence a = (an)n≥0 is eventually periodic, we mean that there

exist positive integers N and P such that an+P = an for all n ≥ N. If N = 0, we say that

(an)n≥0 is totally periodic or just periodic.

Two positive integers k, l are said to be multiplicatively independent if there exist no

positive integers r, s such that kr = ls. Equivalently, k, l are multiplicatively independent if

log k and log l are linearly independent over Q. For example, 2 and 3 (or indeed any two

distinct primes) are multiplicatively independent.

Theorem 3.9.1 (Cobham’s Theorem). Let k, l ≥ 2 be multiplicatively independent integers,

and let a = (an)n≥0 be a sequence that is both k- and l-automatic. Then a is eventually

periodic.

The proof given by Cobham in [Cob69] is very difficult (although a footnote states that

the proof has been substantially simplified since it was first published in an IBM research

note). A simpler proof was given in [Han82] and then again in [Per90] and [AS03]. The

last two contained an error which was corrected in [RW06].



Chapter 4

Christol’s Theorem

Christol’s Theorem is a major result linking automatic sequences to algebraic power series

over finite fields. It will be signifigant in the proof of the main result in the case where the

base field is finite.

Theorem 4.0.1 (Christol’s Theorem). Let a = (an)n≥0 be a sequence over an alphabet ∆,

and let p be a prime number. Then a is p-automatic if and only if there exists an injection

h : ∆ ↪→ Fps for some positive integer s such that F(X) =
∑

n≥0 h(an)Xn is algebraic over

Fps(X).

This result was originally proved by Christol in [Chr79] in the case where ∆ = Σ2 =

{0, 1}, and then generalized by Christol, Kamae, Mendès France and Rauzy in [CKMFR80].

The proof presented in this chapter (including the preliminary results) is adapted from

[AS03].

4.1 Some Examples

First we give a few examples illustrating Christol’s Theorem.

Example 4.1.1. Let F(X) = X + X2 + X4 + · · · =
∑

i≥0 X2i
. We saw in Example 1.3.3 that

F(X) is algebraic over F2(X).

We also saw in that example that F(X) =
∑

n≥0 anXn where a = (an)n≥0 is the character-

istic sequence of powers of two, that is, an is 1 if n is a power of 2 and 0 otherwise. Then,

56
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by Christol’s Theorem, a must be 2-automatic. To see this, we note that if n is a power of

2, the (n)2 = 10k for some k ≥ 0. Therefore the DFAO in figure 4.1 generates a, so a is

2-automatic.

q0/0 q1/1 q2/0

0

1

0

1

0, 1

Figure 4.1: A 2-DFAO generating the characteristic sequence of powers of two.

Example 4.1.2. We go back to the Thue-Morse sequence t = (t)n≥0 from Example 3.5.4. We

saw that t was 2-automatic, so by Christol’s Theorem, the power series T (X) =
∑

n≥0 tnXn

must be algebraic over F2(X).

To see this, we first note that (2n)2 = (n)20 and (2n+1)2 = (n)21, and so we have t2n = tn

and t2n+1 = (tn + 1) mod 2. Then

T (X) =
∑
n≥0

t2nX2n +
∑
n≥0

t2n+1X2n+1

=
∑
n≥0

tnX2n + X
∑
n≥0

(tn + 1)X2n

=
∑
n≥0

tnX2n + X
∑
n≥0

(tn)X2n + X
∑
n≥0

X2n

= T (X2) + XT (X2) +
X

1 − X2 .

Therefore, over F2, we have

(1 + X)3T (X)2 + (1 + X)2T (X) + X = 0,

so T (X) is algebraic over F2(X).

Example 4.1.3. Let s = (s)n≥0 denote the Rudin-Shapiro sequence on {0, 1}, so sn is the

number of possibly overlapping occurrences modulo 2 of 11 in (n)2. If r is the Rudin-

Shapiro sequence over {1,−1} from Example 3.5.5 and µ : {0, 1} → {1,−1} is a morphism

defined by µ(0) = 1, µ(1) = −1, then s = µ(r).
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Since s is 2-automatic, then S (X) =
∑

n≥0 snXn must be algebraic over F2(X). We recall

from Example 3.5.5 that s2n = s4n+1 = sn, and we also can show that s4n+3 = s2n+1 + 1

mod 2. Let T (X) =
∑

n≥0 s2n−1Xn, then, in F2[[X]], we have

S (X) =
∑
n≥0

s2nX2n +
∑
n≥0

s2n+1X2n+1 (4.1)

=
∑
n≥0

snX2n + X
∑
n≥0

s2n+1X2n

= S (X2) + XT (X2)

= S (X)2 + XT (X)2.

and

T (X) =
∑
n≥0

s4n+1X2n +
∑
n≥0

s4n+3X2n+1 (4.2)

=
∑
n≥0

snX2n +
∑
n≥0

(s2n+1 + 1)X2n+1

=
∑
n≥0

snX2n + X

∑
n≥0

s2n+1X2n +
∑
n≥0

X2n


= S (X2) + XT (X2) +

X
1 + X2

= S (X)2 + XT (X)2 +
X

(1 + X)2 .

If we add (4.1) and (4.2), we have

S (T ) + T (X) = 2S (X2) + 2XT (X2) +
X

(1 + X)2

S (T ) + T (X) =
X

(1 + X)2

S (T )2 + T (X)2 =
X2

(1 + X)4 .

If we solve for T (X)2 and substitute back into (4.2), we have

S (X) = S (X)2 + X
(
S (X)2 +

X2

(1 + X)4

)
,

and so

(1 + X)5S (X)2 + (1 + X)4S (X) + X3 = 0

in F2[[X]]. Therefore S (X) is algebraic over F2(X).
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4.2 Preliminaries

In order to prove Christol’s Theorem, we need a few preliminary results about power series

in Fq[[X]] and q-kernels. We define a class of linear transformations to help with the up-

coming results. These are called Cartier operators since they were introduced by Cartier in

[Car58].

Definition 4.2.1. Let q > 1 be a prime power. For 0 ≤ r < q, define

Λr : Fq[[X]]→ Fq[[X]]

by

Λr

∑
n≥0

anXn

 =
∑
n≥0

aqn+rXn.

This map Λr is useful because of the following properties:

Lemma 4.2.2. Let F(X) and G(X) be formal power series in Fq[[X]] and let 0 ≤ r < q.

Then the following are true:

(1) Λr is a linear transformation;

(2) if P(X) ∈ Fq[X], then

deg(Λr(P(X))) ≤
deg(P(X))

q
;

(3) for F(X) =
∑

n≥0 anXn ∈ Fq[[X]],

F(X) =
∑

0≤r<q

XrΛr(F(X))q; (4.3)

(4) for G(X),H(X) ∈ Fq[[X]],

Λr(G(X)qH(X)) = G(X)Λr(H(X)). (4.4)

Proof. See [AS03, Lemma 12.2.2]. �

The previous lemma will be useful right away to prove a stronger condition on algebraic

power series over Fq than given by the definition.
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Lemma 4.2.3. Let F(X) =
∑

n≥0 anXn ∈ Fq[[X]], where q is a power of some prime p. Then

F(X) is algebraic over Fq(X) if and only if there exist polynomials P0(X), . . . , Pt(X), with

P0(X) , 0, such that

P0(X)F(X) + P1(X)F(X)q + · · · + Pt(X)F(X)qt
= 0.

Proof. Suppose that F(X) is algebraic, then the set {F(X), F(X)q, F(X)q2
, . . .} must be lin-

early dependent over Fq(X) (since the extension Fq(X)(F(X)) of Fq(X) has finite degree).

Therefore, clearing denominators if necessary, we can write

P0(X)F(X) + P1(X)F(X)q + · · · + Pt(X)F(X)qt
= 0 (4.5)

with P0(X), . . . , Pt(X) in Fq[X], with t minimal. Take the smallest integer j ≥ 0 such that

P j(X) , 0. We claim that j = 0. By (4.3),

P j(X) =
∑

0≤r<q

XrΛr(P j(X))q,

so we must have Λr(P j(X)) , 0 for some r. Since Λr is linear, from (4.5) we get

Λr(P j(X)F(X)q j
) + · · · + Λr(Pt(X)F(X)qt

) = 0.

If j , 0, we can apply (4.4) to see that

Λr(P j(X))F(X)q j−1
+ · · · + Λr(Pt(X))F(X)qt−1

= 0,

which contradicts the minimality of t. Therefore j = 0, and so P0 , 0.

Conversely, if we have such a relation for F(X), then F(X) is algebraic by definition. �

We will prove Christol’s Theorem using Theorem 3.7.5, so it will be useful to prove a

special property of the k-kernel involving power series.

Lemma 4.2.4. Let a = (an)n≥0 be a sequence over Fq. Then a is q-automatic if and only if

there exists a finite collection F of power series in Fq[[X]] such that:

(1) we have
∑

n≥0 anXn ∈ F ;

(2) for all A(X) ∈ F and 0 ≤ r < q, we have Λr(A(X)) ∈ F .
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Proof. Suppose a is q-automatic. Then we can write Kq(a) = {a(1), . . . , a(d)}, where a(1) = a
and a(i) = (a(i)

n )n≥0. Let

F =

∑
n≥0

a(i)
n Xn : 1 ≤ i ≤ d

 .
Since a = a(1), we have

∑
n≥0 anXn ∈ F . Let F(X) ∈ F , then F(X) =

∑
n≥0 a(i)

n Xn for some

0 ≤ i ≤ d, so

Λr(F(X)) =
∑
n≥0

a(i)
qn+rX

n.

Now a(i)
n = aqen+s for some e ≥ 0 and 0 ≤ s < qe, so a(i)

qn+r = aqe(qn+r)+s = age+1n+qer+s. Now

qer + s < qer + qe

= qe(r + 1)

≤ qe+1,

so (a(i)
qn+r)n≥0 is in Kq(a), and therefore Λr(F(X)) ∈ F .

Conversely, suppose that F exists and satisfies the conditions of the lemma and let

(aqen+r)n≥0 ∈ Kq(a). If we apply Λ0 to
∑

n≥0 anXn a total of e − 1 times, then apply Λr, we

get
∑

n≥0 aqen+rXn, and so
∑

n≥0 aqen+rXn ∈ F . Therefore |Kq(a)| ≤ |F |, so Kq(a) is finite, and

thus a is q-automatic. �

4.3 Proof of Christol’s Theorem

We are now ready to prove Christol’s Theorem.

Proof of Christol’s Theorem. Choose an integer s large enough so that |∆| ≤ ps, and let

q = ps. Then there exists an injection h : ∆ ↪→ Fq, and we may assume that a is a sequence

over Fq.

Suppose that a is p-automatic. Then, by Theorem 3.6.9, a is q-automatic. Therefore

Kq(a) is finite by Theorem 3.7.5, so we can write Kq(a) = {a(1), . . . , a(d)} as in the proof of

Lemma 4.2.4. For each 1 ≤ j ≤ d, let F j(X) B
∑

n≥0 a( j)
n Xn. We can write

F j(X) =

q−1∑
r=0

∑
m≥0

a( j)
qm+rX

qm+r =

q−1∑
r=0

Xr
∑
m≥0

a( j)
qm+rX

qm.



CHAPTER 4. CHRISTOL’S THEOREM 62

As in the proof of Lemma 4.2.4, (a( j)
qm+r)m≥0 ∈ Kq(a), so it is equal to a(i) for some 1 ≤ i ≤ d,

and thus for each 0 ≤ r < q,
∑

m≥0 a( j)
qm+rXqm = Fi(Xq) for some 0 ≤ i ≤ d. Therefore F j(X)

is an Fq[X]-linear combination of the power series Fi(Xq), that is,

F j(X) ∈ spanFq(X){F1(Xq), . . . , Fd(Xq)},

By substituting Xq for X, we get

F j(Xq) ∈ spanFq(X){F1(Xq2
), . . . , Fd(Xq2

)},

and so

spanFq(X){F1(Xq), . . . , Fd(Xq)} ⊂ spanFq(X){F1(Xq2
), . . . , Fd(Xq2

)}.

Thus for any 1 ≤ j ≤ d we have

F j(X), F j(Xq) ∈ spanFq(X){F1(Xq2
), . . . , Fd(Xq2

)}.

Again, if we substitute Xq for X, we get

F j(Xq), F j(Xq2
) ∈ spanFq(X){F1(Xq3

), . . . , Fd(Xq3
)},

and so, as above,

F j(X), F j(Xq), F j(Xq2
) ∈ spanFq(X){F1(Xq3

), . . . , Fd(Xq3
)}.

Continuing in this way, we arrive at

F j(Xqk
) ∈ spanFq(X){F1(Xqd+1

), . . . , Fd(Xqd+1
)}

for all 0 ≤ k ≤ d.

Now the dimension of the Fq(X)-vector space spanned by F1(Xqd+1
), . . . , Fd(Xqd+1

) is at

most d, so then for each j, {F j(X), F j(Xq), . . . , F j(Xqd
)} is linearly dependent over Fq(X). In

particular, since F = F1, there are R0(X), . . . ,Rd(X) ∈ Fq(X), not all zero, such that

0 = R0(X)F(X) + R1(X)F(Xq) + · · · + Rd(X)F(Xqd
).

Clearing denominators, we have

0 = P0(X)F(X) + P1(X)F(Xq) + · · · + Pd(X)F(Xqd
)

= P0(X)F(X) + P1(X)F(X)q + · · · + Pd(X)F(X)qd
,
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Therefore F(X) is algebraic over Fq(X).

Conversely, suppose that F(X) is algebraic over Fq(X). By Lemma 4.2.3, there exist

polynomials P0(X), . . . , Pt(X) with P0 , 0 such that

P0(X)F(X) + P1(X)F(X)q + · · · + Pt(X)F(X)qt
= 0.

We divide by P0(X)2 and set G = F(X)/P0(X) to get

G(X) =

t∑
i=1

Qi(X)G(X)qi
, where Qi(X) = −Pi(X)P0(X)qi−2. (4.6)

We wish to use Lemma 4.2.4, so we let

H =

H ∈ Fq[[X]] : H =

t∑
i=0

Ri(X)G(X)qi
with Ri(X) ∈ Fq[X] and deg(Ri(X)) ≤ N∀i

 ,
where

N = max(deg(P0(X)), deg(Q1(X)), . . . , deg(Qt(X))).

We can see thatH is finite and that F(X) = P0(X)G(X) ∈ H , but we must still show thatH

is closed under Λr. Let H(X) =
∑t

i=0 Ri(X)G(X)qi
∈ H . Then,

H(X) = R0(X)G(X) +

t∑
i=1

Ri(X)G(X)qi

=

t∑
i=1

R0(X)Qi(X)G(X)qi
+

t∑
i=1

Ri(X)G(X)qi
by (4.6)

=

t∑
i=1

(
R0(X)Qi(X) + Ri(X)

)
Gqi

By Lemma 4.2.2, we have

Λr(H(X)) =

t∑
i=1

Λr
(
R0(X)Qi(X) + Ri(X)

)
Gqi−1

.

We have chosen N and definedH such that deg
(
R0(X)Qi(X) + Ri(X)

)
≤ 2N, so we have

deg
(
Λr

(
R0(X)Qi(X) + Ri(X)

))
≤

2N
q
≤ N

by Lemma 4.2.2(b), and so Λr(H(X)) ∈ H . Thus, by Lemma 4.2.4, Kq(a) is finite, and thus

a is q-automatic, and therefore p-automatic by Theorem 3.6.9. �
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4.4 Applications of Christol’s Theorem

We can use Christol’s Theorem and a closure property of automatic sequences to quickly

prove that the algebraic power series in Fq[[X]] are closed under the Hadamard product.

Definition 4.4.1. Let F(X) =
∑

n≥0 anXn and G(X) =
∑

n≥0 bnXn be two formal power series

over a field K. The Hadamard product of F(X) and G(X) is defined by

F(X) �G(X) =
∑
n≥0

anbnXn.

Proposition 4.4.2. Let F(X),G(X) ∈ Fq[[q]], where q is a power of some prime p. If F(X)

and G(X) are algebraic, the F(X) �G(X) is also algebraic.

Proof. Let F(X) =
∑

n≥0 anXn and G(X) =
∑

n≥0 bnXn. By Christol’s Theorem, a = (an)n≥0

and b = (bn)n≥0 are both p-automatic. Define f : Fq × Fq → Fq by f (c, d) = cd, then

F(X) � G(X) =
∑

n≥0 f (an, bn)Xn. By Corollary 3.6.5, ( f (an, bn))n≥0 is p-automatic, and

thus, using Christol’s Theorem again, we see that F(X) �G(X) is algebraic. �

Christol’s Theorem, unsurprisingly, is useful for proving that certain power series are

transcendental. For instance, we can use it show that power series are transcendental over

Q(X). To do that, we need the following result.

Proposition 4.4.3. Let F(X) =
∑

n≥0 anXn ∈ Z[[X]] and let p be prime. Define Fp(X) =∑
n≥0(an mod p)X to be the reduction of F(X) modulo p. If F(X) is algebraic over Q(X),

then Fp(X) is algebraic over Fp(X).

Proof. Suppose F(X) is algebraic overQ(X). Then there exist polynomials P0, P1, . . . , Pd ∈

Q[X], not all zero, such that

P0 + P1F(X) + · · · + PdF(X)d = 0. (4.7)

Clearing denominators if necessary, we can assume that P0, . . . , Pd ∈ Z[X]. We can also

assume that all the coefficients of P0, . . . , Pd are relatively prime by dividing through by

any common divisor. This means at least one coefficient of one of the Pi’s is not a multiple

of p. Thus, if we consider (4.7) modulo p, we get a nontrivial relation for Fp(X), and we

see that Fp(X) is algebraic over Fp. �
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The following examples shows how we can use Christol’s Theorem to prove that a

power series is transcendental over Q(X).

Example 4.4.4. Let F(X) = X + X2 + X4 + · · · =
∑

i≥0 X2i
and let a = (an)n≥0 be the sequence

of coeffients of F(X). Suppose that F(X) is algebraic over Q(X). It follows from Christol’s

Theorem and Proposition 4.4.3 that a is both 2- and 3-automatic (and indeed p-automatic

for any prime p). Since 2 and 3 are multiplicatively independent, a is eventually periodic by

Cobham’s Theorem. This is a contradiction since a is the characteristic sequence of powers

of 2, which is not eventually periodic since the gaps between 1s in the sequence increase

without bound as n→ ∞.

Example 4.4.5. The classical theta series is defined as

θ3(X) =
∑
k∈Z

Xk2
.

We will show that θ3(X) is transcendental over Q(X).

First we note that θ3(X) = 1+2
∑

k≥1 Xk2
. Let G(X) =

∑
k≥1 Xk2

. If θ3(X) is algebraic over

Q(X), then so is G(X), and thus the power series Fp(X) is algebraic over Fp(X) by Propo-

sition 4.4.3. Therefore, by Christol’s Theorem, the sequence of coefficients of Fp(X) is

p-automatic. However, the sequence of coefficients of Fp(X) is the characteristic sequence

of squares, s, seen in Example 3.8.3, and we saw that s was not k-automatic for any k ≥ 2.

Therefore we conclude that θ3(X) is transcendental over Q(X).
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Chapter 5

The Finite Field Case

Before we prove the main result in general, we will prove the special case where the base

field K is finite.

Theorem 5.0.1. Let q be a power of some prime p, let φ(X) be a rational function in Fq(X)

whose power series expansion lies in XFq[[X]], and let d ≥ 2. Let F(X) =
∑∞

n=0 φ(Xdn
) ∈

Fq[[X]]. If d is not a power of p, then either F(X) ∈ Fq(X) or F(X) is transcendental over

Fq(X).

To prove Theorem 5.0.1, we will use results presented in Chapters 3 and 4.

5.1 Periodicity of Coefficients

If the coefficients of a power series are eventually periodic, that is, they begin to repeat after

a while, then we can show that the power series is rational. In fact, the converse holds over

finite fields. It will then remain to show that the coefficients of the power series F(X) from

Theorem 5.0.1 are eventually periodic.

Definition 5.1.1. Let (an)n≥0 be a sequence. We say that (an)n≥0 is eventually periodic if

there exist natural numbers N and M such that an+M = an for all n ≥ N. If N = 0, we say

that (an)n≥0 is totally periodic or just periodic. If we write a = a0a1a2 · · · , then the strings

a0a1aN−1 and aNaN+1 · · · aN+M−1 are called the preperiod and period of a, respectively. Us-

ing the notation of Section 3.1, we can write a = a0a1aN−1(aNaN+1 · · · aN+M−1)ω.

67
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Proposition 5.1.2. Let K be a (possibly infinite) field and let φ(X) ∈ K[[X]]. If the sequence

of coefficients a = (an)n≥0 of φ(X) is eventually periodic, then φ(X) is rational.

Proof. Suppose that there exist N,M ∈ N such that an+M = an for all n ≥ N. Let

C(X) = a0 + a1X + · · · + aN−1XN−1. Then

φ(X) = C(X) +

∞∑
n=N

anXn

= C(X) +

∞∑
k=0

M−1∑
j=0

aN+kM+ jXN+kM+ j

= C(X) +

∞∑
k=0

XkM
M−1∑
j=0

aN+ jXN+ j

= C(X) +
R(X)

1 − XM ,

where R(X) = aN + aN+1X + · · · + aN+M−1XM−1. Therefore

φ(X) =
(1 − XM)C(X) + R(X)

1 − XM ,

and so φ(X) is rational. Note that coefficients of C(X) and R(X) make up the preperiod and

period of a, respectively. �

We will now prove the converse in the case that K is finite. The proof relies on the

following lemma:

Lemma 5.1.3. Let q = pr for some prime p, and let A(X) ∈ Fq[X] such that A(0) = 1. Then

A(X)
∣∣∣(1 − X(ps−1)pt

) for some integers s, t.

Proof. Suppose that A(X) is irreducible. Then Fq[X]/(A(X)) is a field. This field is finite,

so we have Fq[X]/(A(X)) � Fq′ for some q′. Now Fq[X]/(A(X)) has characteristic p and we

have Fq ↪→ Fq[X]/(A(X)). Therefore q′ = ps for some s ≥ r.

For any nonzero a ∈ Fq′ , we have aq′−1 = 1, so then 1 − X
q′−1

= 0 in Fq[X]/(A(X)),

where X is the equivalence class of X. Therefore A(X)
∣∣∣1 − Xps−1.

If A(X) is not irreducible, we can write

A(X) = A1(X) · · · Ak(X)
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where A1(X), . . . , Ak(X) are irreducible and not necessarily distinct. For each 1 ≤ i ≤ k, we

have Ai(X)
∣∣∣1 − Xpsi−1 for some si. Let s = s1 · · · sk. Then, since

pab − 1 = (pa)b − 1 = (pa − 1)(pa(b−1) + · · · + pa + 1),

we have psi −1
∣∣∣ps−1 and, using a similar factorization, 1−Xpsi−1

∣∣∣1−Xps−1 for each i. Thus

Ai(X)
∣∣∣1 − Xps−1 for each i, and so

A1(X) · · · Ak(X)
∣∣∣(1 − Xps−1)k.

If we choose t such that pt > k, then we have

A(X)
∣∣∣(1 − Xps−1)pt

= 1 − X(ps−1)pt
�

We can now prove the converse of Theorem 5.1.2 in the finite field case.

Proposition 5.1.4. Let φ =
∑

n≥0 anXn be a power series in Fq[[X]]. If φ(X) is rational, then

its sequence of coefficients (an)n≥0 is eventually periodic.

Proof. Write φ(X) = A(X)/B(X) where A(X), B(X) ∈ Fq[X], B(0) = 1 and gcd(A, B) = 1.

By Lemma 5.1.3, B(X)
∣∣∣(1 − X(ps−1)pt

) for some s and t, so we can write

φ(X) =
Ã(X)

1 − XM (5.1)

with Ã(X) ∈ Fq[X] and setting M = (ps − 1)pt. Using the division algorithm, we can write

Ã = C(X)(1 − XM) + R(X),

where C(X),R(X) ∈ Fq[X] and deg(R(X)) < M. We can then rewrite (5.1) as

φ(X) = C(X) +
R(X)

1 − XM .
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Since deg(R(X)) < M, we can write R(X) = r0 + · · · + rM−1XM−1, and so

R(X)
1 − XM =

M−1∑
j=0

r jX j
∞∑

k=0

XkM

=

M−1∑
j=0

∞∑
k=0

r jXkM+ j

=

∞∑
k=0

M−1∑
j=0

r jXkM+ j

=

∞∑
k=0

XkM
M−1∑
j=0

r jX j. (5.2)

If C(X) , 0, we let N = deg(C(X)) + 1; if C(X) = 0, we let N = 0. Given n ≥ N,

we let m denote the least residue of n − N modulo M; then from (5.2) we can see that

an+M = an = rm. �

Example 5.1.5. Let φ = (1 − X − X3)/(1 + X + X2) ∈ F3[[X]]. We can write

φ(X) =
(1 − X)(1 − X − X3)

1 − X3

=
1 + X + X2 − X3 + X4

1 − X3

= 1 − X +
−X + X2

1 − X3

= 1 − X + (−X + X2)(1 + X3 + X6 + · · · )

= 1 + 2X + (2X + X2)(1 + X3 + X6 + · · · ) (5.3)

= 1 + X + X2 + 2X4 + X5 + 2X7 + X8 + 2X9 + · · · .

From (5.3) we see that if n ≥ 2, then then n-th coefficient of φ(X) is

an =


1, if n − 2 ≡ 0 (mod 3);

0, if n − 2 ≡ 1 (mod 3);

2, if n − 2 ≡ 2 (mod 3).

Therefore the coefficients of φ(X) are eventually periodic with N = 2 and M = 3 as defined

in Definition 5.1.1. Then we can write the infinite string of coefficients of φ(X) as 11(102)ω.
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Proposition 5.1.2 is in fact true over any ring. It can be seen from the proof that any

power series with eventually periodic coefficients is rational over any ring, but sometimes

rational power series can have non-periodic coefficients. For example, consider

1
1 − 2X

= 1 + 2X + 4X2 + 8X3 + · · · .

The sequence (2n)n≥0 is not periodic over Z, but it is eventually periodic over Z/NZ for any

N. In fact, this is the only kind of problem that can arise, so Proposition 5.1.4 holds over

any ring where (an)n≥0 is eventually periodic for all a ∈ R. See [HLPPA09].

5.2 The Coefficients of Our Series Are Automatic

In this section, we will show that the coefficients of F(X) are d-automatic if d is not a power

of p. This will rely on the fact that the coefficients of φ(X) are d-automatic, which follows

from Proposition 5.1.4 and the result of Büchi [Büc60] that the coefficients of an eventually

periodic sequence are k-automatic for any k ≥ 2.

Proposition 5.2.1. Let φ(X) and F(X) be defined as in Theorem 5.0.1. Write F(X) =∑
n≥0 bnXn and let b = (bn)n≥0. If d is not a power of p, then b is d-automatic.

Proof. Write φ(X) =
∑

j≥0 a jX j and let a = (an)n≥0. Then

F(X) =

∞∑
k=0

φ(Xdk
)

=

∞∑
k=0

∞∑
j=0

a jXdk j.

We wish to determine the coefficients of b in terms of the coefficients of a. If dk j = m, then

dk|m, and j = m
dk .

bm =

∞∑
k=0

a m
dk
χ(dk|m),

where χ(P) is 1 if the statement P is true and 0 if P is false.

Now let V be the vector space over Fq spanned by Kd(a). Since a is d-automatic, V is

finite. We claim that Kd(b) ⊂ V . To see this, let b′ ∈ Kd(b), then b′ = (bden+c)n≥0 for some e
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and c. If d - c, then d - den + c, so bden+c = aden+c for all n, so b′ ∈ Kd(a). If c = drc′ where

d - c′, then

bden+c = bden+drc′

= aden+drc′ + ade−1n+dr−1c′ + · · · + ade−rn+c′ .

This is true for all n ≥ 0, so

b′ =

r∑
j=0

(ade− jn+dr− jc′)n≥0 ∈ V,

and therefore Kd(b) ⊂ V . Thus Kd(b) is finite, and so b is d-automatic. �

5.3 Proof of the Finite Field Case

To tie the results of the previous two sections together, we use Cobham’s Theorem (Theo-

rem 3.9.1).

Proof of Theorem 5.0.1. Assume that d is not a power of p, then d and p are multiplicatively

independent. By Proposition 5.2.1, we know that the coefficients of F(X) are d-automatic.

If F(X) is algebraic over Fq(X), then, by Christol’s Theorem (4.0.1), its coefficients are also

p-automatic. Using Theorem 3.9.1, we see that the coefficients are eventually periodic, and

therefore F(X) is rational by Proposition 5.1.2. �

As mentioned above, we will use this special case to prove the main theorem in the

general case, but we will need a slightly stronger version. We can strengthen the second

conclusion by bounding the degree of the numerator and denominator polynomials of F(X).

Theorem 5.3.1. Let q be a power of some prime p and let φ(X) be a rational function

in Fq(X) whose power series expansion lies in XFq[[X]]. Write φ(X) = A(X)/B(X) with

A(X), B(X) ∈ Fq[X] having no common divisors. Let d ∈ N and let F(X) =
∑∞

n=0 φ(Xdn
) ∈

Fq[[X]]. If d is not a power of p, then either F(X) ∈ Fq(X) or F(X) is transcendental over

Fq(X). In the case where F(X) is rational, F(X) = C(X)/D(X) with C(X),D(X) ∈ Fq[X]

such that deg(C(X)) ≤ max
(
deg(A(X)), deg(B(X))

)
and deg(D(X)) ≤ deg(B(X))
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Proof. Suppose that d is not a power of p and that F(X) is rational. Then we can write

F(X) = C(X)/D(X) with C(X),D(X) ∈ Fq[X] having no common factors. Thus there exist

polynomials Q1(X),Q2(X) ∈ Fq such that

Q1(X)C(X) + Q2(X)D(X) = 1.

Substituting Xd, we obtain

Q1(Xd)C(Xd) + Q2(Xd)D(Xd) = 1,

and so C(Xd) and D(Xd) have no common factors.

Now

F(Xd) =

∞∑
n=0

φ(Xdn+1
) = F(X) − φ(X),

which gives
C(Xd)
D(Xd)

=
C(X)
D(X)

−
A(X)
B(X)

.

Clearing denominators, we obtain

B(X)C(Xd)D(X) = C(X)D(Xd)B(X) − A(X)D(X)D(Xd). (5.4)

Suppose that P(X) ∈ Fq[X] such that P(X) | D(Xd), then P(X) divides the right-hand

side of (5.4), and so P(X) | B(X)D(X) since C(Xd) and D(Xd) have no common factors.

Thus

deg(D(Xd)) ≤ deg(D(X)) + deg(B(X)),

which gives

(d − 1) deg(D(X)) ≤ deg(B(X)).

Since d ≥ 2, we see that deg(D(X)) ≤ deg(B(X)).

Now from (5.4) we obtain

deg(B(X)C(Xd)D(X)) = deg(C(X)D(Xd)B(X) − A(X)D(X)D(Xd)).

If we denote by K, L,M and N the degrees of A(X), B(X),C(X) and D(X), respectively, we

then obtain

L + dM + N ≤ max(M + dN + L,K + N + dN)

= max(L + M,K + N) + dN,
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so

dM ≤ max(L + M,K + N) + (d − 1)N − L.

Now N ≤ L, so we have

dM ≤ max(L + M,K + L) + (d − 2)L

= max(M,K) + (d − 1)L.

Now if M ≤ K, then deg(C(X)) ≤ deg(A(X)). If M > K, then we have dM ≤ M + (d − 1)L,

so M ≤ L and thus in this case deg(C(X)) ≤ deg(B(X)). �

Recall that Theorem 5.0.1 holds only when d is not a power of p. Example 1.3.3 showed

how this can happen over F2; the same idea can be generalized to any finite field using the

following result:

Lemma 5.3.2. Let q be a prime power and let G(X) ∈ Fq[[X]]. Then G(X)q = G(Xq).

Proof. See [[AS03]]. �

Theorem 5.3.3. Let q and d be powers of some prime p and let φ(X) be a rational function

in Fq(X) whose power series expansion lies in XFq[[X]]. Then F(X) B
∑∞

n=0 φ(Xdn
) is

algebraic over Fq(X).

Proof. Write q = ps and d = pt with s, t ≥ 1. By Lemma 5.3.2, we have

F(X)qt
= F

(
Xqt)

=

∞∑
n=0

φ
(
Xqtdn)

.

Now qtdn = pst pnt = p(n+s)t = dn+s, so

F(X)qt
=

∞∑
n=0

φ
(
Xdn+s)

= F(X) − φ(X) − φ
(
Xd

)
− · · · − φ

(
Xds−1)

.

Setting ψ(X) = φ(X)+φ
(
Xd

)
+ · · ·+φ

(
Xds−1

)
∈ Fq(X), we see that F(X)qt

−F(X)+ψ(X) = 0,

and so F(X) is algebraic over Fq. �
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Example 5.3.4. Let φ(X) = X ∈ F4(X) and let d = 8. Then F(X) =
∑∞

n=0 X8n
. We see that

F(X)43
= F(X43

) (by Lemma 5.3.2)

=

∞∑
n=0

φ
(
X438n)

=

∞∑
n=0

φ
(
X23(n+2))

=

∞∑
n=0

φ
(
X8n+2)

.

Therefore

F(X)64 − F(X) + X + X8 = 0,

and so F(X) is algebraic over F4(X). We could show that F(X) is not rational by an argument

similar the one used in Example 1.3.2, but it is easier to use Proposition 5.1.4 and note that

the sequence of coefficients of F(X) is not eventually periodic since the size of the gaps

between 1s increases without bound as n→ ∞.



Chapter 6

The Main Result

In this section we will prove the main result in the general case, which we restate:

Main Theorem. Let K be a field, let φ(X) be a rational function in K(X) whose power

series expansion lies in XK[[X]], and let d ≥ 2. Let F(X) =
∑∞

n=0 φ(Xdn
) ∈ K[[X]]. If d is

not a power of char(K), then either F(X) ∈ Fq(X) or F(X) is transcendental over Fq(X).

6.1 Preliminaries

We will use a lemma in the proof of the main result, which in turn relies on the following

result from linear algebra.

Lemma 6.1.1. Let A be an n × ℵ0 matrix with coefficients in an integral domain R. Then

the rows of A are linearly dependent over R if and only if every n × n submatrix of A has

determinant 0.

Proof. Suppose that the rows of A are linearly dependent over R. Then there exists a vector

u =


u1

u2
...

un


∈ Rn \ {0}
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such that uT A =
(
0 0 · · ·

)
. If we let a(i) denote the i-th column of A, then this is equivalent

to saying that uT a(i) = 0 for all i ≥ 0. Let B be a n × n submatrix of A. Since B is made up

of columns of A, we see that uT B = 0, and so det(B) = 0.

Conversely, suppose that the rows of A are linearly independent over R. Let K de-

note the field of fractions of R and suppose there exists a vector u ∈ Kn such that uT A =(
0 0 · · ·

)
. We can clear denominators in the entries of u to obtain u′ ∈ Rn such that

(u′)T A =
(
0 0 · · ·

)
. Since the rows of A are linearly independent over R, u′ = 0. It

follows that u = 0, so the rows of A are linearly independent over K.

Now let A′ be the reduced row echelon form of A (over K). Since the rows of A are

linearly independent, then A′ must have n linearly independent pivot columns, and the

corresponding columns of A are also linearly independent. If we let B be the n×n submatrix

of A with those columns, then det(B) , 0. �

Recall that if M is a maximal ideal of a ring R, then F(X) denotes the power series over

R/M obtained by reducing each coefficient of F(X) modulo M.

Lemma 6.1.2. Let R be an integral domain and let F(X) ∈ R[[X]]. Suppose there exists a

set S of maximal ideals of R such that:

(1)
⋂

M∈S M = (0);

(2) There exists D such that for each M ∈ S, F(X) ∈ (R/M)[[X]] is a rational function

with numerator and denominator polynomials in (R/M)[X] with degree at most D.

Then F(X) is rational.

Proof. Write F(X) =
∑

n≥0 fnXn and let A be the (D + 1) × ℵ0 matrix

A B


f1 f2 · · ·

f2 f3 · · ·

...
...

fD+1 fD+2 · · ·


.

We claim that every (D + 1) × (D + 1) submatrix of A has determinant 0. Suppose

not. Then there exists a (D + 1) × (D + 1) submatrix B of A with nonzero determinant.

Since
⋂

M∈S M = (0), there is some M ∈ S such that det(B) < M, that is, det(B) . 0
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(mod M). However, by assumption, there exist P(X),Q(X) ∈ R[X] with Q(0) < M and

deg(P(X)), deg(Q(X)) ≤ D such that

F(X)Q(X) ≡ P(X) (mod M). (6.1)

Write

Q(X) = q0 + q1X + · · · + qDXD.

If n > D, then it follows from (6.1) that the n-th coefficient in F(X)Q(X) is 0 modulo M,

that is

fnq0 + fn−1q1 + · · · + fn−DqD ≡ 0 (mod M)

for all n > D. If we let

q =


qD

vD−1
...

q0


∈ (R/M)D+1,

then we have shown above that qT A ≡ 0 (mod M), and so qT B ≡ 0 (mod M), a contradic-

tion.

By Lemma 6.1.1, the rows of A are linearly dependent over R, that is, there is a vector

s =


sD

sD+1
...

s0


∈ RD+1

such that sT A = 0. Therefore

fns0 + fn−1s1 + · · · + fn−DsD = 0

for all n > D. Let

S (X) = s0 + s1X + · · · + sDXD;

we have shown that the n-th coefficient of F(X)S (X) is 0 whenever n > D, so F(X)S (X) is

a polynomial in R[X]. �
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Example 6.1.3. Let R = Q[Y] and let F(X) =
∑∞

n=0 YXn ∈ R[[X]]. In order to apply

Lemma 6.1.2, we choose S = {〈Y − k〉 : a ∈ N}. Then
⋂

M∈S M = (0). For k ∈ N, let

F(X) ≡
∑∞

n=0 kXn ≡
∑

n=0 (mod 〈Y − k〉). Therefore

F(X) ≡
k

1 − X
(mod 〈Y − k〉).

If we pick D = 2, then F(X) andM satisfy the conditions of Lemma 6.1.2, and we see

that

F(X) =
Y

1 − X
∈ Q(X).

6.2 Proof of the Main Result

The proof will be divided into several parts.

Claim 1. There exists a finitely generated Z-algebra R ⊂ K such that φ(X) ∈ XR[[X]], and

so F(X) ∈ XR[[X]]. Moreover, R is Jacobson.

Proof of Claim 1. We can write φ(X) =
P(X)
Q(X) where P(X),Q(X) ∈ K[X], Q(0) , 0 and

P(0) = 0. Let

P(X) =

m∑
i=0

uiXi and Q(X) =

n∑
j=0

v jX j.

We have u0 = 0 and v0 , 0. Let R = Z[u1, . . . , um, v0, . . . , vn, v−1
0 ], that is, R is the Z-algebra

generated by {u1, . . . , um, v0, . . . , vn, v−1
0 }. Since Z is Jacobson, then R is Jacobson by the

Nullstellensatz.

Now

φ(X) =
u1X + · · · + umXm

v0 + · · · + vnXn

=
u1X + · · · + umXm

v0(1 + v−1
0 v1X + · · · + v−1

0 vnXn
)

=
v−1

0 X(u1 + · · · + umXm−1)
1 + C(X)

where C(X) B v−1
0 v1X + · · · + v−1

0 vnXn. Thus

φ(X) = v−1
0 X(u1 + · · · + umXm−1)(1 −C(X) + C(X)2 − · · · ),

and so F(X) ∈ XR[[X]]. �
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Claim 2. Let R be defined as in the proof of Claim 1. If M is a maximal ideal of R, then

R/M is a finite field.

Proof of Claim 2. First we will show that

R � Z[t1, . . . , ts]/I,

where s = m + n + 1, t1, . . . , ts are indeterminants, and I is an ideal of Z[t1, . . . , ts]. To see

this, note that

φ : Z[t1, . . . , ts]→ R

H(t1, . . . , ts) 7→ H(u1, . . . , um, v0, . . . , vn, v−1
0 )

is a surjective ring homomorphism, so if we let I = ker(φ), we have R � Z[t1, . . . , ts]/I by

the isomorphism theorem.

Let M be a maximal ideal of R. Since R � Z[t1, . . . , ts]/I, then by Corollary 2.4.11 there

is a unique ideal M′ of Z[t1, . . . , ts] such that R/M � Z[t1, . . . , ts]/M′. This implies that M′

is a maximal ideal of Z[t1, . . . , ts].

Now, by the Nullstellensatz, N B M′ ∩Z is a maximal ideal of Z and Z[t1, . . . , ts]/M′ is

a finite extension of Z/N. Since Z/N is a finite field for any maximal ideal N ⊂ Z, we can

conclude that R/M is finite as well. �

We can now proceed to prove that F(X) is either rational or transcendental, completing

the proof of our main result.

Proof. Suppose that F(X) is algebraic over K(X). Then there exist A0(X), . . . , As(X) ∈ K[X]

with As(X) , 0 such that

A0(X) + A1(X)F(X) + · · · + As(X)F(X)s = 0. (6.2)

We wish to show that F(X) satifies a relation of this type with coefficient polynomials

in R[X]. Let K0 denote the field of fractions of R, then F(X) ∈ K0[[X]]. Let B be a basis for

the extension K/K0. We claim that B is linearly independent over K0[[X]]. To see this, let

β1, . . . , βl ∈ B and G1(X), . . . ,Gl(X) ∈ K0[[X]] such that

l∑
i=1

Gi(X)βi = 0 (6.3)
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in K[[X]]. For each 1 ≤ i ≤ l we write

Gi(X) =

∞∑
n=0

a(i)
n Xn

where a(i)
n ∈ K0 for all n ≥ 0. Then for each n ≥ 0 we have

∑l
i=1 a(i)

n βi = 0 by (6.3). Since B

is linearly independent over K0, then a(i)
n = 0 for every 1 ≤ i ≤ l and n ≥ 0. Thus Gi(X) = 0

for all 1 ≤ i ≤ l, and so B is linearly independent over K0[[X]].

Since F(X) is algebraic over K(X), we can write

A0(X) = a0 + a1X + · · · + aeXe.

Then for each i we can write

ai =
∑
β∈B

a(β)
i β,

where a(β)
i is in K0 for all β ∈ B and is nonzero for only finitely many β. Thus

A0(X) =

e∑
i=0

∑
β∈B

a(β)
i βXi

=
∑
β∈B

 e∑
i=0

a(β)
i Xi

 β
=

∑
β∈B

A(β)
0 (X)β,

where

A(β)
0 B a(β)

0 + · · · + a(β)
e Xe.

By the same construction we can write

Ai(X) =
∑
β∈B

A(β)
i (X)β

for all 1 ≤ i ≤ s where A(β)
i (X) is in K0[X] for all β ∈ B and is nonzero for only finitely

many β.

We can now rewrite (6.2) as

s∑
i=0

∑
β∈B

A(β)
i (X)βF(X)i = 0,
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and so ∑
β∈B

 s∑
i=0

A(β)
i (X)F(X)i

 β = 0.

Since
∑s

i=0 A(β)
i (X)F(X)i , 0 for at most finitely many β ∈ B and we have shown that B

is linearly independent over K0[[X]], we see that

s∑
i=0

A(β)
i (X)F(X)i = 0 (6.4)

for all β ∈ B, and so F(X) is algebraic over K0(X). By choosing β ∈ B such that

A(β)
0 (X), . . . , A(β)

s (X) are not all zero and clearing denominators in (6.4), we obtain the re-

lation

B0(X) + B1(X)F(X) + · · · + Bt(X)F(X)t = 0,

where B0(X), . . . , Bt(X) ∈ R[X] and Bt(X) , 0, as desired.

Now if M is a maximal ideal of R and B1(X), . . . , Bt(X) are not all 0 modulo M, then

F(X) ∈ (R/M)[[X]] is algebraic over (R/M)(X). In particular, if b is the leading coefficient

of Bt(X), then F(X) is algebraic over (R/M)(X) whenever b < M.

We now wish to use Lemma 6.1.2. Let D equal the larger of the degrees of the numerator

and denominator polynomials of φ(X) and let S be the set of all maximal ideals M of R not

containing b such that d is not a power of char(R/M). If every maximal ideal of R is in S,

then
⋂

M∈S M = J(R) = (0). Otherwise, if M is maximal in R and M < S, then d ∈ M or

b ∈ M. Setting I B
⋂

M∈S M and lettingM be the collection of all maximal ideals of R, we

see that

(0) = J(R)

=

⋂
M∈S

M

 ∩
 ⋂

M∈M\S

M


= I ∩



⋂

M∈M
b∈M

M

 ∩

⋂

M∈M
d∈M

M




⊃ I ∩ ((b) ∩ (d))

⊃ I(db).
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Since R is an integral domain, it follows that I = (0).

For any maximal ideal M of R, R/M is a finite field by Claim 2, and we have shown

above that F(X) ∈ (R/M)[[X]] is algebraic over (R/M)(X) for any M ∈ S. Thus, if M ∈

S, then F(X) is rational by Theorem 5.3.1 with numerator and denominator polynomials

having degree at most D. Therefore F(X) is rational by Lemma 6.1.2. �
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