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## Abstract

We study the Quadratic Assignment Problem (QAP), Three Dimensional Assignment Problem (3AP) and Quadratic Three Dimensional Assignment Problem (Q3AP), which combines aspects of both QAP and 3AP. The three problems are known to be NP-hard. We propose new algorithms for obtaining near optimal solutions of QAP and 3AP and present computational results. Our algorithms obtain improved solutions in some benchmark instances of QAP and 3AP. We also discuss theoretical results on 3AP and Q3AP such as polynomially solvable special cases and approximation algorithms. A special case of 3AP is the constant 3AP where every feasible solution has the same cost. Necessary and sufficient conditions are presented for an instance of 3AP to have a constant solution and the result is extended to Multidimensional Assignment Problems (MAP).
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## Chapter 1

## Introduction

In this thesis we consider three combinatorial optimization problems: Quadratic Assignment Problem (QAP), Three Dimensional Assignment Problem (3AP) and Quadratic Three Dimensional Assignment Problem (Q3AP). Each problem is rich in theory and applications. We introduce the problems in this chapter and discuss the existing literature. Subsequent chapters include our contribution to these problems.

### 1.1 Introduction to Quadratic Assignment Problem

The Quadratic Assignment Problem (QAP) was first proposed by Koopmans and Beckmann in 1957 [81]. It can be formulated as follows. Suppose we are given two $n \times n$ matrices $A$ and $B$ where $A=\left[a_{i j}\right]$ is the distance between locations and $B=\left[b_{i j}\right]$ is the flow between facilities. The objective is to

$$
\begin{equation*}
\min _{\pi \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j} a_{\pi(i) \pi(j)} \tag{1.1}
\end{equation*}
$$

where $\pi_{n}$ denotes permutations on $n$. Research on QAP has led to interesting theory, applications and solution techniques. We will briefly describe some applications and solution techniques in this chapter. The reader is referred to some books and surveys in the literature as listed in [38, 99, 100].

### 1.1.1 Alternative Formulations

An Integer Programming formulation is stated as follows

$$
\begin{array}{lc}
\min & \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} \sum_{l=1}^{n} b_{i j} a_{k l} x_{i k} x_{j l} \\
\text { s.t. } & \sum_{\substack{j=1 \\
n}} x_{i j}=1
\end{array} \quad \forall i=1, \ldots, n
$$

The above formulation is due to Koopmans and Beckmann [81]. The variables can be interpreted as

$$
x_{i j}= \begin{cases}1 & \text { if facility } i \text { is assigned to location } j \\ 0 & \text { otherwise }\end{cases}
$$

The formulation proposed by Lawler [84] is more generic and is given by

$$
\begin{align*}
& \min \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} \sum_{l=1}^{n} c_{i j k l} x_{i j} x_{k l} \\
& \text { s.t. } \quad \sum_{j=1}^{n} x_{i j}=1 \quad \forall i=1, \ldots, n  \tag{1.3}\\
& \sum_{i=1}^{n} x_{i j}=1 \quad \forall j=1, \ldots, n \\
& x_{i j} \in\{0,1\}
\end{align*}
$$

This formulation can be expressed in terms of permutations

$$
\begin{equation*}
\min _{\pi \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} c_{i \pi(i) j \pi(j)} \tag{1.4}
\end{equation*}
$$

Consider the following formulation of Assignment Problem (AP)

$$
\begin{array}{lll}
\min & \sum_{i=1}^{n} \sum_{j=1}^{n} c_{i j} x_{i j} & \\
\text { s.t. } & \sum_{j=1}^{n} x_{i j}=1 & \forall i=1, \ldots, n  \tag{1.5}\\
& \sum_{i=1}^{n} x_{i j}=1 & \forall j=1, \ldots, n \\
& x_{i j} \geq 0 & \forall i, j=1, \ldots, n
\end{array}
$$

and the corresponding permutation formulation

$$
\begin{equation*}
\min _{\pi \in \pi_{n}} \sum_{i=1}^{n} c_{i \pi(i)} \tag{1.6}
\end{equation*}
$$

The Lawler formulation (1.3) extends AP to QAP by making the objective function quadratic. The Koopmans and Beckmann formulation (1.2) assumes that the four-dimensional cost matrix $C$ in (1.3) is generated by a pair of $n \times n$ matrices $A$ and $B$ where $c_{i j k l}=b_{i k} a_{j l}$.

There is another slightly different formulation which introduces a linear term in the objective function

$$
\begin{equation*}
\min _{\pi \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j} a_{\pi(i) \pi(j)}+\sum_{i=1}^{n} c_{i \pi(i)} \tag{1.7}
\end{equation*}
$$

In the case that $c_{i j}=0$ for all $1 \leq i, j \leq n$, we get the formulation (1.1). Our focus in this work is on formulations (1.1) and (1.2). Formulation (1.2) has a quadratic term in the objective function. It is possible to represent the problem in a linear form [54, 79].

A trace formulation was introduced by Edwards in [46, 47]. Given the matrices $A$ and $B$, a function $f_{A, B}$ can be defined on the set $\Pi_{n}$ of permutation matrices such that

$$
f_{A, B}(X)=\operatorname{tr}\left(A X B X^{t}\right)
$$

where the superscript ${ }^{t}$ denotes the transpose of a matrix. Then the trace formulation is

$$
\begin{equation*}
\min _{X \in \Pi_{n}} f_{A, B}(X)=\operatorname{tr}\left(A X B X^{t}\right) \tag{1.8}
\end{equation*}
$$

Trace formulation is used for deriving eigenvalue lower bounds as referenced in Section (1.4.3).

### 1.2 Applications of QAP

The QAP originated in 1957 from assigning a set of economic activities to a set of locations [81]. Therefore its first application was related to facility location problems which remains as one of its major applications to this date. Another dominant application of QAP is in wiring problems.

### 1.2.1 Facility Location Problem

Facility location or facility layout is the problem of assigning $n$ facilities to $n$ locations. The $n \times n$ matrices $A$ and $B$ represent the distance between locations and the flow between
facilities respectively. A complete assignment can be represented by a permutation $\pi \in \pi_{n}$ as follows. Consider assigning facility $i$ to the location $\pi(i)$ and facility $j$ to the location $\pi(j)$. Since each unit of flow between facilities $i$ and $j$ has to travel the distance between locations $\pi(i)$ and $\pi(j)$, the associated cost is $b_{i j} a_{\pi(i) \pi(j)}$. The total cost for such permutation $\pi$ is

$$
\sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j} a_{\pi(i) \pi(j)}
$$

We are interested in finding the permutation which leads to the minimum cost, thus formulation (1.1). A comprehensive discussion of facility layout problem can be found in [51].

A related problem is the hospital layout problem [48]. It involves the location of various departments within a hospital so as to minimize the distance traveled by patients (per year) while moving from one department to another. The annual flow between each pair of departments is known and so is the distance between each pair of locations. The $n \times n$ matrices $A$ and $B$ represent the distances and flows respectively. The problem formulation is the same as (1.1) above.

### 1.2.2 Steinberg Wiring Problem

In this problem $n$ components have to be placed on a board with $n$ available slots where pairs of components are connected by wires. Let the $n \times n$ matrix $A$ represent the distance between pairs of slots on the board and the $n \times n$ matrix $B$ represent the number of wires between pairs of components. The objective is to place the components on the board in such a way to minimize the total length of wires used [112]. The problem formulation is that of QAP in (1.1).

Other applications of QAP include: typewriter keyboards [103], parallel and distributed computing [25], economic problems [74] and scheduling parallel production lines [59]. Some recent applications in bio-informatics can be found in [111, 120, 122, 123].

### 1.3 Computational Complexity of QAP

QAP is among the hardest combinatorial optimization problems. In 1976 Sahni and Gonzales showed that QAP is strongly NP-hard [109] which indicates that finding an efficient algorithm to solve the problem in polynomial time is very unlikely. They also showed that unless $P=N P$, it is not possible to find an $\epsilon$-approximation algorithm for any constant $\epsilon$ in
polynomial time. An $\epsilon$-approximation algorithm for a minimization problem finds a solution with cost at most $(1+\epsilon)$ of the optimal cost. For more on the theory of NP-completeness please refer to [56].

Many NP-complete problems such as Traveling Salesman Problem (TSP), Graph Partitioning Problem and Maximum Clique Problem are special cases of QAP. In the case of TSP, the distance matrix of QAP corresponds to the distance matrix of TSP and the flow matrix corresponds to the adjacency matrix of a cycle of length $n$ in TSP.

Some special cases of QAP are solvable in polynomial time. The distance and flow matrices of such instances have a special structure which leads to polynomial time algorithms. For instance, if both matrices are weighted adjacency matrices of a tree, or one of the matrices is a weighted adjacency matrix of a double star then the problem can be solved in polynomial time [40]. Adolphson and Hu showed that if one matrix represents the weighted adjacency matrix of a tree while the other represents the distance matrix of a grid graph the problem is solvable in $O(n \log n)$ [40]. The reader is referred to [38] for more polynomially solvable cases of QAP.

A set of benchmark instances of QAP can be found in a unified collection called QAPLIB [33] accessible to the scientific community. It contains instances which have been solved to optimality and instances for which researchers are currently working on to obtain improved solutions. As a measure of how difficult QAP is consider the following. The time taken to find the optimal solution to the problem Kra30b with $n=30$ available on QAPLIB would amount to the equivalent of 2.7 years on a single cpu HP-3000 workstation [11]. This shows that even a QAP problem of size $n=30$ can prove to be computationally challenging. A study of the distribution of objective values of QAP can be found in [19].

### 1.4 Lower Bounds for QAP

A lower bound for a QAP instance is a value smaller than or equal to the optimal solution value of QAP. There is extensive literature on finding lower bounds for QAP from theoretical and computational perspectives. Despite the efforts, finding tight and computationally efficient lower bounds remains a challenge. The quality of lower bounds is crucial for many exact algorithms such as branch and bound. Exact methods perform implicit enumeration of search space by using lower bounds to avoid an exhaustive search. Also, lower bounds can be used to measure the quality of solutions obtained from heuristic algorithms. For the

QAP there are three main categories of lower bounds: combinatorial bounds, reformulation bounds and algebraic bounds.

### 1.4.1 Combinatorial Bounds

Combinatorial based bounds include Gilmore-Lawler bound (GL) [62, 84] and ChristofidesGerrard bound (CG) [41]. GL bound is one of the original bounds proposed for QAP. Given the matrices $A$ and $B$ consider the new $n \times n$ matrix $C$ defined as follows

$$
\begin{equation*}
c_{i j}=\min _{\pi \in \pi_{n}} \sum_{k=1}^{n} a_{i \pi(k)} b_{j k} \quad 1 \leq i, j \leq n \tag{1.9}
\end{equation*}
$$

It takes $O\left(n^{3}\right)$ to calculate the matrix $C$. Given a permutation $\pi$ the following inequality holds

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j} a_{\pi(i) \pi(j)} \geq \sum_{i=1}^{n} c_{\pi(i) i} \tag{1.10}
\end{equation*}
$$

which implies the inequality

$$
\begin{equation*}
\min _{\pi \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j} a_{\pi(i) \pi(j)} \geq \min _{\pi \in \pi_{n}} \sum_{i=1}^{n} c_{\pi(i) i}=G L(A, B) \tag{1.11}
\end{equation*}
$$

After calculating matrix $C$, it takes $O\left(n^{3}\right)$ to calculate $G L(A, B)$ by solving a linear assignment problem. GL bounds are one of the simplest and cheapest bounds to compute but are not strong.

### 1.4.2 Reformulation Bounds

A reformulation of a QAP instance is another QAP instance with different matrices $A$ and $B$ such that any permutation generates the same objective value in both instances. The underlying idea behind reformulation bounds is to generate a sequence of reformulations $P_{1}, P_{2}, \ldots, P_{k}$ for a given problem $P_{0}$ and obtain bounds $B_{1} \leq B_{2} \leq \cdots \leq B_{k}$. One would aim to use the previous reformulation and bound to make the current calculation easier. Bounding techniques based on reformulation are addressed by Carraresi and Malucelli [37] and Assad and $\mathrm{Xu}[12]$. Both authors use GL bounds in each iteration.

### 1.4.3 Algebraic Bounds

Algebraic bounds include eigenvalue related bounds [49, 69, 70, 107], variance reduction bounds [87] and semidefinite relaxation bounds [77]. Eigenvalue related bounds are the major type in algebraic bounds.

An introduction is in order for next section. Algorithms for solving NP-hard combinatorial optimization problems can be classified into three main categories: exact algorithms, heuristic algorithms and approximation algorithms. Exact algorithms strive to obtain the optimal solution and result in extensive computational time. As the problem size grows, the time required to obtain the optimal solutions grows exponentially. This is where heuristic algorithms defend their merit. Heuristic algorithms are able to find a near optimal solution in a much more reasonable time, especially for large instances. One drawback of heuristic algorithms is that they provide no guarantee of the solution quality. On the other hand, approximation algorithms provide a guarantee of solution quality, which makes them appealing from a theoretical perspective. However, approximation algorithms do not generally perform as well as heuristics in practice, which is why heuristic methods remain widespread in the industry and academia. In the case of the general QAP, as discussed in section 1.3, approximation algorithms cannot exist unless $\mathrm{P}=\mathrm{NP}$. Therefore any attempts to discover approximation algorithms have to be restricted to special cases of QAP.

### 1.5 Exact Algorithms for QAP

Methods for finding the exact optimal solution for QAP fall into three main categories: branch-and-bound, cutting plane and dynamic programming.

### 1.5.1 Branch and Bound

Many authors have proposed sequential and parallel branch-and-bound methods for QAP. These methods are among the most successful ones for QAP. They start with an empty initial solution and iteratively extend it to a full solution. The general idea is to avoid exhausting the entire search space by excluding certain assignments. Once we choose to branch on the possible values of a variable, we can use different methods to find bounds on these branches in order to determine which branches to avoid. Branch and bound methods can be characterized in three main categories with respect to branching rule: single assignment
methods [62, 84, 31, 47, 97], pair assignment methods [58, 83, 94] and relative positioning methods [91].

### 1.5.2 Cutting Plane

Cutting plane methods for QAP are described in [22, 21]. These methods involve solving the linear programming relaxation of the underlying integer program. In case the optimal solution to this linear program is an integer then it is the optimal solution to the integer program. Otherwise, the algorithm adds a constraint to the linear program which cuts away this non-integer solution but leaves all integer solutions in the feasible region. The integer linear programming formulation for these methods can be extremely large even for moderate size problems. As a result, computational experience with these methods is not satisfactory.

### 1.5.3 Dynamic Programming

Christofides and Benavent [39] used a dynamic programming approach to solve a special case of QAP. Dynamic programming solves a problem of size $n$ by starting from subproblems of size $1,2, \ldots, n-1$. After solving subproblems of size $k$ it upgrades the solutions to size $k+1$. Problems may arise in dynamic programming if the solution to a subproblem or the upgrade procedure cannot be performed in polynomial time.

### 1.6 Heuristic Algorithms for QAP

Many researchers have studied heuristic methods for solving QAP instances as the problem remains NP-complete and even finding an $\epsilon$-approximate solution for any constant $\epsilon$ is NPcomplete. Exact algorithms can only solve small instances with $n \leq 20$ whereas heuristic methods can obtain near optimal solutions for large problems (e.g. $n \geq 40$ ) in reasonable time. There are six main types of heuristics in the literature: construction methods, limited enumeration methods, improvement methods, metaheuristics, simulated annealing and genetic algorithms.

### 1.6.1 Construction Methods

Construction methods start with an empty partial permutation $p$ and expand $p$ into a full permutation with every step of the algorithm. Such methods are considered to be relatively
simple approaches with a poor solution quality. Gilmore introduced construction methods in 1962 [62]. A revised construction method was proposed by Burkard [28].

### 1.6.2 Limited Enumeration Methods

These methods are strongly related to exact methods such as branch-and-bound and cutting planes. The idea behind these algorithms is that a good suboptimal solution may be produced early in an enumerative search while finding an optimal solution takes much longer. Also an optimal solution may be found earlier in the search whereas the rest of the time is spent on proving the optimality of this solution. There are many ways to limit enumeration of the search space. One approach is to impose a time limit. Enumeration stops when the algorithm reaches a time limit or no improvement has been made in a predetermined time interval. These prespecified parameters can be problem specific. A second option is to decrease the requirement for optimality. For example, if no improvement has been made after a certain prespecified time interval, then the upper bound is decreased by a certain percentage resulting in deeper cuts in the enumeration tree. Although the optimal solution may be cut off, it differs from the obtained solution by the above percentage.

### 1.6.3 Improvement Methods

Most heuristics on QAP can be classified as improvement methods. One major subcategory is Local Search. Local search algorithms start with a feasible solution and iteratively try to find a better solution in the neighborhood of the current one. This process is repeated until no further improvement can be made. Local search methods rely heavily on the definition of neighborhood. A local optimum with respect to one neighborhood may not be optimum with respect to another neighborhood. The most common neighborhoods used for QAP are pair exchanges and cyclic triple exchanges. A combination of neighborhoods may be used in a local search algorithm. One can run local search several times with different initial solutions in order to get better solutions. Construction methods can be used to obtain the initial solution. However, Bruijs [27] proved that generally there is no strong argument for good quality initial solutions. Some local search based algorithms are discussed in [91, 93].

### 1.6.4 Metaheuristics

An example of metaheuristics is tabu search introduced by Glover [63, 64]. Tabu search tries to escape local optima in combinatorial search. It consists of neighborhood structure, a move, a tabu list and an aspiration criterion. A move in QAP is usually a pair-exchange that generates a new solution from the existing one. A tabu list is a list of forbidden moves. An aspiration criterion allows a tabu move to be executed if it is perceived to lead to a very good solution. A description of tabu search for QAP can be found in $[20,110,114]$.

### 1.6.5 Simulated Annealing

Simulated annealing approaches try to overcome local optimality in hard combinatorial optimization problems by drawing analogies from statistical mechanics. The analogy led to a method called simulated annealing developed by Kirkpatrick, Gelatt and Vecchi [80]. They showed how the Metropolis algorithm [90] for simulating the behavior of a physical particle system can be used to apply techniques from statistical mechanics to optimization. They applied those ideas on Traveling Salesman Problem. Burkard and Rendl [35] applied simulated annealing to QAP and showed that simulated annealing is a general approach for combinatorial optimization problems which possess a neighborhood structure. Wilhelm and Ward further investigated simulated annealing for QAP [121].

### 1.6.6 Genetic Algorithms

Genetic algorithms are based on the ideas from natural selection. They maintain a population of solutions and apply evolutionary mechanisms to obtain a new population of solutions with better fitness values on average. The main point is to adapt these simple evolutionary mechanisms to combinatorial optimization problems. Genetic algorithms were first developed by Holland [75] and did not receive much enthusiasm until the advent of parallel computers.

A genetic algorithm starts with a set of initial feasible solutions called initial population. The algorithms selects a number of pairs of parents from the current population and produces a new feasible solution from each pair by crossover rules. A good description of genetic algorithms can be found in [44, 67]. Tate and Smith [116] developed a standard genetic algorithm for QAP and revealed some drawbacks of this approach despite the promising numerical results. Fleurent and Ferland [50] proposed hybrid approaches obtained by
combining genetic algorithms with other algorithms such as local search and tabu search. They improved the best known solution to some large scale test problems in QAPLIB [33]. Ahuja, Orlin and Tiwari [9] developed a greedy genetic algorithm and also obtained very good results on large scale problems from QAPLIB.

### 1.7 Introduction to 3-Dimensional Assignment Problem

The 3-Dimensional Assignment Problem was first introduced by Pierskalla in 1967 [101] as an extension of the Assignment Problem (AP) described in (1.5). A classical application of AP is the assignment of $n$ people to $n$ jobs, where $c_{i j}$ denotes the cost of assigning person $i$ to job $j$. The objective is to assign exactly one person to each job such that the total cost of assignments is minimized.

The 3-Dimensional Assignment Problem is an extension of AP and has two variations; axial (3AP) and planar (3PAP). The focus of this thesis is on the axial version 3AP.

### 1.7.1 Axial 3-Dimensional Assignment Problem

The 3AP is formulated as the following

$$
\begin{array}{lll}
\min & \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} c_{i j k} x_{i j k} & \\
\text { s.t. } & \sum_{j=1}^{n} \sum_{k=1}^{n} x_{i j k}=1 & \forall i=1, \ldots, n \\
& \sum_{i=1}^{n} \sum_{k=1}^{n} x_{i j k}=1 & \forall j=1, \ldots, n  \tag{1.12}\\
& \sum_{i=1}^{n} \sum_{j=1}^{n} x_{i j k}=1 & \forall k=1, \ldots, n \\
& x_{i j k} \in\{0,1\} & \forall i, j, k=1, \ldots, n
\end{array}
$$

A real value $c_{i j k}$ is assigned to each triple $(i, j, k)$. In general, $c_{i j k}$ is arbitrary and cannot be represented by the sum of two edge costs (i.e. $c_{i j k} \neq c_{i j}^{\prime}+c_{j k}^{\prime \prime}$ ). Otherwise, as discussed later in this chapter, the problem becomes fairly straightforward.

Alternatively, 3AP can be considered as an optimization problem on a complete tripartite graph $K_{n, n, n}=(I \cup J \cup K,(I \times J) \cup(I \times K) \cup(J \times K))$, where $I, J, K$ are disjoint sets of size $n$. The cost of choosing a triangle $(i, j, k) \in I \times J \times K$ is $c_{i j k}$. The objective is to find
a subset $A \subseteq I \times J \times K$ of $n$ disjoint triangles, such that every element of $I \cup J \cup K$ occurs in exactly one triangle of $A$ and the total $\operatorname{cost} c(A)$ is minimized, where

$$
\begin{equation*}
c(A)=\sum_{(i, j, k) \in A} c_{i j k} \tag{1.13}
\end{equation*}
$$

An alternative formulation is

$$
\begin{equation*}
\min _{p, q \in \pi_{n}} \sum_{i=1}^{n} c_{i p(i) q(i)} \tag{1.14}
\end{equation*}
$$

where $\pi_{n}$ denotes permutations on $n$. Therefore this problem has $(n!)^{2}$ feasible solutions.
The 3AP as formulated in (1.12) is a special case of the Set Partitioning Problem (SPP), which is formulated as

$$
\begin{equation*}
\min \left\{c x \mid A x=e, x \in\{0,1\}^{q}\right\} \tag{1.15}
\end{equation*}
$$

where $A$ is a matrix of zeros and ones, and $e$ is a vector of ones. The reader is referred to $[13,57]$ for more details on SPP.

### 1.7.2 Planar 3-Dimensional Assignment Problem

The Planar 3-Dimensional Assignment Problem (3PAP) can be formulated as

$$
\begin{align*}
& \min \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} c_{i j k} x_{i j k} \\
& \text { s.t. } \sum_{i=1}^{n} x_{i j k}=1 \quad \forall j, k=1, \ldots, n \\
& \sum_{j=1}^{n} x_{i j k}=1 \quad \forall i, k=1, \ldots, n  \tag{1.16}\\
& \sum_{k=1}^{n} x_{i j k}=1 \quad \forall i, j=1, \ldots, n \\
& x_{i j k} \in\{0,1\} \quad \forall i, j, k=1, \ldots, n
\end{align*}
$$

In contrast to finding $n$ triples in 3AP, the 3PAP finds $n^{2}$ triples such that each pair of elements from $(I \times J) \cup(I \times K) \cup(J \times K)$ occurs in exactly one triple and the total cost is minimized. Every "flat" in the 3 -dimensional array $x_{i j k}$ must contain a 2 -dimensional assignment. Thus the number of feasible solutions of 3PAP corresponds to Latin squares of order $n$ [85] and hence increases very fast. The number of different Latin squares of order $n$ equals $n!(n-1)!T(n)$, where $T(n)$ is the number of reduced Latin squares. $T(n)$ grows very large. For instance, $T(9)$ was discovered to be $377,597,570,964,258,816$ [16] and $T(9)$ was calculated as $5,363,937,773,277,371,298,119,673,540,771,840$ [89].

### 1.7.3 Multidimensional Assignment Problem

The 3-Dimensional Assignment Problem can be further extended to higher dimensions resulting in Multidimensional Assignment Problem (MAP). MAP was considered for the first time by Pierskalla [102]. The axial MAP of dimension $d$ is formulated as follows

$$
\begin{array}{lll}
\min & \sum_{i_{1}=1}^{n} \cdots \sum_{i_{d}=1}^{n} c_{i_{1} \ldots i_{d}} x_{i_{1} \ldots i_{d}} & \\
\text { s.t. } & \sum_{i_{2}=1}^{n} \cdots \sum_{i_{d}=1}^{n} x_{i_{1} \ldots i_{d}}=1 & \forall i_{1}=1, \ldots, n \\
& \sum_{i_{1}=1}^{n} \cdots \sum_{i_{k-1}=1}^{n} \sum_{i_{k+1}=1}^{n} \cdots \sum_{i_{d}=1}^{n} x_{i_{1} \ldots i_{d}}=1 & \forall k=2, \ldots, d-1,  \tag{1.17}\\
& \sum_{i_{1}=1}^{n} \cdots i_{k}=1, \ldots, n \\
& x_{i_{1} \ldots i_{d}}^{n} \in\{0,1\} & \forall i_{i_{1} \ldots i_{d}=1}=1, \ldots, n \\
& \forall i_{1}, \ldots, i_{d}=1, \ldots, n
\end{array}
$$

An equivalent formulation is an extension of (1.14). Let $\phi_{1}, \phi_{2}, \ldots, \phi_{d-1}$ be permutations on $n$. Then the problem is

$$
\begin{equation*}
\min _{\phi_{1}, \phi_{2}, \ldots, \phi_{d-1}} \sum_{i=1}^{n} c_{i \phi_{1}(i) \phi_{2}(i) \ldots \phi_{d-1}(i)} \tag{1.18}
\end{equation*}
$$

### 1.8 Complexity of 3AP

3AP belongs to the class of NP-hard problems [56] and therefore an efficient algorithm to solve 3AP in polynomial time seems highly unlikely. 3AP is related to the 3-Dimensional Matching Problem (3DM), which is one of the original problems to be proven NP-hard by Karp [78]. The 3DM states that given a set $U \subseteq T \times T \times T$ where $T$ is a finite set, is there a set $W \subseteq U$ such that $|W|=|T|$ and no two elements of $W$ agree in any coordinates. The reduction from 3DM to 3AP is as follows. Given an arbitrary instance of 3DM, create an instance of 3AP with

$$
c_{i j k}= \begin{cases}1 & \text { if }(i, j, k) \in U \\ 0 & \text { otherwise }\end{cases}
$$

Then a minimum cost solution to 3AP corresponds to a "yes" answer for 3DM if and only if its cost is zero.

In addition to 3AP, the planar version 3PAP is NP-hard as well [52]. On the other hand, the AP is polynomially solvable in $O\left(n^{3}\right)$ [82].

### 1.8.1 Polynomially Solvable Special Cases

Although the general 3AP is NP-hard, some special cases of 3AP can be solved in polynomial time. A trivial case is where the costs $c_{i j k}$ can be represented as two sums such that $c_{i j k}=c_{i j}^{\prime}+c_{j k}^{\prime \prime}$. Then the problem can be viewed as two separate Assignment Problems on matrices $C^{\prime}$ and $C^{\prime \prime}$ which can be solved in polynomial time.

Furthermore, if the cost matrix satisfies a Monge property as defined below, then the problem is polynomially solvable by a lexicographical greedy algorithm [23].

Definition 1.1. An $m \times n$ matrix $C$ is called a Monge matrix if

$$
c_{i_{1} j_{1}}+c_{i_{2} j_{2}} \leq c_{i_{1} j_{2}}+c_{i_{2} j_{1}} \quad \forall i_{1}<i_{2}, j_{1}<j_{2}
$$

Aggarwal and Park [7, 8] extended this notion to higher dimensional matrices.
Definition 1.2. For $d \geq 2$, an $n_{1} \times n_{2} \times \cdots \times n_{d} d$-dimensional matrix $C=c_{i_{1}, i_{2}, \ldots, i_{d}}$ has the Monge property if for all entries $c_{i_{1}, i_{2}, \ldots, i_{d}}$ and $c_{j_{1}, j_{2}, \ldots, j_{d}}$ we have

$$
c_{s_{1}, s_{2}, \ldots, s_{d}}+c_{t_{1}, t_{2}, \ldots, t_{d}} \leq c_{i_{1}, i_{2}, \ldots, i_{d}}+c_{j_{1}, j_{2}, \ldots, j_{d}}
$$

where for $1 \leq k \leq d, s_{k}=\min \left\{i_{k}, j_{k}\right\}$ and $t_{k}=\max \left\{i_{k}, j_{k}\right\}$.
Another special case which is polynomially solvable is discussed by Burkard et al. [36]. Consider three $n$-element sequences $a_{i}, b_{i}, d_{i}$ of nonnegative real numbers such that the cost matrix $C$ can be decomposed as $c_{i j k}=a_{i} b_{j} d_{k}$. They show that the problem $\max _{p, q \in \pi_{n}} \sum_{i=1}^{n} c_{i p(i) q(i)}$ is solvable in polynomial time whereas the minimization version $\min _{p, q \in \pi_{n}} \sum_{i=1}^{n} c_{i p(i) q(i)}$ remains NP-hard (Theorems (1.2) and (1.4) below). The maximization version is a special case of the minimization version as follows. The array defined as $c_{i j k}=-a_{i} b_{j} d_{k}$ fulfills the three-dimensional Monge property as first proposed by Aggarwal and Park [7, 8]. Therefore Theorems (1.2) and (1.3) can be seen as a special case of a more general result of Bein, Brucker, Park and Pathak [23]. These authors have shown that the lexicographical greedy algorithm solves the Multidimensional Transportation Problem if and only if the cost array possesses the Monge property. The Multidimensional Transportation Problem is an extension of the Multidimensional Assignment Problem. We
provide the formulation for Three Dimensional Transportation Problem (3TP) and leave the multidimensional case as a simple exercise for the reader.

$$
\begin{array}{ll}
\min & \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} c_{i j k} x_{i j k} \\
\text { s.t. } & \sum_{j=1}^{n} \sum_{k=1}^{n} x_{i j k}=a_{i} \\
& \forall i=1, \ldots, n  \tag{1.19}\\
\sum_{i=1}^{n} \sum_{k=1}^{n} x_{i j k}=b_{j} & \forall j=1, \ldots, n \\
\sum_{i=1}^{n} \sum_{j=1}^{n} x_{i j k}=e_{k} & \forall k=1, \ldots, n \\
& x_{i j k} \geq 0 \\
x_{i j k} \in \mathbb{Z}
\end{array}
$$

where

$$
\sum_{i=1}^{n} a_{i}=\sum_{j=1}^{n} b_{j}=\sum_{k=1}^{n} e_{k}
$$

Note that 3TP can be turned into 3AP if $a_{i}=b_{j}=e_{k}=1$ for all $i, j, k=1, \ldots, n$.
Burkard et al. [36] discuss more special cases of the 3AP where $c_{i j k}=a_{i} b_{j} d_{k}$ and the sequences $a_{i}, b_{i}, d_{i}$ satisfy certain properties. Both the 2 -dimensional versions of the minimization and maximization problems, i.e. $\min _{p \in \pi_{n}} \sum_{i=1}^{n} c_{i p(i)}$ and $\max _{p \in \pi_{n}} \sum_{i=1}^{n} c_{i p(i)}$ are trivial by the following proposition [73].

Proposition 1.1. Let $a_{i}$ and $b_{i}$ be two $n$-element sequences of real numbers sorted in nondecreasing order and let $p$ be an arbitrary permutation. Then

$$
\sum_{i=1}^{n} a_{i} b_{n-i+1} \leq \sum_{i=1}^{n} a_{i} b_{p(i)} \leq \sum_{i=1}^{n} a_{i} b_{i}
$$

The following theorems are due to Burkard et al. [36].
Theorem 1.2. Given three sequences $a_{i}, b_{i}$ and $d_{i}$ consisting of $n$ nonnegative numbers sorted in non-decreasing order, we have

$$
\sum_{i=1}^{n} a_{i} b_{i} d_{i}=\max _{p, q \in \pi_{n}} \sum_{i=1}^{n} a_{i} b_{p(i)} d_{q(i)}
$$

Theorem 1.3. Let $p_{i}^{(j)}$ be $m$ n-element sequences with nonnegative elements sorted increasingly and let $\phi_{j}$ be $m$ arbitrary permutations on $n$. Then

$$
\sum_{i=1}^{n} \prod_{j=1}^{m} p_{i}^{(j)}=\max _{\phi_{1}, \ldots, \phi_{m}} \sum_{i=1}^{n} \prod_{j=1}^{m} p_{\phi_{j}(i)}^{(j)}
$$

Theorem 1.4. Let three n-element sequences $a_{i}, b_{i}$ and $d_{i}$ of nonnegative rational numbers and a bound $S$ be given.

1. Then it is NP-complete to decide whether there exist permutations $p$ and $q$ such that $\sum_{i=1}^{n} a_{i} b_{p(i)} d_{q(i)} \leq S$.
2. For each $k \geq 1$ it is NP-hard to approximate the optimum solution within a factor of $n^{k}$.

Theorem 1.5. Consider sequences of the form $A=(1, \ldots, 1, x, \ldots, x), B=(1, \ldots, 1, y, \ldots, y)$ and $D=(1, \ldots, 1, z, \ldots, z)$ with $1<x \leq y \leq z$. Then 3AP with $c_{i j k}=a_{i} b_{j} d_{k}$ can be solved in $O(n)$ time.

Theorem 1.6. Consider sequences of the form $A=(1, \ldots, 1, x, \ldots, x), B=(1, \ldots, 1, y, \ldots, y)$ and $D=\left(d_{1}, d_{2}, \ldots, d_{n}\right)$ with $1<x \leq y$ and $1=d_{1} \leq d_{2} \leq \cdots \leq d_{n}$. Then 3AP with $c_{i j k}=a_{i} b_{j} d_{k}$ can be solved in $O(n)$ time.

Theorem 1.7. If the sequences $A$ and $B$ contain together at most $k$ distinct values, where $k \geq 1$ is some fixed integer, then 3AP with $c_{i j k}=a_{i} b_{j} d_{k}$ can be solved in $O\left(n^{k^{2}+1} \log n\right)$.

Theorem 1.8. If the sequence $A$ contains $(n-k)$ times the value $x$, where $k \geq 1$ is some fixed integer, then 3AP with $c_{i j k}=a_{i} b_{j} d_{k}$ can be solved in $O\left(n^{2 k+1} \log n\right)$.

### 1.8.2 Approximation Algorithms

As part 2 Theorem (1.4) by Burkard et al. [36] indicates, it is NP-hard to approximate the general 3AP (with arbitrary cost matrix) to a constant factor. However, the first researchers to show this result are Crama and Spieksma [43], as stated in Theorem (1.9). On the other hand, Theorem (1.4) indicates a stronger result than that of Theorem (1.9) in the sense that the general 3AP cannot be approximated to any polynomial factor unless $P=N P$.

The proof by Crama and Spieksma follows by investigating the special case described next. Consider the formulation discussed in equation (1.13). Each edge $(u, v) \in(I \times$
$J) \cup(I \times K) \cup(J \times K)$ is assigned a nonnegative length $d_{u v}$ and the cost of a triangle $(i, j, k) \in(I \cup J \cup K)$ is defined by either $t_{i j k}$ or $s_{i j k}$, where

$$
\begin{align*}
t_{i j k} & =d_{i j}+d_{i k}+d_{j k}  \tag{1.20}\\
s_{i j k} & =\min \left\{d_{i j}+d_{i k}, d_{i j}+d_{j k}, d_{i k}+d_{j k}\right\} \tag{1.21}
\end{align*}
$$

In other words, $t_{i j k}$ is the total length of a triangle and $s_{i j k}$ is the sum of the lengths of its two shortest edges. The 3AP with $c_{i j k}=t_{i j k}$ or $c_{i j k}=s_{i j k}$ is referred to as problem $T$ or $S$ respectively.

Theorem 1.9. (Crama and Spieksma [43]) Unless $P=N P$, there is no $\epsilon$-approximate polynomial algorithm for problems $T$ and $S$ for any $\epsilon \geq 0$.

Since $T$ and $S$ are speical cases of 3AP, this theorem proves that the general 3AP with arbitrary cost cannot be approximated to any constant factor in polynomial time unless $P=N P$.

Unlike the general 3AP, Crama and Spieksma [43] proved that some special cases can be approximated within a constant factor as described next. Consider the special cases of $T$ and $S$ for which the following triangle inequality holds

$$
\begin{equation*}
d_{u v} \leq d_{u w}+d_{v w} \quad \forall u, v, w \in I \cup J \cup K \tag{1.22}
\end{equation*}
$$

These problems are referred to as $T \triangle$ and $S \triangle$ respectively.
Theorem 1.10. (Crama and Spieksma [43]) Problems $T \triangle$ and $S \triangle$ are NP-hard.
They present a $\frac{1}{2}$-approximate algorithm for both $T \triangle$ and $S \triangle$, i.e. a heuristic which always returns a feasible solution whose cost is at most $\frac{3}{2}$ of the optimal cost. The algorithm proceeds in two phases.

Phase 1. Find an optimal solution $x^{*}$ of

$$
\begin{array}{lll}
\min & \sum_{i \in I} \sum_{j \in J} d_{i j} x_{i j} & \\
\text { s.t. } & \sum_{i \in I} x_{i j}=1 & \forall j \in J  \tag{1.23}\\
& \sum_{j \in J} x_{i j}=1 & \forall i \in I \\
& x_{i j} \geq 0 & \forall i \in I, j \in J
\end{array}
$$

Let $M=\left\{(i, j) \mid x_{i j}^{*}=1\right\}$.
Phase 2. Find an optimal solution $y^{*}$ of

$$
\begin{array}{lll}
\min & \sum_{(i, j) \in M} \sum_{k \in K} c_{i j k} y_{i j k} & \\
\text { s.t. } & \sum_{(i, j) \in M} y_{i j k}=1 & \forall k \in K  \tag{1.24}\\
& \sum_{k \in K} y_{i j k}=1 & \forall(i, j) \in M \\
& y_{i j k} \in\{0,1\} & \forall(i, j) \in M, k \in K
\end{array}
$$

where $c_{i j k}=t_{i j k}$ or $c_{i j k}=s_{i j k}$ depending on whether the problem is an instance of $T \triangle$ or $S \triangle$. This algorithm is denoted by $H_{I J}$ (since it minimizes the assignment from $I$ to $J$ ) and its cost is denoted by $\operatorname{cost}\left(H_{I J}\right)$. One can obtain two similar algorithms $H_{I K}$ and $H_{J K}$ by modifying the problems (1.23) and (1.24) above. Notice that both problems (1.23) and (1.24) are instances of AP and hence can be solved in $O\left(n^{3}\right)$ [82]. It follows that $H_{I J}$ can be solved in $O\left(n^{3}\right)$ as well. Let $O P T_{\tau}$ denote an optimal solution to a 3AP instance $\tau$.

Theorem 1.11. (Crama and Spieksma [43]) $H_{I J}$ is a $\frac{1}{2}$-approximate algorithm for problems $T \triangle$ and $S \triangle$. Moreover, there exist arbitrary large instances $\tau$ of $T \triangle$ and $S \triangle$ such that $\operatorname{cost}\left(H_{I J}\right)=\frac{3}{2} \operatorname{cost}\left(O P T_{\tau}\right)$.

One can easily modify the proof to obtain the same result for $H_{I K}$ and $H_{J K}$. Consider now the heuristic $H$ which applies all three heuristics $H_{I J}, H_{I K}$ and $H_{J K}$ separateley to an instance of $T \triangle$ or $S \triangle$ and retains the best solution. Let $\gamma$ denote the solution obtained by $H$. Then $\operatorname{cost}(\gamma)=\min \left\{\operatorname{cost}\left(H_{I J}\right), \operatorname{cost}\left(H_{I K}\right), \operatorname{cost}\left(H_{J K}\right)\right\}$.

Theorem 1.12. (Crama and Spieksma [43]) H is a $\frac{1}{3}$-approximate algorithm for problems $T \triangle$ and $S \triangle$. Moreover, there exist arbitrary large instances $\tau$ of $T \triangle$ and $S \triangle$ such that $\operatorname{cost}(\gamma)=\frac{4}{3} \operatorname{cost}\left(O P T_{\tau}\right)$.

### 1.9 Applications of 3AP

There are some practical applications of 3AP in the literature which we discuss next.

### 1.9.1 Assignment of Workers to Jobs to Machines

Consider the following example. There are $n$ workers, $n$ jobs and $n$ machines. For each triple $(i, j, k)$ the time required for worker $i$ to complete job $j$ on machine $k$ is $c_{i j k}$. Each
worker is assigned to exactly one job and exactly one machine. The objective is to minimize the total time taken by the workers to complete the jobs using the available machines. The formulation (1.12) above solves this problem [61]. Each $x_{i j k}$ is an indicator variable for worker $i$ doing job $j$ on machine $k$. The first set of constraints specifies that each worker is assigned to exactly one job-machine pair. The second set of constraints enforces that each job gets assigned to exactly one person and one machine. The third set of constraints requires each machine to be worked on by one person and for the purpose of one job.

### 1.9.2 Scheduling of Teaching Practices

Student teachers at colleges of education have to undertake teaching practices. Each student teacher is supervised by a tutor who monitors the student and provides feedback. There are a number of schools available for the student teacher to choose from. Arranging which school each student is assigned to and which tutor will supervise the student is complicated by the fact that students, tutors and schools have requirements and preferences.

Frieze and Yadegar [53] considered this problem and provided the following formulation. Suppose there are $m$ students, $n$ tutors and $p$ schools. Let $I=\{1, \ldots, m\}, J=\{1, \ldots, n\}$, $K=\{1, \ldots, p\}$. For each student $i$, tutor $j$ and school $k$ let $v_{i j k}$ be a satisfaction value associated with the assignment of student $i$ to school $k$ under the supervision of tutor $j$. Tutor $j$ is willing to supervise no more than $t_{j}$ students and school $k$ can have at most $s_{k}$ student teachers assigned to it. The problem formulation is

$$
\begin{array}{lll}
\max & \sum_{i \in I} \sum_{j \in J} \sum_{k \in K} v_{i j k} x_{i j k} & \\
\text { s.t. } & \sum_{j \in J} \sum_{k \in K} x_{i j k}=1 & \forall i \in I \\
& \sum_{i \in I} \sum_{k \in K} x_{i j k} \leq t_{j} & \forall j \in J  \tag{1.25}\\
& \sum_{i \in I} \sum_{j \in J} x_{i j k} \leq s_{k} & \forall k \in K \\
& x_{i j k} \in\{0,1\} & \forall i, j, k=1, \ldots, n
\end{array}
$$

The above formulation can be easily converted to the more convenient formulation (1.12) by means of adding duplicate nodes in $I, J$ and $K$ and turning the max into min by replacing $v_{i j k}$ with $M-v_{i j k}$ where

$$
M=\max \left\{v_{i j k} \mid i \in I, j \in J, k \in K\right\}
$$

### 1.9.3 Dynamic Facility Location

Consider the case where a company has to add $p$ new warehouses at $q$ potential sites over the next $r$ years. The company is not only faced with the problem of where to locate the warehouses but also when should the warehouses be built. Each $c_{i j k}$ is the total cost of building warehouse $i$ on site $j$ at time $k$. Many factors such as discounted construction costs, future transportation costs for shipping, operating costs, etc could be incorporated into each $c_{i j k}$. The company is interested in minimizing the total cost associated with this expansion [102].

Other notable applications include assembly of printed circuit boards [42], military troops assignment [101] and satellite coverage optimization [102].

### 1.9.4 Applications of 3PAP and MAP

An application of 3PAP involves trade-show scheduling [60]. At a trade show there are $r$ vendors, $s$ customers and $t$ time slots, where $r \geq s \geq t$. Vendors and customers are to meet one-on-one at different times. Each vendor can meet at most one customer per time slot and each customer can meet one vendor at a time. For each vendor, customer and time triple $(i, j, k)$ the cost $c_{i j k}$ is known, where lower cost indicates greater desirability. The problem formulation is as follows

$$
\begin{array}{lll}
\min & \sum_{i=1}^{r} \sum_{j=1}^{s} \sum_{k=1}^{t} c_{i j k} x_{i j k} & \\
\text { s.t. } & \sum_{i=1}^{r} x_{i j k}=1 & \forall j=1, \ldots, s, \forall k=1, \ldots, t \\
& \sum_{j=1}^{s} x_{i j k} \leq 1 & \forall i=1, \ldots, r, \forall k=1, \ldots, t  \tag{1.26}\\
& \sum_{k=1}^{t} x_{i j k} \leq 1 & \forall i=1, \ldots, r, \forall j=1, \ldots, s \\
& x_{i j k} \in\{0,1\} & \forall i, j, k=1, \ldots, n
\end{array}
$$

The first set of constraints states that each customer must meet exactly one vendor in each time slot. The second constraints set allows each vendor to meet at most one customer per time slot. The third constraint set prevents customers and vendors from meeting each other more than once.

A dominant application of MAP is in the area of multi-sensor multi-target tracking
[104]. Suppose that we are given a sequence of observations made at times $t_{1}, t_{2}, \ldots, t_{n}$. Each observation contains objects with their respective positions. The goal is to match objects in each of the observations so that the matched objects in different observations have the maximum probability of being the same actual objects. By doing so we track the objects throughout the observations. An example is recognizing airplanes in a radar screen.

### 1.10 Exact Algorithms for 3AP

There are numerous exact algorithms in the literature for solving 3AP. These algorithms obtain the optimal solution and prove the optimality of the obtained solution. Balas and Saltzman [14] introduced a branch-and-bound method for 3AP. Branch-and-bound algorithms split the current problem into two subproblems by fixing one variable $x_{i j k}$ to 1 and 0 in order to decrease the subproblem size. The method of Balas and Saltzman exploits the polyhedral structure of the problem by fixing several variables at each branching step. Instead of the LP-relaxation, bounds are computed using a Lagrangian relaxation which incorporates facets of 3AP polytope. This relaxation is solved by a modified subgradient optimization method. Also, new and efficient primal heuristics are used to obtain successively improved approximate solutions.

Frieze and Yadegar [53] proposed another subgradient procedure for solving a Lagrangian relaxation approach to 3AP together with computational results. An example of a subgradient approach is discussed in [29, 32]. Consider taking two blocks of the constraints of formulation (1.12) into the objective function via Lagrangian multipliers. The Lagrangian relaxation is

$$
\begin{equation*}
L(\pi, \epsilon)=\min \left\{\sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n}\left(c_{i j k}+\pi_{j}+\epsilon_{i}\right) x_{i j k}-\sum_{j=1}^{n} \pi_{j}-\sum_{i=1}^{n} \epsilon_{i}\right\} \tag{1.27}
\end{equation*}
$$

such that

$$
\begin{align*}
& \sum_{i=1}^{n} \sum_{j=1}^{n} x_{i j k}=1 \quad \forall k=1, \ldots, n \\
& x_{i j k} \in\{0,1\} \quad \forall i, j, k=1, \ldots, n  \tag{1.28}\\
& \pi \in \mathbb{R}^{n} \\
& \epsilon \in \mathbb{R}^{n}
\end{align*}
$$

$L(\pi, \epsilon)$ is a concave function and a subgradient method can be used to find its maximum. Let $r$ be a counter of iterations. Algorithm (1.1) describes the procedure.

```
Algorithm 1.1: Maximizing \(L(\pi, \epsilon)\)
    Start with \(r \leftarrow 0, \pi^{r} \leftarrow 0, \epsilon^{r} \leftarrow 0\).
    Use a greedy algorithm to minimize \(L\left(\pi^{r}, \epsilon^{r}\right)\). Let \(x_{i j k}^{r}\) be the corresponding optimal
    solution. Let
    \(v_{i_{0}}^{r}=\left|\left\{x_{i_{0}, j, k}^{r} \mid x_{i_{0}, j, k}=1\right\}\right|-1\) for \(i_{0}=1, \ldots, n\) and
    \(w_{j_{0}}^{r}=\left|\left\{x_{i, j_{0}, k}^{r} \mid x_{i, j_{0}, k}=1\right\}\right|-1\) for \(j_{0}=1, \ldots, n\).
    if \(\left.v^{r}=w^{r}=(0,0, \ldots, 0)\right)\) then
        the maximum is reached. Terminate.
    end if
    if a prespecified number of iterations is not yet reached then
        \(\pi^{r+1} \leftarrow \pi^{r}+\lambda_{r} w^{r}\)
        \(\epsilon^{r+1} \leftarrow \epsilon^{r}+\lambda_{r} v^{r}\), where \(\lambda_{r}\) is a suitable step length. Go to step 2 .
    else
        terminate
    end if
```


### 1.11 Heuristic Algorithms for 3AP

There are many heuristic algorithms in the literature for obtaining near optimal solutions for 3AP. Heuristic algorithms give no guarantee of the solution quality but in practice obtain good suboptimal and possibly optimal solutions. Pierskalla [101] was the first to propose a heuristic method for 3AP. In this section we discuss two of the more successful heuristics in terms of solution quality for benchmark instances; GRASP with path relinking [10] and Hybrid Genetic [76].

### 1.11.1 GRASP with Path Relinking

GRASP is a greedy randomized adaptive search procedure. It is a multistart metaheuristic for combinatorial optimization. GRASP includes a construction phase based on a greedy randomized algorithm and a local search phase. Path relinking is an intensification procedure which investigates trajectories that connect high quality solutions. The best overall solution is kept as the result. GRASP with path relinking was able to improve the solution quality of heuristics proposed by Balas and Saltzman [14], Burkard et al. [36], and Crama and Spieksma [43] on all instances proposed in those papers.

In the construction phase a feasible solution is iteratively constructed one element at a time. The choice of the next element to be added is determined by ordering all candidate elements according to a greedy function. This function measures the benefit of selecting each element. In order to make GRASP adaptive, the benefits associated with every element are updated at each iteration of the construction phase to reflect the changes brought on by the previous element. The random component stems from randomly choosing one of the best candidates in the list, which is not necessarily a top candidate.

In the local search phase the current solution is improved by searching its neighborhood. If an improvement is found the solution is updated and neighborhood search continutes. If no improvement is detected, then local search stops. Given a solution $s$, the definition of the neighborhood $N(s)$ is crucial for the performance of local search.

Definition 1.3. For two permutations $p$ and $p^{\prime}$ the Hamming distance between them is defined to be $d\left(p, p^{\prime}\right)=\left|\left\{i \mid p(i) \neq p^{\prime}(i)\right\}\right|$.

A solution $s$ contains two permutations $p$ and $q$. GRASP uses a 2 -exchange neighborhood defined as

$$
\begin{equation*}
N_{2}(p, q)=\left\{p^{\prime}, q^{\prime} \in \pi_{n} \mid d\left(p, p^{\prime}\right)+d\left(q, q^{\prime}\right)=2\right\} \tag{1.29}
\end{equation*}
$$

In other words, a 2-exchange swaps either 2 entries in $p$ or $q$. Hence the size of the neighborhood is $\left|N_{2}(p)\right|+\left|N_{2}(q)\right|=2\binom{n}{2}$.

Path relinking was first introduced in the context of tabu search [66] as an approach to combine intensification and diversification in the search. Path relinking explores trajectories that connect high quality solutions. It achieves this by starting from an initial solution and generating a path in the neighborhood of this solution towards another solution called the guiding solution. This path is generated by selecting moves that introduce in the initial solution attributes of the guiding solution. At each step all moves that incorporate attributes of the guiding solution are analyzed and the move that best improves the initial solution is chosen.

### 1.11.2 Hybrid Genetic

The GRASP algorithm discussed in the previous section obtained superior results to other existing heuristics. The hybrid genetic algorithm proposed by Huang and Lim [76] outperformed GRASP in every instance with regards to solution quality. This indicates that the
hybrid genetic algorithm is the most successful algorithm in the literature. In addition, the computation time was much shorter than that of GRASP.

Genetic algorithm (GA) is one of the most successful evolutionary algorithms and is based on an analogy with Darwin's evolution theory of natural selection and survival of the fittest [75]. Genetic algorithm has been applied to solve general combinatorial optimization problems [75]. The results can be further improved if problem specific knowledge is incorporated into GA. The hybridization between local search (LS) and GA reflects this idea.

The local search phase of the hybrid genetic algorithm takes advantage of formulation (1.14). Given two permutations $p$ and $q$ which map $I$ to $J$ and $I$ to $K$ respectively, let $r=q \circ p^{-1}$ be the mapping from $J$ to $K$. We can reduce the problem 3AP to AP in 3 ways:

- Case (1): fix the mapping from $I$ to $J$ (permutation $p$ )
- Case (2): fix the mapping from $I$ to $K$ (permutation $q$ )
- Case (3): fix the mapping from $J$ to $K$ (permutation $r$ )

Consider case (1). Define an $n \times n$ matrix $D$ such that

$$
\begin{equation*}
d_{i j}=c_{p^{-1}(i) i j} \tag{1.30}
\end{equation*}
$$

Then the problem reduces to the following AP with $D$ as the cost matrix

$$
\begin{equation*}
\min _{r \in \pi_{n}} \sum_{i=1}^{n} d_{i r(i)} \tag{1.31}
\end{equation*}
$$

and the permutation $q$ has to be updated by $q=r \circ p$.
Consider case (2). Matrix $D$ is constructed by

$$
\begin{equation*}
d_{i j}=c_{i j q(i)} \tag{1.32}
\end{equation*}
$$

Then the corresponding AP is

$$
\begin{equation*}
\min _{p \in \pi_{n}} \sum_{i=1}^{n} d_{i p(i)} \tag{1.33}
\end{equation*}
$$

and $q$ is unchanged.
Consider case (3). Let

$$
\begin{equation*}
d_{i j}=c_{i j r(j)} \tag{1.34}
\end{equation*}
$$

and the corresponding AP is the same as (1.33) and $q$ is updated by $q=r \circ p$. After reducing the 3 AP to an AP , the hybrid genetic algorithm solves the AP to optimality by the Hungarian Method, which can be done in $O\left(n^{3}\right)$ [82]. Algorithm (1.2) describes the local search phase of hybrid genetic.

```
Algorithm 1.2: Local Search stage of Hybrid Genetic
    Start with any initial solution to 3AP
    finishFlag \(\leftarrow\) false
    while not finishFlag do
        finishFlag \(\leftarrow\) true
        for cases 1 to 3 do
            Construct corresponding bipartite graphs according to Eqs. (1.30), (1.32) and
            (1.34). Solve the resulting AP by Hungarian Method.
            if objective value decreases then
                finishFlag \(\leftarrow\) false
            end if
        end for
    end while
```


### 1.12 Introduction to Quadratic 3-Dimensional Assignment Problem

Pierskalla (1967) introduced the Quadratic 3-Dimensional Assignment Problem (Q3AP) in a technical memorandum. The work was never published in the open literature. Since then nothing on the subject appeared in the literature until [71] rediscovered Q3AP while working on a problem arising in data transmission system design.

Consider the Lawler [84] formulation of QAP as discussed in (1.3). This formulation extends AP to QAP by making the objective function quadratic. Consider the 3AP formulation mentioned in (1.12). Similar to extending AP to QAP, we can extend 3AP to Q3AP
by making the objective function in (1.12) quadratic as follows

$$
\begin{array}{ll}
\min & \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} \sum_{l=1}^{n} \sum_{m=1}^{n} \sum_{r=1}^{n} c_{i j k l m r} x_{i j k} x_{l m r} \\
\text { s.t. } & \sum_{j=1}^{n} \sum_{k=1}^{n} x_{i j k}=1 \\
& \forall i=1, \ldots, n  \tag{1.35}\\
& \sum_{i=1}^{n} \sum_{k=1}^{n} x_{i j k}=1 \\
& \forall j=1, \ldots, n \\
& \sum_{i=1}^{n} \sum_{j=1}^{n} x_{i j k}=1 \\
& \forall k=1, \ldots, n \\
x_{i j k} \in\{0,1\} & \forall i, j, k=1, \ldots, n
\end{array}
$$

The constraints of Q3AP in equation (1.35) indicate that the quadratic expression in the objective function of Q3AP need not include any $x_{i j k} x_{l m r}$ terms for which $i=l$ or $j=m$ or $k=r$ unless all three equalities hold. If $i=l, j=m$ and $k=r$, then $x_{i j k} x_{l m r}=x_{i j k}$, otherwise $x_{i j k} x_{l m r}=0$. Therefore, from a computational perspective, Q3AP can be more efficiently represented as

$$
\begin{array}{lll}
\min & \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} b_{i j k} x_{i j k}+ & \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} \sum_{\substack{l=1 \\
l \neq i}}^{n} \sum_{\substack{m=1 \\
m \neq j}}^{n} \sum_{\substack{r=1 \\
r \neq k}}^{n} c_{i j k l m r} x_{i j k} x_{l m r} \\
\text { s.t. } & \sum_{j=1}^{n} \sum_{k=1}^{n} x_{i j k}=1 & \forall i=1, \ldots, n \\
& \sum_{i=1}^{n} \sum_{k=1}^{n} x_{i j k}=1 & \forall j=1, \ldots, n  \tag{1.36}\\
& \sum_{i=1}^{n} \sum_{j=1}^{n} x_{i j k}=1 & \forall k=1, \ldots, n \\
& x_{i j k} \in\{0,1\} & \forall i, j, k=1, \ldots, n
\end{array}
$$

where $b_{i j k}=c_{i j k i j k}$. The permutation version of Q3AP is

$$
\begin{equation*}
\min _{p, q \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} c_{i p(i) q(i) j p(j) q(j)} \tag{1.37}
\end{equation*}
$$

Viewd differently, Q3AP in (1.35) is the extension of the QAP formulation (1.3) to the three dimensional version.

### 1.13 Complexity of Q3AP

Since Q3AP is an extension of the NP-hard problems 3AP and QAP [56, 109], it is easy to verify that Q3AP is also NP-hard. Simply let $c_{i j k l m r}=0$ in (1.36) to reduce Q3AP to the special subproblem 3AP, or project the three dimensions to two dimensions in (1.35) to obtain QAP as a special subproblem. In Chapter 4 we discuss special cases of Q3AP as well as approximation algorithms and derive new theoretical results.

## Chapter 2

## Randomized Local Search for Quadratic Assignment Problem

In this chapter we propose a method called Randomized Local Search (RandLS) and apply it to Quadratic Assignment Problem (QAP). Although RandLS can be easily applied to other combinatorial optimization problems, the focus of this chapter is on QAP. We apply the algorithm to solve benchmark instances of QAP. Our algorithm produced an improved solution for the largest QAP benchmark problem arising from microarray studies in very reasonable running time. Also, we obtained very good experimental results on other benchmark instances. This chapter contains a discussion of our heuristic algorithm and is computational in nature.

### 2.1 Local Search and QAP

A mathematical optimization problem can be represented by an ordered pair $(F, f)$ where $F$ is the family of feasible solutions, $f: F \longrightarrow \mathbb{R}$ is the objective function which is used to compare solutions and $\mathbb{R}$ is the set of real numbers. Many optimization problems of practical interest are difficult to solve to optimality. Researchers and practitioners depend on good quality heuristic algorithms to compute near optimal solutions for such problems. Local search is perhaps the most well studied heuristic approach to handle hard optimization problems. Starting with a feasible solution, $x^{0}$, a local search algorithm explores its neighborhood, $N\left(x^{0}\right)$ for an improving solution. If no improving solution is found, $x^{0}$ is
a local optimum and the algorithm outputs this solution. If $N\left(x^{0}\right)$ contains an improving solution $x^{1}$, then $x^{1}$ takes the role of $x^{0}$ and the process is continued until a locally optimal solution is identified. In some variations of local search, $x^{1}$ is chosen as the best improving solution in $N\left(x^{0}\right)$. The major drawback of local search is that, for simple neighborhoods, the resulting local optimum could be far from a global optimum.

Research in overcoming this difficulty has resulted in various classes of meta-heuristics which include Tabu Search [63, 64, 66], Simulated Annealing [80, 118], Variable Neighborhood Search [72, 92], Tabu Thresholding [65] etc. We discuss a very simple strategy, called Randomized Local Search(RandLS) that uses ideas parallel to Simulated Annealing, Tabu Search and Tabu Thresholding. The simplicity of this algorithm and quality of the solutions obtained makes it a viable alternative to other local search based algorithms. We primarily consider two variants of randomized local search - A Simulated Annealing variant which we call RandLS-Sim and a Tabu Search variant. A preliminary version of RandLS-Sim was introduced by Punnen and Aneja [106] and reported limited experimental results on the Quadratic Assignment Problem (QAP). The Tabu Search version of RandLS is known as Tabu Thresholding and was introduced by Glover [65]. Successful application of Tabu Thresholding was reported by various authors on several classes of optimization problems [117, 119]. No experimental results using Tabu Thresholding is available for the QAP.

In this chapter we discuss the general Randomized Local Search paradigm which subsumes RandLS-Sim and Tabu Thresholding. Detailed experimental results are reported for the QAP using RandLS-Sim and Tabu Thresholding. Most interestingly, we obtained solutions that either match or are better than the best known solutions for the QAP benchmark instances arising out of microarray studies [3]. We also tested our algorithms on the QAPLIB [33] benchmark problems. These problems are thoroughly investigated by various authors $[35,50,88]$ using a variety of heuristic algorithmic ideas. No heuristic algorithm uniformly outperformed other heuristics on these test problems. Some of the best known heuristic algorithms for QAP include Robust Tabu Search [115], Genetic Hybrid [50], GRASP [88] and Simulated Annealing [35]. Out of 135 QAPLIB instances, our algorithm obtained optimal or best known solutions for 111 problems. Among the RandLS algorithms we tested, Tabu Thresholding appears more robust and is a good alternative to compute quality solutions for QAP in very reasonable running time.

We next discuss the general RandLS algorithm and its specializations RandLS-Sim and Tabu Thresholding.

### 2.2 Randomized Local Search

Let $x^{0}$ be a feasible solution. An eligible candidate list (ECL) with respect to $x^{0}$ is a finite subset $E\left(x^{0}\right)$ of $N\left(x^{0}\right)$ such that $x \in N\left(x^{0}\right) \backslash E\left(x^{0}\right)$ implies $f(x) \geq f(y) \forall y \in E\left(x^{0}\right)$. That is $E\left(x^{0}\right)$ is the set of $k$ best solutions in $N\left(x^{0}\right)$ where $k=\left|E\left(x^{0}\right)\right|$. The number $k$ is referred to as degree of freedom. The RandLS algorithm starts with an initial value of the degree of freedom, an initial solution $x$ and constructs the candidate list $E(x)$. Then it selects a solution randomly from $E(x)$ and moves to this solution. Also, the algorithm maintains a "current best solution" which is updated, if possible, while exploring the neighborhood $N\left(x^{0}\right)$. The process is repeated until a prescribed transition property $P$ is satisfied. After this, the value of degree of freedom is reset and the process is continued until a prescribed termination criterion is satisfied. A formal description of RandLS is given by Algorithm (2.1) below.

```
Algorithm 2.1: RandLS
            value of \(x\)
    Output: \(x_{\text {best }}\), the best solution found and its value \(f\left(x_{\text {best }}\right)\)
    \(x_{\text {best }} \leftarrow x\);
    \(f\left(x_{\text {best }}\right) \leftarrow f(x)\);
    while termination criterion is not satisfied do
        repeat
            Construct the candidate list \(E(x)\);
            \(y \leftarrow\) best element of \(E(x)\);
            if \(f(y)<f\left(x_{\text {best }}\right)\) then
                \(\mid x_{\text {best }} \leftarrow y ; x \leftarrow y ; f\left(x_{\text {best }}\right) \leftarrow f(y) ;\)
            else
                \(x \leftarrow\) a random element of \(E(x) ;\)
            end
        until \(P\) is satisfied;
        update \(k\) and (if necessary) \(P\);
    end
    output \(x_{\text {best }}\) and \(f\left(x_{\text {best }}\right)\);
```

    Input: \(k\) : initial degree of freedom; \(P\) : transition property; \(x\) : initial solution; \(f(x)\) :
    Let us now consider two important variations of Algorithm (2.1); RandLS-Sim and

Tabu Thresholding. In RandLS-Sim, we set the termination criterion as $k<1$. That is, the algorithm terminates when the degree of freedom $k<1$. The transition property $P$ is an iteration limit on the number of times the repeat loop is executed between two consecutive updates of $k$. After the transition property is satisfied, $k$ is updated as $k \leftarrow(k-1)$. RandLSSim is comparable to Simulated Annealing where the degree of freedom corresponds to the temperature parameter which is set high initially and brought down gradually.

In the Tabu Thresholding version, updating the transition property $P$ and $k$ is handled by Algorithm (2.2) below. Throughout the algorithm, the "repeat loop" refers to the one in Algorithm (2.1).

```
Algorithm 2.2: Update-Transition
    Input: \(k\) : Degree of freedom; \(\operatorname{iter}(k)\) : Iteration limit per degree of freedom
    \(k^{\prime} \leftarrow k\);
    \(k \leftarrow 1\) in the repeat loop;
    \(P\) is satisfied when the current solution is optimal;
    \(k \leftarrow k^{\prime}\) in the repeat loop;
    \(P\) is satisfied when the repeat loop is performed \(\operatorname{iter}(k)\) number of times;
```

In other words, the transition property $P$ is set initially as "local optimality of the current solution" with respect to the neighborhood $N$ and $k=1$. Thus the repeat loop is essentially a standard local search. Once a local minimum is reached, increase $k$ to the degree of freedom, which is an input parameter usually between 10 and 20 . Then $P$ is modified as an iteration limit of the repeat loop, which is the input parameter $\operatorname{iter}(k)$ usually set between 10 and 30. After checking the termination criterion, $k$ is updated back to 1 and $P$ is updated back to local optimality and the sequence is alternated until termination criterion is satisfied which is an iteration limit. Thus Tabu Thresholding performs a sequence of local search operations while upon reaching a local optimum, random moves (controlled by the degree of freedom) are employed to escape from the local minimum while restricting to stay within a "not so bad" region. Tabu Thresholding is analogous to the Tabu Search but Tabu list has size 1 and includes the last move so that we avoid reversing the most recent move.

### 2.3 The QAP and Proposed Heuristics

The definition of neighbourhood is an integral part of local search. The next definition shines light on how we form neighbourhoods in our RandLS algorithm.

Definition 2.1. For any permutation $\pi \in \pi_{n}$ the neighborhood $N(\pi)$ is defined as

$$
\begin{aligned}
N(\pi)= & \{\sigma \mid \sigma \in F \text { and } \sigma \text { can be obtained from } \pi \text { by interchanging } \\
& \text { two locations (i.e. the location of two facilities) }\} .
\end{aligned}
$$

We call $N(\pi)$ the two-exchange neighborhood of $\pi$. Thus $\sigma \in N(\pi)$ can be obtained by exchanging the locations of $r$ and $s$ for some $1 \leq r, s \leq n$. Let $\Delta(\pi, r, s)=f(\sigma)-f(\pi)$. Then $\Delta(\pi, r, s)$ is given by [115]

$$
\begin{align*}
\Delta(\pi, r, s)= & b_{r r}\left(a_{\pi_{s} \pi_{s}}-a_{\pi_{r} \pi_{r}}\right)+b_{r s}\left(a_{\pi_{s} \pi_{r}}-a_{\pi_{r} \pi_{s}}\right)+b_{s r}\left(a_{\pi_{r} \pi_{s}}-a_{\pi_{s} \pi_{r}}\right)+ \\
& b_{s s}\left(a_{\pi_{r} \pi_{r}}-a_{\pi_{s} \pi_{s}}\right)+\sum_{k=1, k \neq r, s}^{n}\left(b_{k r}\left(a_{\pi_{k} \pi_{s}}-a_{\pi_{k} \pi_{r}}\right)+\right.  \tag{2.1}\\
& \left.b_{k s}\left(a_{\pi_{k} \pi_{r}}-a_{\pi_{k} \pi_{s}}\right)+b_{r k}\left(a_{\pi_{s} \pi_{k}}-a_{\pi_{r} \pi_{k}}\right)+b_{s k}\left(a_{\pi_{r} \pi_{k}}-a_{\pi_{s} \pi_{k}}\right)\right)
\end{align*}
$$

Thus given the matrices $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right), \Delta(\pi, r, s)$ can be obtained in $O(n)$ time. The change in the objective function due to a swap can be evaluated faster using information from a preceding exchange operation. Suppose $\psi$ is the assignment obtained by exchanging the locations $r$ and $s$ in $\pi$. Then the effect of swapping facilities $u$ and $v$ in $\psi$, where ( $\{r, s\} \cap\{u, v\}=\emptyset$ ), can be evaluated in constant time [115] using the equation

$$
\begin{align*}
\Delta(\psi, u, v)= & \Delta(\pi, u, v)+\left(b_{r u}-b_{r v}+b_{s v}-b_{s u}\right)\left(a_{\pi_{s} \pi_{u}}-a_{\pi_{s} \pi_{v}}+a_{\pi_{r} \pi_{v}}-\right.  \tag{2.2}\\
& \left.a_{\pi_{r} \pi_{u}}\right)+\left(b_{u r}-b_{v r}+b_{v s}-b_{u s}\right)\left(a_{\pi_{u} \pi_{s}}-a_{\pi_{v} \pi_{s}}+a_{\pi_{v} \pi_{r}}-a_{\pi_{u} \pi_{r}}\right)
\end{align*}
$$

Using equation (2.1) finding the neighborhood $N(\pi)$ for the first time takes $O\left(n^{3}\right)$ time. For subsequent iterations, the neighborhood can be evaluated in $O\left(n^{2}\right)$ time using equations (2.1) and (2.2).

### 2.3.1 RandLS-Sim for the QAP

Let us now discuss our implementation of the RandLS-Sim algorithm for the QAP. Let $\operatorname{initial}(k)$ be the starting degree of freedom. In each iteration we select a random member from the $k$ best members of the 2-exchange neighborhood of the current permutation $\pi$,
where $k$ is the degree of freedom during the iteration. This is obtained by choosing the $j^{\text {th }}$ smallest element of the set $\{\Delta(\pi, r, s) \mid 1 \leq r, s, \leq n\}$ where $j$ is a random number between 1 and $k$. This can be achieved in $O\left(n^{3}\right)$ time for the first iteration and in $O\left(n^{2}\right)$ time in subsequent iterations using the formula (2.1) and (2.2) and the linear time algorithm [105] for computing the $j^{\text {th }}$ best element of a set. After selecting an element from $N(\pi)$ the algorithm moves to this solution and the current best solution is updated if applicable. Let iter $(k)$ be the number of iterations allowed at degree of freedom $k$ and when this limit is exceeded, $k$ is reduced by one. The algorithm terminates when a local minimum is reached after $k=1$. A formal description is presented in Algorithm (2.3) below.

```
Algorithm 2.3: RandLS-Sim-QAP
    Input: \(k\) : Initial degree of freedom; iter \((k)\) : Iteration limit per degree of freedom;
    Output: The best solution found and its value
    \(\pi \leftarrow\) A random permutation of \(\{1,2, \ldots, n\}\);
    Compute \(f(\pi)\);
    solution \(\leftarrow \pi\);
    value \(\leftarrow f(\pi)\);
    repeat
        count \(\leftarrow 0\);
        repeat
            \(\Delta(\pi, p, q) \leftarrow \min \{\Delta(\pi, r, s) \mid 1 \leq r, s \leq n\} ;\)
            \(\sigma \leftarrow\) The permutation obtained from \(\pi\) by interchanging locations \(p\) and \(q\);
            if value \(>f(\sigma)\) then
                solution \(\leftarrow \sigma\); value \(\leftarrow f(\sigma) ; \pi \leftarrow \sigma ;\)
            else
                \(j \leftarrow\) A random integer in \([1, k]\);
                \(\Delta(\pi, u, v) \leftarrow j^{\text {th }}\) best element of \(\{\Delta(\pi, r, s) \mid 1 \leq r, s \leq n\}\);
                \(\pi \leftarrow\) The permutation obtained from \(\pi\) by interchanging locations \(u\) and \(v\);
            end
            count \(\leftarrow\) count +1 ;
        until count \(=\operatorname{iter}(k)\);
        \(\mathrm{k} \leftarrow \mathrm{k}-1\);
    until \(k=1\);
```

During the experiments we observed that the stopping criteria of $k=1$ causes the solution to cycle in the neighborhood. Therefore we decided to stop when $k=4$. The performance of the basic algorithm may be enhanced by using multiple starts using different starting permutations. During these multiple starts, the parameters $k$ and $\operatorname{iter}(k)$ may be changed as well to further diversify the search. When $k$ becomes very small, we noticed that the algorithm goes into cycling. Thus it is recommended that when $k$ reaches 4 go directly into the local search phase.

Another variation that we tested uses occasional peek into bad regions to diversify the search. This is implemented as follows. After completing $\operatorname{iter}(k)$ iterations at the degree of freedom $k$, we reach into "bad" regions by setting $k=\binom{n}{2}$, the neighborhood size. Then we are able to make a random move outside the smallest $k$ neighbors. A number of peek moves are done before reverting $k$ to its previous value.

### 2.3.2 Tabu Thresholding Algorithm

As indicated earlier, this scheme was originally proposed by Glover [65] and it is a variation of our general RandLS paradigm. The algorithm starts with a random permutation and performs a local search (i.e. choosing $k=1$ ). Upon reaching a local minimum, we increase the value of $k$ to a fixed number and $\operatorname{iter}(k)$ iterations are performed at this level of $k$. During these iterations, if we encounter a solution better than the best solution so far, we always move to this solution and start local search again. Otherwise, after completing iter ( $k$ ) moves at degree of freedom $k$, we switch back to local search and the process is continued until a fixed number of iterations are performed and output the best solution obtained. A formal description is given in Algorithm (2.4). We found it useful to include a Tabu list of size 1 during the $\operatorname{iter}(k)$ iterations to avoid going back to the preceding permutation.

### 2.4 Computational Results

Recently, de Carvalho Jr. and Rahmann [45] studied the layout problem of Oligonucleotide microarrays and formulated the microarray placement problem as QAP. The resulting test problems are available at [3] and their best known solutions are available at [1]. Specializing RandLS-Sim and Tabu Thresholding to QAP, we obtained efficient heuristics for QAP which resulted in improved solution to the largest instance in the Conflict Index class. Appendix 1 lists the improved solution.


Figure 2.1: RandLS-Sim


Figure 2.2: RandLS-Tabu

Algorithms (2.3) and (2.4) have been coded in C++ and tested on a Dell Precision workstation with 512 MB of memory and a 2 GHz Intel Xeon processor running Linux Mandrake operating system. The experiments were conducted in two stages. Stage 1 was designed to calibrate algorithm parameters to fix default values of the parameters. Using the default values identified in Stage 1, experiments were conducted using benchmark problems from the QAPLIB [33] and Microarray layout QAP problems [3].

After careful experimentation and fine-tuning we have concluded that we set the parameters $k=n$ initially and $\operatorname{iter}(k)=200$ for algorithm RandLS-Sim. The peek operation, although gave improved solutions in some isolated cases, was not found very effective and hence we did not use it in Stage 2 of our experiments. When $k$ reaches value 4, we proceed to local search directly to complete the algorithm. For the RandLS-Sim-QAP algorithm, Figure 1 gives the progression of current objective function against the number of iterations on a typical test problem and Figure 2 gives corresponding information for algorithm RandLS-Tabu-QAP for a particular instance. For algorithm RandLS-Tabu, we set default values as $k=15$ during the random move phase and $\operatorname{iter}(k)=30$. The total number of iterations is set as count - limit $=1,000,000$.

Using the default values indicated above we have tested QAP instances developed out of microarray layout problems [3]. The results are given in Tables (2.1) and (2.2) for the two different groups. The initial solution was chosen at random. After running our algorithms we compared our results with the best known solutions available on [1] as of March 2010. The "best known" column refers to those solutions. The run times in [1] range from less than 2 minutes per single run for the $n=36$ instance to less than 9 hours for the $n=144$
problems. RandLS-Sim and RandLS-Tabu are each run 5 times with the same default parameters as described above. The column "Obj Value" refers to the solution cost, which includes the average (rounded to the nearest integer) and the best cost over the 5 trials. Time is measured in seconds and has been rounded to the nearest integer. It includes the average time and the time taken to obtain the best solution (not necessarily the shortest time).

The bold entries in Tables (2.1) and (2.2) indicate the best known solutions. Underlined entries indicate that we matched the best known solutions. According to those tables, we did not outperform the best known solutions from [1], which may be deceiving. However, after fine-tuning the parameters for the specific instances, we did obtain better results. Appendix 1 lists the overall best solutions we obtained among all experiments (and the parameters used to obtain these solutions), which may not necessarily be reported in Tables (2.1) and (2.2). Out of the 14 test problems, our algorithm with fine-tuned parameter values obtained an improved solution for the Conflict Index instance with $n=144$ and matched some of the best known solution to the remaining Conflict Index instances. As the table in Appendix 1 indicates, Tabu Thresholding worked better for most of the problems. The corresponding parameters used to obtain the table are reported as well.

For the microarray test problems, Table (2.3) summarizes the results obtained by using RandLS-Tabu solution as the initial solution for RandLS-Sim. The initial solution was chosen as the output generated by one of the five trials of RandLS-Tabu. More specifically, we used the trial which outperformed the remaining four. This experiment was run 3 times and the results are provided in Table (2.3). The column "Improved runs" shows how many trials out of 3 resulted in an improved solution compared to the initial solution. The column "init obj value" states the cost of initial solution. As Table (2.3) demonstrates, we obtained improved results for only 3 instances belonging to the Conflict Index group. Similarly, Tables (2.4) and (2.5) summarize the results obtained by using RandLS-Sim solution as the initial solution for RandLS-Tabu. RandLS-Tabu was able to improve the initial solution in all 14 instances. This seems to indicate that RandLS-Tabu can potentially reach better solutions in the search space than RandLS-Sim.

For the same class of microarray test problems, we performed 3 trials of RandLS-Sim and RandLS-Tabu using the solution reported in the website [3] as the initial solution. Each algorithm is run 3 times and the results are presented in Tables (2.6) and (2.7). Empty entries indicate that the algorithm did not improve the initial solution. Since the solutions
reported on [3] are good quality local minima, the purpose of this experiment was to assess the ability of our algorithm to get out of deep local minima to achieve better solutions.

In addition to microarray test problems, we tested RandLS-Sim and RandLS-Tabu against QAPLIB instances [33]. Out of the 135 test problems, 86 were solved to optimality as of March 2010. The remaining 49 had best known solutions reported by various algorithms. Out of the 135 test problems RandLS-Sim obtained optimal solutions for 77 problems and matched the best known solution value for 24 problems. Likewise, RandLSTabu produced optimal solutions for 81 problems and matched the best known solution for 23 problems. RandLS-Sim and RandLS-Tabu together matched 111 of 135 QAPLIB optimal or best known solutions. The best known solution to the non-optimal problems is due to many different algorithms. Of these algorithms, Robust Tabu Search [115], Genetic Hybrid [50], GRASP [88] and Simulated Annealing [35] appear more often as the first heuristic to reach the best known solution. Other algorithms may reach the same solution as well but QAPLIB only recognizes the first such algorithm. It may be noted that no known algorithms reportedly produced uniformly better solutions for all problems.

This raises the question of how our algorithms RandLS-Sim and RandLS-Tabu compare to the 4 algorithms mentioned above in the instances not proven to be optimal. Table (2.8) gives a comparison of these algorithms and ours in these "non-optimal" instances. A checkmark in the first 4 columns indicates which method first reported the best known solution to that problem as recognized by QAPLIB. A "Y" or "N" indicates whether the algorithm matches the best known solution. Blank entries indicate that the authors did not report a solution in their paper.

In addition to the QAPLIB and microarray benchmark instances, one can use QAP instance generators with known optimal solutions. Two such generators are developed by Palubeckis [96], Li and Pardalos [86].

In summary, our RandLS-Tabu algorithm obtained an improved solution for the largest instance of the Conflict Index class arising from microarray studies. Our solution and the time taken by the algorithm are reported in Appendix 1.

```
Algorithm 2.4: RandLS-Tabu-QAP
    Input: \(k\) : Degree of freedom; iter \((k)\) : Iteration limit per degree of freedom;
        count-limit: Total number of iterations;
    Output: The best solution found and its value
    \(\pi \leftarrow\) A random permutation of \(\{1,2, \ldots, n\}\);
    Compute \(f(\pi)\);
    solution \(\leftarrow \pi\);
    value \(\leftarrow f(\pi)\);
    count \(\leftarrow 0\);
    repeat
        while \(\pi\) is not a local minimum do
            \(\Delta(\pi, p, q) \leftarrow \min \{\Delta(\pi, r, s) \mid 1 \leq r, s \leq n\} ;\)
            \(\pi \leftarrow\) The permutation obtained from \(\pi\) by interchanging locations \(p\) and \(q\);
            count \(\leftarrow\) count +1 ;
        end
        if value \(>f(\pi)\) then solution \(\leftarrow \pi\); value \(\leftarrow f(\pi)\);
        \(i \leftarrow 1\);
        repeat
            \(j \leftarrow\) A random integer in \([1, k]\);
            \(\Delta(\pi, u, v) \leftarrow j^{\text {th }}\) best element of \(\{\Delta(\pi, r, s) \mid 1 \leq r, s \leq n\} ;\)
            \(\pi \leftarrow\) The permutation obtained from \(\pi\) by interchanging locations \(u\) and \(v\);
            \(i \leftarrow i+1 ;\)
            \(\Delta(\pi, p, q) \leftarrow \min \{\Delta(\pi, r, s) \mid 1 \leq r, s \leq n\} ;\)
            \(\sigma \leftarrow\) The permutation obtained from \(\pi\) by interchanging locations \(p\) and \(q\);
            if value \(>f(\sigma)\) then
                solution \(\leftarrow \sigma\);
                \(\pi \leftarrow \sigma\);
                value \(\leftarrow f(\sigma)\);
                \(i \leftarrow i t e r(k) ;\)
            end
            count \(\leftarrow\) count +1 ;
        until \(i=\operatorname{iter}(k)\);
    until count \(\geq\) count-limit;
    output solution and value;
```

| Table 2.1: Border Length Instances |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| size | best known | RandLS-Sim |  |  |  | RandLS-Tabu |  |  |  |
|  |  | Obj Value |  | Time |  | Obj Value |  | Time |  |
|  |  | avg | best | avg | best | avg | best | avg | best |
| 36 | 3296 | 3329 | 3320 | 26 | 26 | 3310 | 3304 | 226 | 226 |
| 49 | 4548 | 4610 | 4592 | 67 | 68 | 4582 | 4576 | 437 | 436 |
| 64 | 5988 | 6078 | 6056 | 156 | 156 | 6043 | 6024 | 746 | 745 |
| 81 | 7536 | 7661 | 7648 | 323 | 321 | 7605 | 7580 | 1210 | 1210 |
| 100 | 9272 | 9439 | 9428 | 617 | 613 | 9361 | 9336 | 1863 | 1865 |
| 121 | 11412 | 11654 | 11636 | 1098 | 1095 | 11535 | 11516 | 2757 | 2754 |
| 144 | 13472 | 13795 | 13760 | 1892 | 1881 | 13627 | 13616 | 3957 | 3951 |


| size | best known | RandLS-Sim |  |  |  | RandLS-Tabu |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Obj Value |  | Time |  | Obj Value |  | Time |  |
|  |  | avg | best | avg | best | avg | best | avg | best |
| 36 | 168,611,971 | 168,852,954 | 168,734,932 | 25 | 25 | 168,611,971 | 168,611,971 | 221 | 219 |
| 49 | 236,355,034 | 236,944,124 | 236,618,785 | 67 | 66 | 236,363,247 | 236,355,034 | 423 | 419 |
| 64 | 325,671,035 | 326,523,031 | 326,177,307 | 157 | 156 | 326,170,025 | 325,671,035 | 738 | 745 |
| 81 | 427,447,820 | 428,694,429 | 428,430,586 | 318 | 322 | 429,543,607 | 428,581,964 | 1203 | 1220 |
| 100 | 523,146,366 | 524,292,574 | 523,552,203 | 612 | 611 | 525,605,503 | 524,010,774 | 1848 | 1842 |
| 121 | 653,416,978 | 656,100,369 | 655,038,924 | 1095 | 1113 | 660,817,156 | 657,759,770 | 2751 | 2769 |
| 144 | 795,009,899 | 798,914,435 | 798,326,692 | 1873 | 1888 | 806,111,189 | 803,651,048 | 4029 | 3887 |


Table 2.7: Conflict Index Instances - initial solution from website [3]

| Table 2.7: Conflict Index Instances - initial solution from website [3] |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| size | best known | RandLS-Sim |  |  |  |  | RandLS-Tabu |  |  |  |  |
|  |  | Obj Value |  | time |  | Improved runs | Obj Value |  | time |  | Improved runs |
|  |  | avg | best | avg | best |  | avg | best | avg | best |  |
| 36 | 169,016,907 | 168,703,820 | 168,703,820 | 26 | 25 | 3 | 168,611,971 | 168,611,971 | 228 | 225 | 3 |
| 49 | 237,077,377 | 236,700,827 | 236,386,676 | 67 | 67 | 3 | 236,478,882 | 236,355,034 | 433 | 430 | 3 |
| 64 | 326,696,412 | 326,363,496 | 326,121,515 | 156 | 156 | 3 | 326,166,312 | 326,077,701 | 757 | 758 | 3 |
| 81 | 428,682,120 | 428,424,248 | 428,424,248 | 317 | 317 | 3 | 427,720,768 | 427,501,773 | 1233 | 1225 | 3 |
| 100 | 525,401,670 | 525,143,833 | 525,067,906 | 612 | 612 | 3 | 523,926,636 | 523,807,971 | 1881 | 1869 | 3 |
| 121 | 658,317,466 | 656,761,677 | 656,006,176 | 1094 | 1094 | 3 | 655,520,202 | 654,993,828 | 2794 | 2768 | 3 |
| 144 | 803,379,686 | 797,963,331 | 797,760,823 | 1882 | 1882 | 3 | 800,177,700 | 799,908,525 | 3996 | 4021 | 3 |

Table 2.8: Comparison of algorithms used for QAPLIB instances

| name | size | Ro-TS | GEN | GRASP | SIM | RandLS-Sim | RandLS-Tabu |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| bur26b | 26 |  |  | $\checkmark$ |  | Y | Y |
| bur26c | 26 |  |  | $\checkmark$ |  | Y | Y |
| bur26d | 26 |  |  | $\checkmark$ |  | Y | Y |
| bur26e | 26 |  |  | $\checkmark$ |  | Y | Y |
| bur26f | 26 |  |  | $\checkmark$ |  | Y | Y |
| bur26g | 26 |  |  | $\checkmark$ |  | Y | Y |
| bur26h | 26 |  |  | $\checkmark$ |  | Y | Y |
| esc32a | 32 | $\checkmark$ |  | Y |  | Y | Y |
| esc32b | 32 | $\checkmark$ |  | Y |  | Y | Y |
| esc32c | 32 |  |  | Y | $\checkmark$ | Y | Y |
| esc32d | 32 | $\checkmark$ |  | Y |  | Y | Y |
| esc32h | 32 | $\checkmark$ |  | Y |  | Y | Y |
| esc64a | 64 |  |  | Y | $\checkmark$ | Y | Y |
| esc128 | 128 |  |  | $\checkmark$ |  | Y | Y |
| sko42 | 42 | $\checkmark$ |  |  | N | Y | Y |
| sko49 | 49 | $\checkmark$ |  |  | N | N | Y |
| sko56 | 56 | $\checkmark$ |  |  | N | Y | Y |
| sko64 | 64 | $\checkmark$ |  |  | N | Y | Y |
| sko72 | 72 | $\checkmark$ |  |  | N | N | N |
| sko81 | 81 |  | $\checkmark$ |  | N | Y | N |
| sko90 | 90 | $\checkmark$ |  |  | N | N | N |
| sko100a | 100 |  | $\checkmark$ |  |  | N | N |
| sko100b | 100 |  | $\checkmark$ |  |  | N | N |
| sko100c | 100 |  | $\checkmark$ |  |  | N | N |
| sko100d | 100 |  | $\checkmark$ |  |  | N | N |
| sko100e | 100 |  | $\checkmark$ |  |  | N | N |
| sko100f | 100 |  | $\checkmark$ |  |  | N | N |
| tai25a | 25 | $\checkmark$ |  |  |  | N | N |
| tai30a | 30 | $\checkmark$ |  |  |  | N | Y |
| tai30b | 30 | $\checkmark$ |  |  |  | Y | N |
| tai35a | 35 | $\checkmark$ |  |  |  | N | Y |
| tai35b | 35 | $\checkmark$ |  |  |  | Y | N |
| tai40b | 40 | $\checkmark$ |  |  |  | Y | N |
| tai50a | 50 |  | $\checkmark$ |  |  | N | N |
| tai50b | 50 | $\checkmark$ |  |  |  | N | N |
| tai60a | 60 | $\checkmark$ | N |  |  | N | N |
| tai60b | 60 | $\checkmark$ |  |  |  | N | N |
| tai64c | 64 | $\checkmark$ |  |  |  | Y | Y |
| tai80a | 80 | $\checkmark$ | N |  |  | N | N |
| tai80b | 80 | $\checkmark$ |  |  |  | N | N |
| tai100b | 100 | $\checkmark$ |  |  |  | N | N |
| tai150b | 150 |  | $\checkmark$ |  |  | N | N |
| tho40 | 40 |  |  |  | $\checkmark$ | N | N |
| tho150 | 150 |  |  |  | $\checkmark$ | N | N |
| wil50 | 50 | Y |  |  | $\checkmark$ | Y | Y |
| wil100 | 100 | N | $\checkmark$ |  | N | Y | Y |

## Chapter 3

## Theory and Algorithms on Three Dimensional Assignment Problem

The general 3AP, as discussed in Chapter 1, is NP-hard to solve to optimality and approximate. Some polynomially solvable special cases were discussed in Chapter 1 as well as approximation algorithms for special cases. The theoretical contents of this chapter include new special cases and approximation algorithms for special cases. The most notable special case is the constant $3 A P$ where any feasible solution is optimal. We provide necessary and sufficient conditions for an instance to be a constant 3AP and extend the result to MAP. We then present heuristic algorithms for the general 3AP in order to obtain near optimal solutions in reasonable time and present computational results. Two of our three algorithms outperform the most successful heuristics in the literature in terms of solution quality.

### 3.1 Polynomially Solvable Special Cases

In this section we introduce new special cases of 3AP which can be solved in polynomial time.

### 3.1.1 Constant 3AP

Let $G=K_{n}$ be the complete graph on $n$ nodes. Associate a cost $c_{i j}$ for each edge $(i, j)$ of $G$. A Hamiltonian cycle (tour) $H$ of $G$ is a cycle that visits all the nodes in $G$ exactly once. The cost of a tour $H$ is given by $c(H)=\sum_{(i, j) \in H} c_{i j}$. The Traveling Salesman Problem
(TSP) is the problem of finding the tour with minimum length.
Let $\pi_{n}^{k}$ denote the set of permutations on $n$ constituting the product of $k$ independent cycles. Each Hamiltonian tour $H$ is an element of $\pi_{n}^{1}$. The TSP can be formulated as

$$
\begin{equation*}
\min _{p \in \pi_{n}^{1}} \sum_{i=1}^{n} c_{i p(i)} \tag{3.1}
\end{equation*}
$$

Essentially TSP is a constrained version of AP where we only consider a specific subset of $\pi_{n}$, namely the cycles of length $n$.

Definition 3.1. The Traveling Salesman Problem (TSP) is called constant if every tour $\pi \in \pi_{n}^{1}$ has the same cost.

Theorem 3.1. (Gabovich [55]) The TSP is constant if and only if there exist real numbers $a_{1}, a_{2}, \ldots, a_{n}$ and $b_{1}, b_{2}, \ldots, b_{n}$ such that the cost matrix satisfies $c_{i j}=a_{i}+b_{j}$ for all $i, j=$ $1,2, \ldots, n$.

It is easy to verify the claim when $c_{i j}=a_{i}+b_{j}$. In this case every solution has a cost equal to $\sum_{i=1}^{n}\left(a_{i}+b_{i}\right)$. Gabovich proved the converse that if every solution has the same cost, then it must be possible to break up the costs $c_{i j}$ as a sum.

Corollary 3.2. The $A P$ is constant if and only if there exist real numbers $a_{1}, a_{2}, \ldots, a_{n}$ and $b_{1}, b_{2}, \ldots, b_{n}$ such that the cost matrix satisfies $c_{i j}=a_{i}+b_{j}$ for all $i, j=1,2, \ldots, n$.

Proof. Since all permutations $\pi \in \pi_{n}$ have the same cost in AP, so do all permutations $\pi \in \pi_{n}^{1}$. Considering only the permutations $\pi \in \pi_{n}^{1}$ reduces the AP to an instance of TSP. Apply Theorem (3.1).

We next present an alternative proof of Corollary (3.2) which will be extended to higher dimensions later in this chapter. The following definition will prove useful for our discussion.

Definition 3.2. Given two vectors $\left(i_{1}, j_{1}\right)$ and $\left(i_{2}, j_{2}\right)$ in AP, a 2-exchange on these two vectors results in the vectors $\left(i_{2}, j_{1}\right)$ and $\left(i_{1}, j_{2}\right)$.

Proof. If $c_{i j}=a_{i}+b_{j}$ for all $i, j=1,2, \ldots, n$, then any feasible solution has a cost equal to $\sum_{i=1}^{n}\left(a_{i}+b_{i}\right)$. For the converse, given an instance $A P$ and the cost matrix $C$, define a new problem $A P^{\prime}$ and a matrix $C^{\prime}$ such that

$$
\begin{equation*}
c_{i j}^{\prime}=c_{i j}-c_{i n}-c_{n j} \tag{3.2}
\end{equation*}
$$

Note that the above transformation does not change the optimal solution of problems $A P$ and $A P^{\prime}$ in the sense that any optimal solution to $A P$ is optimal for $A P^{\prime}$ and vice-versa, although the transformation may change the optimal cost.

If at least one index is equal to $n$, then equation (3.2) yields the following results

$$
\begin{align*}
c_{i n}^{\prime} & =c_{i n}-c_{i n}-c_{n n}
\end{align*}=-c_{n n}, c_{n n}=-c_{n n} .
$$

Hence if $i, j$ or both are equal to $n$, then $c_{i j}^{\prime}=-c_{n n}$. We next prove that if $i, j \neq n$, then $c_{i j}^{\prime}=-c_{n n}$ as well.

Consider any edge $(i, j)$ where $i, j \neq n$ (the case where $i$ and $j$ are equal is allowed). Let $S$ be a solution of $A P^{\prime}$ where the edges $(i, j),(n, n) \in S$. By Definition (3.2), a 2 -exchange of the two vectors $(i, j)$ and $(n, n)$ produces the vectors $(n, j)$ and $(i, n)$. Since any solution to $A P^{\prime}$ is optimal and this 2-exchange does not affect other vectors in $S$, we have

$$
\begin{aligned}
c_{i j}^{\prime}+c_{n n}^{\prime} & =c_{n j}^{\prime}+c_{i n}^{\prime} \\
c_{i j}^{\prime}-c_{n n} & =-c_{n n}-c_{n n} \quad \text { by }(3.3) \\
c_{i j}^{\prime} & =-c_{n n}
\end{aligned}
$$

Therefore, combining this result with equation (3.3) shows that

$$
\begin{equation*}
c_{i j}^{\prime}=-c_{n n} \quad \text { for all } i, j=1, \ldots, n \tag{3.4}
\end{equation*}
$$

We next construct the numbers $a_{i}, b_{i}$ for $i=1, \ldots, n$. Let $a_{n}=0$ and $b_{n}=c_{n n}$. Compute the real numbers $a_{1}, \ldots, a_{n-1}$ by letting

$$
\begin{align*}
c_{1 n} & =a_{1}+b_{n} \\
c_{2 n} & =a_{2}+b_{n} \\
& \vdots  \tag{3.5}\\
c_{n-1, n} & =a_{n-1}+b_{n}
\end{align*}
$$

Compute the real numbers $b_{1}, \ldots, b_{n-1}$ by letting

$$
\begin{align*}
c_{n 1} & =b_{1} \\
c_{n 2} & =b_{2} \\
& \vdots  \tag{3.6}\\
c_{n, n-1} & =b_{n-1}
\end{align*}
$$

We next prove that the seqeunces $A$ and $B$ obtained above satisfy $c_{i j}=a_{i}+b_{j}$ for all $i, j=1, \ldots, n$. Consider

$$
\begin{aligned}
c_{i j}^{\prime} & =c_{i j}-c_{i n}-c_{n j} & & \text { by }(3.2) \\
-c_{n n} & =c_{i j}-\left(a_{i}+b_{n}\right)-b_{j} & & \text { by }(3.4),(3.5) \text { and (3.6) } \\
-b_{n} & =c_{i j}-a_{i}-b_{n}-b_{j} & & \\
c_{i j} & =a_{i}+b_{j} & & \text { for all } i, j=1, \ldots, n
\end{aligned}
$$

We now extend Corollary (3.2) to 3AP. We first define the notion of 2-exchange in 3AP.
Definition 3.3. Given two vectors $\left(i_{1}, j_{1}, k_{1}\right)$ and $\left(i_{2}, j_{2}, k_{2}\right)$ in 3AP, a 2-exchange can be obtained in three different ways:

1. A 2-exchange on the first coordinates leads to the vectors $\left(i_{2}, j_{1}, k_{1}\right)$ and $\left(i_{1}, j_{2}, k_{2}\right)$.
2. A 2-exchange on the second coordinates leads to the vectors $\left(i_{1}, j_{2}, k_{1}\right)$ and $\left(i_{2}, j_{1}, k_{2}\right)$.
3. A 2-exchange on the third coordinates leads to the vectors $\left(i_{1}, j_{1}, k_{2}\right)$ and $\left(i_{2}, j_{2}, k_{1}\right)$.

Theorem 3.3. The $3 A P$ with $n \geq 3$ (i.e. $|K| \geq 3$ ) is constant if and only if there exist real numbers $a_{1}, a_{2}, \ldots, a_{n}, b_{1}, b_{2}, \ldots, b_{n}$ and $d_{1}, d_{2}, \ldots, d_{n}$ such that the cost matrix satisfies $c_{i j k}=a_{i}+b_{j}+d_{k}$ for all $i, j, k=1,2, \ldots, n$.

Proof. If $c_{i j k}=a_{i}+b_{j}+d_{k}$ for all $i, j, k=1,2, \ldots, n$, then any feasible solution has a cost equal to $\sum_{i=1}^{n}\left(a_{i}+b_{i}+d_{i}\right)$. Hence any feasible solution is optimal. For the converse, given an instance $3 A P$ and the cost matrix $C$, define a new problem $3 A P^{\prime}$ and a matrix $C^{\prime}$ such that

$$
\begin{equation*}
c_{i j k}^{\prime}=c_{i j k}-c_{i n n}-c_{n j n}-c_{n n k} \tag{3.7}
\end{equation*}
$$

Note that the above transformation does not change the optimal solution of problems $3 A P$ and $3 A P^{\prime}$ in the sense that any optimal solution to $3 A P$ is optimal for $3 A P^{\prime}$ and vice-versa, although the transformation may change the optimal cost.

If at least two indices are equal to $n$, then equation (3.7) yields the following results

$$
\begin{align*}
c_{i n n}^{\prime} & =c_{i n n}-c_{i n n}-c_{n n n}-c_{n n n} \\
c_{n j n}^{\prime} & =-2 c_{n n n}  \tag{3.8}\\
c_{n n k}^{\prime}-c_{n n n}-c_{n j n}-c_{n n n} & =-2 c_{n n n} \\
c_{n n n}^{\prime} & =c_{n n k}-c_{n n n}-c_{n n n}-c_{n n k}
\end{align*}=-2 c_{n n n}-c_{n n n}-c_{n n n}-c_{n n n}=-2 c_{n n n} .
$$

Hence if at least two of $i, j, k$ are equal to $n$, then $c_{i j k}^{\prime}=-2 c_{n n n}$.
Consider the case where no index is equal to $n$. Let $S_{1}$ be a solution of $3 A P^{\prime}$ where $(i, j, k),(n, n, n) \in S_{1}$ and $i, j, k \neq n$. By Definition (3.3), a 2 -exchange of these two vectors on first coordinates produces the vectors $(n, j, k)$, and $(i, n, n)$. Since any solution to $3 A P^{\prime}$ is optimal and this 2-exchange does not affect other vectors in $S_{1}$, we have

$$
\begin{aligned}
c_{i j k}^{\prime}+c_{n n n}^{\prime} & =c_{n j k}^{\prime}+c_{i n n}^{\prime} \\
c_{i j k}^{\prime}-2 c_{n n n} & =c_{n j k}^{\prime}-2 c_{n n n} \quad \text { by }(3.8) \\
c_{i j k}^{\prime} & =c_{n j k}^{\prime}
\end{aligned}
$$

Similarly, if given vectors $(i, j, k)$ and $(n, n, n)$ we perform a 2 -exchange on second or third coordinates instead, then the result is

$$
c_{i j k}= \begin{cases}c_{i n k}^{\prime} & \text { if 2-exchange on second coordinates } \\ c_{i j n}^{\prime} & \text { if 2-exchange on third coordinates }\end{cases}
$$

Therefore

$$
\begin{equation*}
c_{i j k}^{\prime}=c_{n j k}^{\prime}=c_{i n k}^{\prime}=c_{i j n}^{\prime} \quad \text { for all } i, j, k \neq n \tag{3.9}
\end{equation*}
$$

Consider the case where exactly one index is equal to $n$. Let $S_{2}$ be a solution of $3 A P^{\prime}$ such that the vectors $(n, j, k),(i, n, v) \in S_{2}$, where $i, j, k, v \neq n$ and $v \neq k$. Such a $v \in K$ exists as $|K| \geq 3$ by the theorem assumption. Performing a 2 -exchange on index $j$ produces the vectors $(n, n, k)$ and $(i, j, v)$. Since any solution to $3 A P^{\prime}$ is optimal and this 2 -exchange does not affect other vectors in $S_{2}$, we have

$$
\begin{equation*}
c_{i n v}^{\prime}+c_{n j k}^{\prime}=c_{n n k}^{\prime}+c_{i j v}^{\prime} \tag{3.10}
\end{equation*}
$$

Substituting $c_{i n v}^{\prime}=c_{i j v}^{\prime}$ from equation (3.9) into (3.10) gives

$$
\begin{equation*}
c_{n j k}^{\prime}=c_{n n k}^{\prime}=-2 c_{n n n} \quad \text { by (3.8) } \tag{3.11}
\end{equation*}
$$

Combining equations (3.8), (3.9) and (3.11) proves that

$$
\begin{equation*}
c_{i j k}^{\prime}=-2 c_{n n n} \quad \text { for all } i, j, k=1, \ldots, n \tag{3.12}
\end{equation*}
$$

Hence all entries in $C^{\prime}$ are equal to $-2 c_{n n n}$. We next construct the numbers $a_{i}, b_{i}, d_{i}$ for $i=1, \ldots, n$. Let $a_{n}=b_{n}=0$ and $d_{n}=c_{n n n}$. Compute the real numbers $a_{1}, \ldots, a_{n-1}$ by
letting

$$
\begin{align*}
c_{1 n n} & =a_{1}+d_{n} \\
c_{2 n n} & =a_{2}+d_{n}  \tag{3.13}\\
& \vdots \\
c_{n-1, n, n} & =a_{n-1}+d_{n}
\end{align*}
$$

Compute the real numbers $b_{1}, \ldots, b_{n-1}$ by letting

$$
\begin{align*}
c_{n 1 n} & =b_{1}+d_{n} \\
c_{n 2 n} & =b_{2}+d_{n}  \tag{3.14}\\
& \vdots \\
c_{n, n-1, n} & =b_{n-1}+d_{n}
\end{align*}
$$

Compute the real numbers $d_{1}, \ldots, d_{n-1}$ by letting

$$
\begin{align*}
c_{n n 1} & =d_{1} \\
c_{n n 2} & =d_{2}  \tag{3.15}\\
& \vdots \\
c_{n, n, n-1} & =d_{n-1}
\end{align*}
$$

We next prove that the sequences $A, B$ and $D$ obtained above satisfy $c_{i j k}=a_{i}+b_{j}+d_{k}$ for all $i, j, k=1, \ldots, n$. Consider

$$
\begin{aligned}
c_{i j k}^{\prime} & =c_{i j k}-c_{i n n}-c_{n j n}-c_{n n k} & & \text { by }(3.7) \\
-2 c_{n n n} & =c_{i j k}-\left(a_{i}+d_{n}\right)-\left(b_{j}+d_{n}\right)-d_{k} & & \text { by (3.12) to (3.15) } \\
-2 d_{n} & =c_{i j k}-a_{i}-b_{j}-d_{k}-2 d_{n} & & \\
c_{i j k} & =a_{i}+b_{j}+d_{k} & &
\end{aligned}
$$

We remark that the condition $n \geq 3$ in Theorem (3.3) is necessary as we can provide a counter-example for $n=2$. Consider the 3AP with $n=2$ and cost matrix defined as

$$
c_{i j k}= \begin{cases}0 & \text { if } 2 \text { or } 3 \text { indices are equal to } 2 \\ 1 & \text { if } 0 \text { or } 1 \text { indices are equal to } 2\end{cases}
$$

All possible feasible solutions of the above 3AP can be listed as

$$
\begin{align*}
& (1,1,1) \text { and }(2,2,2)  \tag{3.16}\\
& (1,1,2) \text { and }(2,2,1)  \tag{3.17}\\
& (1,2,2) \text { and }(2,1,1)  \tag{3.18}\\
& (1,2,1) \text { and }(2,1,2) \tag{3.19}
\end{align*}
$$

It is an easy exercise to show that any feasible solution has cost equal to 1 . If there exist $a_{1}, a_{2}, b_{1}, b_{2}, d_{1}, d_{2}$ such that $c_{i j k}=a_{i}+b_{j}+d_{k}$, then

$$
\begin{align*}
c_{111} & =a_{1}+b_{1}+d_{1}  \tag{3.20}\\
c_{112} & =a_{1}+b_{1}+d_{2}  \tag{3.21}\\
c_{121} & =a_{1}+b_{2}+d_{1}  \tag{3.22}\\
c_{211} & =a_{2}+b_{1}+d_{1} \tag{3.23}
\end{align*}
$$

Since $c_{111}=c_{112}=c_{121}=c_{211}=1$, comparing equations (3.20) and (3.21) shows that $d_{1}=d_{2}$. Similarly, comparing equations (3.20) and (3.22) leads to $b_{1}=b_{2}$. Finally, equations (3.20) and (3.23) yield $a_{1}=a_{2}$. Since $c_{222}=a_{2}+b_{2}+d_{2}$, we get $c_{222}=a_{1}+b_{1}+d_{1}=c_{111}$, which is impossible since $c_{222}=0$ but $c_{111}=1$.

### 3.1.2 Constant MAP

In this section we generalize Theorem (3.3) to any MAP with $d, n \geq 3$, where $d$ is the dimension and $n$ is the number of elements in each independent set.

Theorem 3.4. The MAP with $d \geq 3$ and $n \geq 3$ is constant if and only if there exist real sequences $a^{(1)}, a^{(2)}, \ldots, a^{(d)}$ such that the cost matrix satisfies $c_{i_{1}, i_{2}, \ldots, i_{d}}=a_{i_{1}}^{(1)}+a_{i_{2}}^{(2)}+\cdots+a_{i_{d}}^{(d)}$ for all $i_{1}, i_{2}, \ldots, i_{d}=1,2, \ldots, n$.
Proof. If $c_{i_{1}, i_{2}, \ldots, i_{d}}=a_{i_{1}}^{(1)}+a_{i_{2}}^{(2)}+\cdots+a_{i_{d}}^{(d)}$ for all $i_{1}, i_{2}, \ldots, i_{d}=1,2, \ldots, n$, then any feasible solution has a cost equal to $\sum_{i=1}^{n}\left(a_{i}^{(1)}+a_{i}^{(2)}+\cdots+a_{i}^{(d)}\right)$. For the converse, given an instance $M A P$ and the cost matrix $C$, define a new problem $M A P^{\prime}$ and a matrix $C^{\prime}$ such that

$$
\begin{equation*}
c_{i_{1}, i_{2}, \ldots, i_{d}}^{\prime}=c_{i_{1}, i_{2}, \ldots, i_{d}}-c_{i_{1}, n, \ldots, n}-c_{n, i_{2}, n, \ldots, n}-\cdots-c_{n, \ldots, n, i_{d}} \tag{3.24}
\end{equation*}
$$

Note that the above transformation does not change the optimal solution of problems $M A P$ and $M A P^{\prime}$ in the sense that any optimal solution to $M A P$ is optimal for $M A P^{\prime}$ and vice-versa, although the transformation may change the optimal cost.

If at least $d-1$ indices are equal to $n$, then equation (3.24) yields the following results

$$
\begin{array}{rlrl}
c_{i_{1}, n, \ldots, n}^{\prime} & =c_{i_{1}, n, \ldots, n}-c_{i_{1}, n, \ldots, n}-\underbrace{c_{n, \ldots, n}-\cdots-c_{n, \ldots, n}}_{d-1 \text { times }} & =-(d-1) c_{n, \ldots, n} \\
c_{n, i_{2}, n, \ldots, n}^{\prime} & =c_{n, i_{2}, n, \ldots, n}-c_{n, \ldots, n}-c_{n, i_{2}, n, \ldots, n}-\cdots-c_{n, \ldots, n} & =-(d-1) c_{n, \ldots, n}  \tag{3.25}\\
& \vdots \\
c_{n, \ldots, n, i_{d}}^{\prime} & =c_{n, \ldots, n, i_{d}}-c_{n, \ldots, n}-\cdots-c_{n, \ldots, n}-c_{n, \ldots, n, i_{d}} & =-(d-1) c_{n, \ldots, n} \\
c_{n, \ldots, n}^{\prime} & =c_{n, \ldots, n}-c_{n, \ldots, n}-\cdots-c_{n, \ldots, n} & =-(d-1) c_{n, \ldots, n}
\end{array}
$$

Hence if at least $d-1$ indices are equal to $n$, then $c_{i_{1}, i_{2}, \ldots, i_{d}}^{\prime}=-(d-1) c_{n, \ldots, n}$.
Consider the case where no index is equal to $n$. Let $S_{1}$ be a solution of $M A P^{\prime}$ where the vectors $\left(i_{1}, i_{2}, \ldots, i_{d}\right),(n, \ldots, n) \in S_{1}$ and $i_{1}, i_{2}, \ldots, i_{d} \neq n$. A 2 -exchange of these two vectors on first coordinates produces the vectors $\left(n, i_{2}, \ldots, i_{d}\right)$ and $\left(i_{1}, n, \ldots, n\right)$. Since any solution to $M A P^{\prime}$ is optimal and this 2 -exchange does not affect other vectors in $S_{1}$, we have

$$
\begin{aligned}
c_{i_{1}, i_{2}, \ldots, i_{d}}^{\prime}+c_{n, \ldots, n}^{\prime} & =c_{n, i_{2}, \ldots, i_{d}}^{\prime}+c_{i_{1}, n, \ldots, n}^{\prime} \\
c_{i_{1}, i_{2}, \ldots, i_{d}}^{\prime}-(d-1) c_{n, \ldots, n} & =c_{n, i_{2}, \ldots, i_{d}}^{\prime}-(d-1) c_{n, \ldots, n} \quad \text { by }(3.25) \\
c_{i_{1}, i_{2}, \ldots, i_{d}}^{\prime} & =c_{n, i_{2}, \ldots, i_{d}}^{\prime}
\end{aligned}
$$

Similarly, by performing different 2 -exchanges on $\left(i_{1}, i_{2}, \ldots, i_{d}\right)$ and $(n, \ldots, n)$ we obtain

$$
\begin{equation*}
c_{i_{1}, i_{2}, \ldots, i_{d}}^{\prime}=c_{n, i_{2}, \ldots, i_{d}}^{\prime}=c_{i_{1}, n, i_{3}, \ldots, i_{d}}^{\prime}=\cdots=c_{i_{1}, i_{2}, \ldots i_{d-1}, n}^{\prime} \quad \text { for all } i_{1}, \ldots, i_{d} \neq n \tag{3.26}
\end{equation*}
$$

Suppose the $r$-th coordinate of an element $c_{i_{1}, i_{2}, \ldots, i_{r}, \ldots, i_{d}}^{\prime}$ is not equal to $n$ (i.e. $i_{r} \neq n$ ). We next prove that we can replace the $r$-th coordinate by $n$ so that

$$
\begin{equation*}
c_{i_{1}, i_{2}, \ldots, i_{r-1}, i_{r}, i_{r+1}, \ldots, i_{d}}^{\prime}=c_{i_{1}, i_{2}, \ldots, i_{r-1}, n, i_{r+1}, \ldots, i_{d}}^{\prime} \tag{3.27}
\end{equation*}
$$

Let $I_{1}, I_{2}, \ldots, I_{d}$ denote the independent sets in $M A P$. Choose numbers $j_{1}, j_{2}, \ldots, j_{d}$ such that

$$
\begin{aligned}
& j_{r}=n \\
& j_{s} \in I_{s}-\left\{i_{s}, n\right\} \quad \text { for } s=1, \ldots, d \text { and } s \neq r
\end{aligned}
$$

Each $j_{s}$ as defined above exists since $\left|I_{s}\right| \geq 3$. Let $S_{2}$ be a solution to $M A P^{\prime}$ where

$$
\left(i_{1}, i_{2}, \ldots, i_{d}\right),\left(j_{1}, j_{2}, \ldots, j_{d}\right) \in S
$$

A 2-exchange of these two vectors on $r$-th coordinates produces the vectors

$$
\begin{aligned}
& \left(i_{1}, i_{2}, \ldots, i_{r-1}, n, i_{r+1}, \ldots, i_{d}\right) \quad \text { and } \\
& \left(j_{1}, j_{2}, \ldots, j_{r-1}, i_{r}, j_{r+1}, \ldots, j_{d}\right)
\end{aligned}
$$

Since any solution to $M A P^{\prime}$ is optimal and this 2-exchange does not affect other vectors in $S_{2}$, we have

$$
\begin{align*}
c_{i_{1}, i_{2}, \ldots, i_{r-1}, i_{r}, i_{r+1}, \ldots, i_{d}}^{\prime} & +c_{j_{1}, j_{2}, \ldots, j_{r-1}, n, j_{r+1}, \ldots, j_{d}}^{\prime}  \tag{3.28}\\
=c_{i_{1}, i_{2}, \ldots, i_{r-1}, n, i_{r+1}, \ldots, i_{d}}^{\prime} & +c_{j_{1}, j_{2}, \ldots, j_{r-1}, i_{r}, j_{r+1}, \ldots, j_{d}}^{\prime}
\end{align*}
$$

Equation (3.26) indicates that in equation (3.28) we have

$$
\begin{equation*}
c_{j_{1}, j_{2}, \ldots, j_{r-1}, i_{r}, j_{r+1}, \ldots, j_{d}}^{\prime}=c_{j_{1}, j_{2}, \ldots, j_{r-1}, n, j_{r+1}, \ldots, j_{d}}^{\prime} \tag{3.29}
\end{equation*}
$$

Therefore, substituting equation (3.29) in (3.28) leads to

$$
c_{i_{1}, i_{2}, \ldots, i_{r-1}, i_{r}, i_{r+1}, \ldots, i_{d}}^{\prime}=c_{i_{1}, i_{2}, \ldots, i_{r-1}, n, i_{r+1}, \ldots, i_{d}}^{\prime}
$$

which asserts the claim (3.27).
Equation (3.27) states that one can start with any element of $C^{\prime}$ and iteratively replace the coordinates not equal to $n$ with $n$ in at most $d$ steps. Since the subsequent values are equal, we have

$$
\begin{equation*}
c_{i_{1}, i_{2}, \ldots, i_{d}}^{\prime}=c_{n, n, \ldots, n}^{\prime}=-(d-1) c_{n, \ldots, n} \quad \text { for all } i_{1}, \ldots, i_{d}=1, \ldots, n \tag{3.30}
\end{equation*}
$$

We next construct the sequences $a^{(1)}, a^{(2)}, \ldots, a^{(d)}$. Let $a_{n}^{(1)}=a_{n}^{(2)}=\cdots=a_{n}^{(d-1)}=0$ and $a_{n}^{(d)}=c_{n, n, \ldots, n}$. For all $r=1, \ldots, d-1$ and all $i_{r}=1, \ldots, n$, compute the $r$-th sequence $a^{(r)}$ by letting

$$
\begin{equation*}
c_{n, \ldots, n, i_{r}, n, \ldots, n}=a_{i_{r}}^{(r)}+a_{n}^{(d)} \tag{3.31}
\end{equation*}
$$

Compute $a^{(d)}$ by letting $a_{i_{d}}^{(d)}=c_{n, n, \ldots, n, i_{d}}$ for all $i_{d}=1, \ldots, n$. It remains to show that $c_{i_{1}, i_{2}, \ldots, i_{d}}=a_{i_{1}}^{(1)}+a_{i_{2}}^{(2)}+\cdots+a_{i_{d}}^{(d)}$ for all $i_{1}, i_{2}, \ldots, i_{d}=1,2, \ldots, n$. Consider

$$
\begin{aligned}
c_{i_{1}, i_{2}, \ldots, i_{d}}^{\prime} & =c_{i_{1}, i_{2}, \ldots, i_{d}}-c_{i_{1}, n, \ldots, n}-c_{n, i_{2}, n, \ldots, n}-\cdots-c_{n, n, \ldots, i_{d-1}, n}-c_{n, \ldots, n, i_{d}} \\
-(d-1) c_{n, \ldots, n} & =c_{i_{1}, i_{2}, \ldots, i_{d}}-\left(a_{i_{1}}^{(1)}+a_{n}^{(d)}\right)-\left(a_{i_{2}}^{(2)}+a_{n}^{(d)}\right)-\cdots-\left(a_{i_{d-1}}^{(d-1)}+a_{n}^{(d)}\right)-a_{i_{d}}^{(d)} \\
-(d-1) c_{n, \ldots, n} & =c_{i_{1}, i_{2}, \ldots, i_{d}}-\left(a_{i_{1}}^{(1)}+a_{i_{2}}^{(2)}+\cdots+a_{i_{d}}^{(d)}\right)-(d-1) c_{n, \ldots, n} \\
c_{i_{1}, i_{2}, \ldots, i_{d}} & =a_{i_{1}}^{(1)}+a_{i_{2}}^{(2)}+\cdots+a_{i_{d}}^{(d)}
\end{aligned}
$$

### 3.1.3 Other Special Cases

Consider formulation (1.14) of 3AP. We may also reformulate this problem as

$$
\begin{equation*}
\min _{p, r \in \pi_{n}} \sum_{i=1}^{n} c_{i, p(i), r(p(i))} \tag{3.32}
\end{equation*}
$$

The relationship between formulations (1.14) and (3.32) is that $q=r \circ p$. Note that $p$ is a permutation that maps $I$ to $J, r$ maps $J$ to $K$ and $q$ maps $I$ to $K$. The following theorem addresses the case where $c_{i j k}=a_{i}+b_{j}+d_{j k}$ for all $i, j, k=1, \ldots, n$ and $a_{i}, b_{j}, d_{j k}$ are arbitrary numbers.

Theorem 3.5. The $3 A P$ cost matrix with $n \geq 3$ can be decomposed as $c_{i j k}=a_{i}+b_{j}+d_{j k}$ if and only if any specific permutation $r$ leads to solutions with the same cost regardless of $p$ (i.e. the cost of a solution depends only on the permutation $r$ ).

Proof. Suppose that $c_{i j k}=a_{i}+b_{j}+d_{j k}$ for every $i, j, k=1, \ldots, n$. Then for a fixed $r^{*} \in \pi_{n}$ and any $p \in \pi_{n}$ we have

$$
\begin{align*}
\sum_{i=1}^{n} c_{i, p(i), r^{*}(p(i))} & =\sum_{i=1}^{n}\left(a_{i}+b_{p(i)}+d_{p(i), r^{*}(p(i))}\right)  \tag{3.33}\\
& =\sum_{i=1}^{n} a_{i}+\sum_{i=1}^{n} b_{p(i)}+\sum_{i=1}^{n} d_{p(i), r^{*}(p(i))}  \tag{3.34}\\
& =\sum_{i=1}^{n} a_{i}+\sum_{i=1}^{n} b_{i}+\sum_{i=1}^{n} d_{p(i), r^{*}(p(i))}  \tag{3.35}\\
& =\sum_{i=1}^{n} a_{i}+\sum_{i=1}^{n} b_{i}+\sum_{i=1}^{n} d_{i, r^{*}(i)} \tag{3.36}
\end{align*}
$$

Equation (3.35) follows from (3.34) since $p$ is a permutation and omitting $p$ merely changes the order of terms in the summation. Similarly, equation (3.36) follows from (3.35). Note that given $r^{*}$, equation (3.36) is a constant regardless of $p$. This also shows that if $r^{*}$ is not fixed, then the optimal solution to 3AP reduces to solving the assignment problem in equation (3.36).

Conversely, suppose that any specific $r$ leads to solutions with the same cost regardless of $p$. Fix a permutation $r^{*}$ and reduce 3AP to an instance of AP with the cost matrix $e_{i j}=c_{i j r^{*}(j)}$ as per equation (1.34). Then the AP instance has the property that any permutation yields the same cost. Therefore, by Corollary (3.2), there exist real numbers
$a_{1}, a_{2}, \ldots, a_{n}$ and $b_{1}, b_{2}, \ldots, b_{n}$ such that $e_{i j}=a_{i}+b_{j}$ for all $i, j=1, \ldots, n$. Thus

$$
\begin{equation*}
c_{i j r^{*}(j)}=a_{i}+b_{j} \quad \text { for all } i, j=1, \ldots, n \tag{3.37}
\end{equation*}
$$

We next construct the elements $d_{j k}$. Equation (3.37) indicates that we may let $d_{j r^{*}(j)}=0$ for all $j=1, \ldots, n$. We obtain the remaining elements $d_{j k}$ by letting

$$
\begin{equation*}
c_{n j k}=a_{n}+b_{j}+d_{j k} \quad \text { for all } j, k=1, \ldots, n \tag{3.38}
\end{equation*}
$$

Note that in equation (3.38) if $k=r^{*}(j)$, then $d_{j r^{*}(j)}=0$ as expected. It remains to show that $c_{i j k}=a_{i}+b_{j}+d_{j k}$ for any $i \neq n$ and any $j, k=1,2, \ldots, n$. Choose an arbitrary vector $(i, j, k)$ such that $i \neq n$. We may assume that $k \neq r^{*}(j)$; otherwise equation (3.37) applies. Let $k=r^{*}(u)$ for some $u \in J-\{j\}$. Choose an arbitrary $j^{\prime} \in J-\{j, u\}$. Such a $j^{\prime}$ exists since $n \geq 3$ by assumption. Note that $k \neq r^{*}(j), r^{*}\left(j^{\prime}\right)$.

Let $S_{1}$ be a solution of 3AP where $(i, j, k),\left(n, j^{\prime}, r^{*}\left(j^{\prime}\right)\right) \in S_{1}$ and the permutation $r$ in $S_{1}$ for the remaining elements in $J$ is arbitrary. A 2-exchange of these two vectors on first coordinates produces the vectors $(n, j, k)$ and $\left(i, j^{\prime}, r^{*}\left(j^{\prime}\right)\right)$. Since the cost of a solution only depends on the permutation $r$ and this 2-exchange does not affect other vectors in $S_{1}$, we have

$$
\begin{aligned}
c_{i j k}+c_{n j^{\prime} r^{*}\left(j^{\prime}\right)} & =c_{n j k}+c_{i j^{\prime} r^{*}\left(j^{\prime}\right)} \\
c_{i j k}+\left(a_{n}+b_{j^{\prime}}\right) & =\left(a_{n}+b_{j}+d_{j k}\right)+\left(a_{i}+b_{j^{\prime}}\right) \quad \text { by }(3.37) \text { and (3.38) } \\
c_{i j k} & =a_{i}+b_{j}+d_{j k}
\end{aligned}
$$

We remark that the condition $n \geq 3$ in Theorem (3.5) is necessary as we can provide a counter-example for $n=2$. Suppose that an instance of 3AP has the property that for a given permutation $r$, the cost of a solution is constant regardless of $p$. Choose arbitrary real numbers $a_{1}, b_{1}, d_{11}$ such that $c_{111}=a_{1}+b_{1}+d_{11}$. Let $b_{2}$ be an arbitrary number. Then compute $a_{2}, d_{22}, d_{12}$ and $d_{21}$ by following the equations below in the order specified.

$$
\begin{aligned}
& c_{211}=a_{2}+b_{1}+d_{11} \\
& c_{122}=a_{1}+b_{2}+d_{22} \\
& c_{212}=a_{2}+b_{1}+d_{12} \\
& c_{221}=a_{2}+b_{2}+d_{21}
\end{aligned}
$$

The four possible feasible solutions are listed in (3.16) to (3.19). Since equations (3.16) and (3.18) share the same $r$, they have the same solution cost. Therefore

$$
\begin{aligned}
c_{111}+c_{222} & =c_{122}+c_{211} \\
a_{1}+b_{1}+d_{11}+c_{222} & =a_{1}+b_{2}+d_{22}+a_{2}+b_{1}+d_{11} \\
c_{222} & =a_{2}+b_{2}+d_{22}
\end{aligned}
$$

This shows that $c_{222}$ must satisfy $c_{222}=a_{2}+b_{2}+d_{22}$ as expected. Consider the cost of solutions (3.17) and (3.19). Since they share the same $r$ we must have

$$
\begin{align*}
c_{112}+c_{221} & =c_{121}+c_{212} \\
c_{112}+a_{2}+b_{2}+d_{21} & =c_{121}+a_{2}+b_{1}+d_{12} \\
c_{112} & =c_{121}+b_{1}-b_{2}+d_{12}-d_{21} \tag{3.39}
\end{align*}
$$

Let $c_{121}$ be an arbitrary number such that $c_{121} \neq a_{1}+b_{2}+d_{21}$. Then as long as $c_{112}$ satisfies equation (3.39) the 3AP instance has the same cost for a given $r$ regardless of $p$.

The following two theorems can be proven by a similar argument as Theorem (3.5).
Theorem 3.6. The $3 A P$ cost matrix with $n \geq 3$ can be decomposed as $c_{i j k}=a_{i j}+b_{j}+d_{k}$ if and only if any specific permutation $p$ leads to solutions with the same cost regardless of $r$.

Theorem 3.7. The 3AP cost matrix with $n \geq 3$ can be decomposed as $c_{i j k}=a_{i}+b_{j}+d_{i k}$ if and only if any specific permutation $q$ leads to solutions with the same cost regardless of $p$.

### 3.2 Approximation Algorithms

Consider the problems $T$ and $S$ in Section (1.8.2) where the cost matrix is defined by $t_{i j k}$ and $s_{i j k}$ respectively, where

$$
\begin{aligned}
t_{i j k} & =d_{i j}+d_{i k}+d_{j k} \\
s_{i j k} & =\min \left\{d_{i j}+d_{i k}, d_{i j}+d_{j k}, d_{i k}+d_{j k}\right\}
\end{aligned}
$$

If the distances satisfy the triangle inequality such that

$$
\begin{equation*}
d_{u v} \leq d_{u w}+d_{v w} \quad \forall u, v, w \in I \cup J \cup K \tag{3.40}
\end{equation*}
$$

then the problems are referred to as $T \triangle$ and $S \triangle$. The triangle inequality (3.40) can be generalized to the parameterized triangle inequality by the following.

Definition 3.4. For a parameter $\delta \geq \frac{1}{2}$, the parameterized triangle inequality is characterized by

$$
\begin{equation*}
d_{u v} \leq \delta\left(d_{u w}+d_{v w}\right) \quad \forall u, v, w \in I \cup J \cup K \tag{3.41}
\end{equation*}
$$

Note that $\delta=\frac{1}{2}$ forces $d_{u v}$ to be a constant for all $u, v \in I \cup J \cup K$ and $\delta<\frac{1}{2}$ is infeasible. If $\delta>1$, then the problem is said to satisfy a relaxed triangle inequality.

We refer to problems $T \triangle$ and $S \triangle$ that satisfy the parameterized triangle inequality in (3.41) as $T \triangle_{\delta}$ and $S \triangle_{\delta}$ respectively and provide approximation algorithms whose ratio is a function of $\delta$.

The proposed algorithm exploits the fact that $t_{i j k}=d_{i j}+d_{j k}+d_{i k}$, where $i \in I, j \in J, k \in$ $K$. The 3AP formulation (1.14) motivates us to let permutations $p, q$ and $r$ correspond to mappings from $I$ to $J, I$ to $K$ and $J$ to $K$ respectively as also described in Section (1.11.2). Note that $q=r \circ p$ and $r=q \circ p^{-1}$. Consider the following three separate problems.

$$
\begin{align*}
& \min _{p \in \pi_{n}} \sum_{i \in I} d_{i p(i)}  \tag{3.42}\\
& \min _{q \in \pi_{n}} \sum_{i \in I} d_{i q(i)}  \tag{3.43}\\
& \min _{r \in \pi_{n}} \sum_{j \in J} d_{j r(j)} \tag{3.44}
\end{align*}
$$

Consider the following algorithm.

[^1]Theorem 3.8. The solution Approx from Algorithm (3.1) satisfies

$$
\operatorname{cost}(\text { Approx }) \leq \frac{2}{3}(1+\delta) \operatorname{cost}(O P T)
$$

for any instance in $T \triangle_{\delta}$.

Proof. Let $F$ denote an optimal solution of a given $T \triangle_{\delta}$ instance. By equation (1.20) we have

$$
\begin{align*}
\operatorname{cost}\left(A_{1}\right) & =\sum_{(i, j, k) \in A_{1}}\left(d_{i j}+d_{j k}+d_{i k}\right)  \tag{3.45}\\
& =\sum_{(i, j, k) \in A_{1}} d_{i j}+\sum_{(i, j, k) \in A_{1}} d_{j k}+\sum_{(i, j, k) \in A_{1}} d_{i k}  \tag{3.46}\\
& \leq \sum_{(i, j, k) \in F} d_{i j}+\sum_{(i, j, k) \in F} d_{j k}+\sum_{(i, j, k) \in A_{1}} \delta\left(d_{i j}+d_{j k}\right)  \tag{3.47}\\
& =\sum_{(i, j, k) \in F} d_{i j}+\sum_{(i, j, k) \in F} d_{j k}+\delta \sum_{(i, j, k) \in A_{1}} d_{i j}+\delta \sum_{(i, j, k) \in A_{1}} d_{j k}  \tag{3.48}\\
& \leq \sum_{(i, j, k) \in F} d_{i j}+\sum_{(i, j, k) \in F} d_{j k}+\delta \sum_{(i, j, k) \in F} d_{i j}+\delta \sum_{(i, j, k) \in F} d_{j k}  \tag{3.49}\\
& =(1+\delta) \sum_{(i, j, k) \in F}\left(d_{i j}+d_{j k}\right) \tag{3.50}
\end{align*}
$$

Equation (3.47) follows from (3.46) since $A_{1}$ contains the optimal $p$ and $r$. The third summand in (3.47) is due to (3.41). Similarly equation (3.49) follows from (3.48) since $A_{1}$ contains the optimal $p$ and $r$. Therefore, since $\operatorname{cost}(\operatorname{Approx}) \leq \operatorname{cost}\left(A_{1}\right)$, we have

$$
\begin{equation*}
\operatorname{cost}(\text { Approx }) \leq(1+\delta) \sum_{(i, j, k) \in F}\left(d_{i j}+d_{j k}\right) \tag{3.51}
\end{equation*}
$$

Similarly we have

$$
\begin{aligned}
\operatorname{cost}\left(A_{2}\right) & =\sum_{(i, j, k) \in A_{2}}\left(d_{i j}+d_{j k}+d_{i k}\right) \\
& =\sum_{(i, j, k) \in A_{2}} d_{i j}+\sum_{(i, j, k) \in A_{2}} d_{j k}+\sum_{(i, j, k) \in A_{2}} d_{i k} \\
& \leq \sum_{(i, j, k) \in F} d_{i j}+\sum_{(i, j, k) \in A_{2}} \delta\left(d_{i j}+d_{i k}\right)+\sum_{(i, j, k) \in F} d_{i k} \\
& =\sum_{(i, j, k) \in F} d_{i j}+\delta \sum_{(i, j, k) \in A_{2}} d_{i j}+\delta \sum_{(i, j, k) \in A_{2}} d_{i k}+\sum_{(i, j, k) \in F} d_{i k} \\
& \leq \sum_{(i, j, k) \in F} d_{i j}+\delta \sum_{(i, j, k) \in F} d_{i j}+\delta \sum_{(i, j, k) \in F} d_{i k}+\sum_{(i, j, k) \in F} d_{i k} \\
& =(1+\delta) \sum_{(i, j, k) \in F}\left(d_{i j}+d_{i k}\right)
\end{aligned}
$$

and hence

$$
\begin{equation*}
\operatorname{cost}(\text { Approx }) \leq(1+\delta) \sum_{(i, j, k) \in F}\left(d_{i j}+d_{i k}\right) \tag{3.52}
\end{equation*}
$$

A similar argument for $\operatorname{cost}\left(A_{3}\right)$ shows that

$$
\begin{equation*}
\operatorname{cost}(\text { Approx }) \leq(1+\delta) \sum_{(i, j, k) \in F}\left(d_{i k}+d_{j k}\right) \tag{3.53}
\end{equation*}
$$

Combining inequalities $(3.51)$, (3.52) and (3.53) shows that

$$
\begin{aligned}
3 \operatorname{cost}(\text { Approx }) & \leq 2(1+\delta) \sum_{(i, j, k) \in F}\left(d_{i j}+d_{j k}+d_{i k}\right) \\
\operatorname{cost}(\text { Approx }) & \leq \frac{2}{3}(1+\delta) \operatorname{cost}(O P T)
\end{aligned}
$$

Note that if $\delta=1$, then $\operatorname{cost}($ Approx $) \leq \frac{4}{3} \operatorname{cost}(O P T)$ as obtained by algorithm $H$ in Theorem (1.12). We can also prove that $\operatorname{cost}\left(A_{1}\right) \leq\left(\delta+\frac{1}{2}\right) \operatorname{cost}(O P T)$ by the same ideas in the proof of Theorem (3.8). However, we omit this since Theorem (3.8) is a stronger result. Solutions $A_{2}$ and $A_{3}$ exhibit the same approximation ratio as well and if $\delta=1$, then $\operatorname{cost}\left(A_{1}\right) \leq \frac{3}{2} \operatorname{cost}(O P T)$ as obtained by Algorithm $H_{I J}$ in Theorem (1.11).

Theorem 3.9. The solution Approx from Algorithm (3.1) satisfies

$$
\operatorname{cost}(\text { Approx }) \leq \frac{2}{3}(1+\delta) \operatorname{cost}(O P T)
$$

for any instance in $S \triangle_{\delta}$.
Proof. Let $F$ denote an optimal solution of a given $S \triangle_{\delta}$ instance. By equation (1.21) we have

$$
\begin{array}{rlr}
\operatorname{cost}\left(A_{1}\right) & =\sum_{(i, j, k) \in A_{1}} \min \left\{d_{i j}+d_{j k}, d_{i j}+d_{i k}, d_{j k}+d_{i k}\right\} & \\
& \leq \sum_{(i, j, k) \in A_{1}}\left(d_{i j}+d_{j k}\right) & \text { by minimality of } s_{i j k} \\
& \leq \sum_{(i, j, k) \in F}\left(d_{i j}+d_{j k}\right) & \text { by optimality of } p, r
\end{array}
$$

Since $\operatorname{cost}(A p p r o x) \leq \operatorname{cost}\left(A_{1}\right)$, we have

$$
\begin{equation*}
\operatorname{cost}(\text { Approx }) \leq \sum_{(i, j, k) \in F}\left(d_{i j}+d_{j k}\right) \tag{3.54}
\end{equation*}
$$

Similarly by considering $A_{2}$ and $A_{3}$ we can show that

$$
\begin{align*}
& \operatorname{cost}(\text { Approx }) \leq \sum_{(i, j, k) \in F}\left(d_{i j}+d_{i k}\right)  \tag{3.55}\\
& \operatorname{cost}(\text { Approx }) \leq \sum_{(i, j, k) \in F}\left(d_{j k}+d_{i k}\right) \tag{3.56}
\end{align*}
$$

Combining (3.54), (3.55) and (3.56) results in

$$
\begin{equation*}
\operatorname{cost}(\text { Approx }) \leq \frac{2}{3} \sum_{(i, j, k) \in F}\left(d_{i j}+d_{j k}+d_{i k}\right) \tag{3.57}
\end{equation*}
$$

Suppose that $s_{i j k}=d_{i j}+d_{j k}$ for some $(i, j, k) \in F$. Then

$$
d_{i j}+d_{j k}+d_{i k} \leq d_{i j}+d_{j k}+\delta\left(d_{i j}+d_{j k}\right)=(1+\delta) s_{i j k}
$$

By a similar reason we can conclude that regardless of how $s_{i j k}$ is obtained we have

$$
\begin{equation*}
d_{i j}+d_{j k}+d_{i k} \leq(1+\delta) s_{i j k} \tag{3.58}
\end{equation*}
$$

Substituting (3.58) in (3.57) proves that

$$
\operatorname{cost}(\text { Approx }) \leq \frac{2}{3}(1+\delta) \sum_{(i, j, k) \in F} s_{i j k}
$$

and thus $\operatorname{cost}($ Approx $) \leq \frac{2}{3}(1+\delta) \operatorname{cost}(O P T)$.
We next discuss our proposed algorithm that builds on ideas from Algorithm (1.2).

### 3.3 Proposed Algorithms

As 3AP is NP-hard, numerous heuristic algorithms have been proposed in the literature. We propose three heuristic algorithms and compare them with two most successful heuristics; GRASP and Hybrid Genetic [10, 76]. Computational studies show that 2 of our 3 algorithms, namely Lagrangian Relaxation and LP Peeling, outperform GRASP and Hybrid Genetic in terms of solution quality in a reasonable time.

### 3.3.1 Fix Mapping

This method is derived from the generic iterative local search. In local search, starting with a feasible solution $x^{0}$, the algorithm explores the neighborhood of $x^{0}$, denoted $N\left(x^{0}\right)$, for an improving solution. If no improving solution is found, $x^{0}$ is a local optimum and the algorithm outputs this solution. If $N\left(x^{0}\right)$ contains an improving solution $x^{1}$, then $x^{1}$ takes the role of $x^{0}$ and the process is continued until a locally optimal solution is identified. In iterative local search we incorporate multiple re-starts. After finding a locally optimal solution, the algorithm moves to a new starting solution $x^{0}$ and local search is repeated until some termination criterion is satisfied.

In the case of 3AP, we can alternate fixing the three mappings of $I$ to $J, I$ to $K$ and $J$ to $K$ as described in Section (1.11.2). As a result, we will reduce the current 3AP feasible solution to an AP feasible solution using the same cost matrix as in equations (1.30), (1.32) and (1.34). Our approach, however, differs from that of hybrid genetic algorithm where the authors solve the resulting AP to optimality. In our approach, after reducing the 3AP solution to an AP solution, we merely strive to obtain a better AP solution rather than optimizing it. Obtaining an improved solution was implemented using the primal method by Balinski and Gomory [15]. Our algorithm will take longer to terminate, due to small improvements in each step, but experimental studies indicate that the solution quality will be better. A full description of the algorithm follows.

In line (1), we solve the LP relaxation using CPLEX. CPLEX is a software for solving mathematical programming problems including linear programming, integer programming and mixed integer programming. If $x_{i j k}=1$ for some $i, j, k$, then we include the $(i, j, k)$ vector in $x^{0}$. Note that in this chapter we use the term "vector $(i, j, k)$ " to denote $x_{i j k}=1$. If we proceed in this way, $x^{0}$ may not be a complete solution. In order to make $x^{0}$ feasible we add the missing vectors by a greedy algorithm which is based on the following observation. If $x^{0}$ does not contain $n$ vectors, then there must be some $i \in I, j \in J, k \in K$ such that $i, j, k$ are not in any vectors of $x^{0}$. Consider all such $i \in I, j \in J, k \in K$ and the corresponding $\operatorname{cost} c_{i j k}$. The next algorithm describes the procedure.

In line (4) the value of MAX is an input and is set to $M A X=10$ in our experiments. Line (9) needs more explanation. Suppose we are given two vectors ( $i_{1}, j_{1}, k_{1}$ ) and ( $i_{2}, j_{2}, k_{2}$ ). A 2-exchange on these two vectors can be done in three ways; switching $i$ 's, $j$ 's or $k$ 's. Switching $i_{1}$ and $i_{2}$ generates the vectors $\left(i_{2}, j_{1}, k_{1}\right)$ and ( $i_{1}, j_{2}, k_{2}$ ). Switching $j_{1}$ and $j_{2}$

```
Algorithm 3.2: Fix Mapping
    Get initial \(x^{0}\) by LP relaxation
    \(x \leftarrow x^{0}\)
    iteration \(\leftarrow 0\)
    while iteration < MAX do
        repeat
            repeat
                Alternate fixing the 3 mappings using equations (1.30), (1.32) and (1.34) and
                update \(x\)
            until \(x\) does not improve
            Perform 3-exchange on \(x\) to escape local min
        until \(x\) does not improve
        Save \(x\) in elite solutions \(E\)
        Diversify from \(x\)
        iteration \(\leftarrow\) iteration +1
    end while
    Run CPLEX on \(E\) to get \(x_{\text {best }}\)
```

```
Algorithm 3.3: Greedy Initial
    Let an incomplete solution \(x^{0}\) be given.
    for \(i=1\) to \(n\) in \(I\) do
        if \(i\) is not a vector in \(x^{0}\) then
            Find the minimum \(c_{i j k}\) such that \(j, k\) are not in vectors of \(x^{0}\).
            Add the vector \((i, j, k)\) to \(x^{0}\).
        end if
    end for
```

yields the vectors ( $i_{1}, j_{2}, k_{1}$ ) and ( $i_{2}, j_{1}, k_{2}$ ). Switching $k_{1}$ and $k_{2}$ results in vectors $\left(i_{1}, j_{1}, k_{2}\right)$ and $\left(i_{2}, j_{2}, k_{1}\right)$.

Proposition 3.10. If fixing the three mappings of $I$ to $J, I$ to $K$ and $J$ to $K$ does not improve the current solution (i.e. line (9) of Algorithm (3.2)), then none of the 2-exchanges of $i$ 's, $j$ 's or $k$ 's above can improve the current solution.

Proof. Switching $i$ 's cannot improve the solution since after fixing the mapping of $J$ to $K$ the current AP solution is already optimal. Similarly, switching $j$ 's or $k$ 's is redundant since fixing the mapping of $I$ to $K$, or $I$ to $J$ results in an optimal AP solution.

A 3-exchange involves a rearrangement of three vectors $\left(i_{1}, j_{1}, k_{1}\right),\left(i_{2}, j_{2}, k_{2}\right)$ and $\left(i_{3}, j_{3}, k_{3}\right)$.

A simple counting argument shows that there are $(3 \times 2)^{2}=36$ different arrangements for these three vectors. Some (not all) 3-exchanges can help the current solution escape local minimum in line (9) of Algorithm (3.2). After considering all 36 arrangements it is a trivial exercise to show that only 20 cases can improve the current solution since fixing the three mappings already considers 16 of those 3 -exchanges. Given $x$, we consider all $\binom{n}{3}$ possible 3 -exchanges and from the $20\binom{n}{3}$ resulting cases we perform the 3 -exchange with the most improvement in the objective value of $x$.

If no improving 3 -exchange can be found, we proceed to line (11) and add the current solution $x$ to the list $E$. The list $E$ contains all solutions from previous iterations. Since we set $M A X=10$, we have $|E| \leq 10$. Line (15) solves a small subproblem of the original 3AP using the list $E$. The subproblem is constructed as follows. Instead of having all $n^{3}$ cost entries $c_{i j k}$, the subproblem only consists of $c_{i j k}$ for which $x_{i j k}=1$ in some $x \in E$. Therefore, we only consider up to $10 n$ cost entries and solve the corresponding integer program to optimality using CPLEX. The list $E$ simulates the "gene pool" in genetic algorithms and by solving the integer program we simulate all the gene pool operations. In other words, we combine all elite solutions in the gene pool to obtain the best one, $x_{\text {best }}$, which is the program output.

In line (12) we diversify from the current solution in an attempt to move away from the local minimum. We move to another region in the search space in a systematic way similar to Algorithm (2.3), i.e. the RandLS-Sim algorithm for QAP in Section 2.3.1 . The backbone of our diversification method is finding the 2 -exchange neighborhood of the current solution $x$ and moving to a random member from the $k$ best members of the neighborhood, where $k$ is a prespecified parameter. Given two vectors $\left(i_{1}, j_{1}, k_{1}\right)$ and $\left(i_{2}, j_{2}, k_{2}\right)$ in $x$, we have three options for a 2-exchange; swapping $i$ 's, $j$ 's or $k$ 's. Define

$$
\begin{align*}
N_{2}(x)= & \{2 \text {-exchanges of } x \text { obtained by swapping two elements in }  \tag{3.59}\\
& I, J \text { or } K\}
\end{align*}
$$

The following algorithm describes the diversification procedure. In line (2), iter (k) is a prespecified parameter as per the RandLS-Sim method in Section 2.3.1. In line (5) the objective value of $x$ is denoted by $f(x)$ and $x_{\text {incumbent }}$ denotes the incumbent solution, which is the best solution encountered so far by Algorithm (3.2). If in the process of diversification the algorithm finds a better solution $y$ than $x_{\text {incumbent }}$, then we should save $y$ and exit diversification so that Algorithm (3.2) explores the newly found solution $y$. We
observed through computational experiments that appropriate values for $k$ and $\operatorname{iter}(k)$ are 15 and 20 respectively.

```
Algorithm 3.4: 3AP-Diversification
    \(i \leftarrow 1\)
    while \(i<i t e r(k)\) do
        Find \(N_{2}(x)\) as described in Eqn. (3.59)
        \(y \leftarrow\) the best neighbor in \(N_{2}(x)\)
        if \(f\left(x_{\text {incumbent }}\right)>f(y)\) then
            \(x_{\text {incumbent }} \leftarrow y\)
            \(x \leftarrow y\)
            \(i \leftarrow i \operatorname{ter}(k)\)
        else
            \(j \leftarrow\) a random integer in \([1, k]\)
            \(x \leftarrow j\) th best neighbor in \(N_{2}(x)\)
            \(i \leftarrow i+1\)
        end if
    end while
```


### 3.3.2 Lagrangian Relaxation

In this section we propose a heuristic method that is based on Lagrangian relaxation. The algorithm reformulates the 3AP as a Minimum Cost Flow problem (MCF) with additional constraints and moves the constraints to the objective function using weights. The process of moving constraints to the objective function is referred to as Lagrangian relaxation. After solving the resulting MCF problem, we recover the corresponding 3AP solution, $x$. However, $x$ may not be a feasible 3AP solution as some constraints in the objective function of MCF may have been violated. We continually modify the weights in an attempt to satisfy more constraints and make $x$ feasible. As discussed next, if a solution to MCF is feasible for 3 AP , then it is optimal for 3AP. In this situation, our heuristic method is able to prove the optimality of $x$ for 3AP, which is a potential feature of the algorithm. Heuristic methods are not generally capable of proving the optimality of a solution which gives our Lagrangian relaxation algrithm an added benefit.

On the other hand, finding the appropriate weights for constraints in order to force feasibility of the solution is not trivial. In fact, it is NP-hard. Otherwise one could formulate a Lagrangian relaxation of the problem and find the right weights to make the solution feasible
in polynomial time. This is where subgradient optimization techniques prove useful. A subgradient optimization algorithm addresses the problem of modifying the constraint weights in Lagrangian relaxation by generating a sequence of weights that eventually converge to a solution $\lambda$. Using $\lambda$ as constraint weights makes the solution feasible. There are, however, some practical issues associated with subgradient optimization such as convergence rate. At some point one has to stop the algorithm and convert the obtained solution to a feasible solution, which may prove to be difficult and not lead to an optimal solution. Therefore, we propose an alternative for subgradient optimization that tries to achieve the same goal by a different approach.

The Minimum Cost Flow problem is described as follows. Let $G=(N, A)$ be a directed network defined by a set $N$ of $n$ nodes and a set $A$ of $m$ directed arcs. Each $\operatorname{arc}(i, j) \in A$ has three values associated with it: $c_{i j}, u_{i j}$ and $l_{i j}$. The value $c_{i j}$ denotes the cost per unit flow on the arc $(i, j)$. The values $u_{i j}$ and $l_{i j}$ denote the upper and lower capacities on each arc $(i, j)$ and represent the maximum and minimum amount that can flow on the arc. We associate with each node $i \in N$ an integer number $b(i)$ representing its supply or demand. If $b(i)>0$, node $i$ is a supply node and if $b(i)<0$, node $i$ is a demand node. A node with $b(i)=0$ is a transshipment node. The decision variables $x_{i j}$ are arc flows and represent the amount of flow on arc $(i, j)$. The MCF is formulated as

$$
\begin{array}{lll}
\min & \sum_{(i, j) \in A} c_{i j} x_{i j} & \\
\text { s.t. } & \sum_{j:(i, j) \in A} x_{i j}-\sum_{j:(j, i) \in A} x_{j i}=b(i) & \forall i \in N  \tag{3.60}\\
& l_{i j} \leq x_{i j} \leq u_{i j} & \forall(i, j) \in A
\end{array}
$$

where $\sum_{i=1}^{n} b(i)=0$.
The transformation of 3AP to MCF is as follows. Given formulation (1.12), create the node set $N$ in MCF with $N=R \cup S \cup T$ such that

$$
\begin{align*}
R & =\left\{r_{1}, r_{2}, \ldots, r_{n}\right\} \\
S & =\left\{s_{1}, s_{2}, \ldots, s_{n^{2}}\right\}  \tag{3.61}\\
T & =\left\{r_{1}, r_{2}, \ldots, r_{n}\right\} .
\end{align*}
$$

Create the $\operatorname{arc}$ set $A$ where

$$
\begin{align*}
A= & R \times S \\
& \cup\left\{\left(s_{j}, t_{1}\right): j=1, \ldots, n\right\} \\
& \cup\left\{\left(s_{j}, t_{2}\right): j=n+1, \ldots, 2 n\right\}  \tag{3.62}\\
& \vdots \\
& \cup\left\{\left(s_{j}, t_{n}\right): j=(n-1) n+1, \ldots, n^{2}\right\}
\end{align*}
$$

In other words, the edges between $R$ and $S$ form a complete bipartite graph with all arcs oriented from $R$ to $S$. For every $n$ nodes in $S$ there is only one adjacent node in $T$ with $\operatorname{arcs}$ oriented from $S$ to $T$. As a result, there are $n^{3} \operatorname{arcs}$ from $R$ to $S$ and $n^{2} \operatorname{arcs}$ from $S$ to $T$.

All lower capacities in this network are 0 and upper capacities are 1 . The node supplies are

$$
b(i)= \begin{cases}1 & \text { if } i \in R  \tag{3.63}\\ 0 & \text { if } i \in S \\ -1 & \text { if } i \in T\end{cases}
$$

Before describing what the arc costs represent, we will demonstrate the purpose of the above network. The sets $R$ and $T$ in MCF correspond to the sets $I$ and $K$ in 3AP respectively. The supply of +1 for nodes in $R$ and -1 for nodes in $T$ enforces that every element in $R$ and $T$ appears in exactly one solution of 3AP. The set $J$ in 3AP corresponds to the set $S$ in MCF as follows

- node $j_{1}$ corresponds to nodes $s_{1}, s_{n+1}, s_{2 n+1}, \ldots, s_{(n-1) n+1}$
- node $j_{2}$ corresponds to nodes $s_{2}, s_{n+2}, s_{2 n+2}, \ldots, s_{(n-1) n+2}$ $\vdots$
- node $j_{n}$ corresponds to nodes $s_{n}, s_{2 n}, s_{3 n}, \ldots, s_{n^{2}}$

We will refer to this as "expanding the set $J$ ". After solving the MCF problem, a solution to 3AP can be recovered by the following procedure, as also described by Algorithm (3.6). If $x_{r_{i}, s_{j}}=1$ for some $r_{i} \in R$ and $s_{j} \in S$, since $s_{j}$ is a transshipment node with supply of zero, we must have $x_{s_{j}, t_{k}}=1$ for some $t_{k} \in T$ (where $k=\left\lceil\frac{j}{n}\right\rceil$ to be exact). These two arc flows correspond to the vector $(i, j \bmod n, k)$ in 3 AP if $j \bmod n \neq 0$, and $(i, n, k)$ if $j \bmod n=0$. Hence every element of $I$ and $K$ appears in exactly one vector. The drawback is that there
may be elements of $J$ which appear in more than one vector. For example, for node $j_{1}$ in 3AP, more than one of $\left\{s_{1}, s_{n+1}, s_{2 n+1}, \ldots, s_{(n-1) n+1}\right\}$ may be present in an MCF solution. We introduce additional constraints in MCF to avoid this problem. Consider

$$
\begin{array}{ll}
x_{s_{1}, t_{1}}+x_{s_{n+1}, t_{2}}+x_{s_{2 n+1}, t_{3}}+\cdots+x_{s_{(n-1) n+1}, t_{n}} & =1 \\
x_{s_{2}, t_{1}}+x_{s_{n+2}, t_{2}}+x_{s_{2 n+2}, t_{3}}+\cdots+x_{s_{(n-1) n+2}, t_{n}} & =1  \tag{3.64}\\
\quad \vdots & \\
x_{s_{n}, t_{1}}+x_{s_{2 n}, t_{2}}+x_{s_{3 n}, t_{3}}+\cdots+x_{s_{n}, t_{n}} & =1
\end{array}
$$

Each line in the equations above ensures that the corresponding $j \in J$ in 3 AP is unique. We can summarize the constraints (3.64) in one line as follows

$$
\begin{equation*}
\sum_{k=1}^{n} x_{s_{(k-1) n+j}, t_{k}}=1 \quad \forall j=1, \ldots, n \tag{3.65}
\end{equation*}
$$

The arc costs in the MCF formulation are denoted by matrix $D$ to avoid confusion with $C$ in 3AP. The relationship between them is

$$
\begin{equation*}
c_{i j k}=d_{r_{i}, s_{(k-1) n+j}} \tag{3.66}
\end{equation*}
$$

and

$$
d_{r_{i}, s_{j}}= \begin{cases}c_{i, j \bmod n,\left\lceil\frac{j}{n}\right\rceil} & \text { if } j \bmod n \neq 0  \tag{3.67}\\ c_{i, n,\left\lceil\frac{j}{n}\right\rceil} & \text { otherwise }\end{cases}
$$

Also, $d_{s, t}=0$ for every $s \in S, t \in T$ where $(s, t) \in A$. Therefore, 3AP can be formulated as MCF with equation (3.65) added as a constraint set to produce

$$
\begin{array}{lll}
\min & \sum_{i=1}^{n} \sum_{j=1}^{n^{2}} d_{r_{i}, s_{j}} x_{r_{i}, s_{j}}+\sum_{j=1}^{n} d_{s_{j}, t_{1}} x_{s_{j}, t_{1}}+ & \sum_{j=n+1}^{2 n} d_{s_{j}, t_{2}} x_{s_{j}, t_{2}} \\
& +\cdots+\sum_{j=(n-1) n+1}^{n^{2}} d_{s_{j}, t_{n}} x_{s_{j}, t_{n}} & \\
\text { s.t. } & \sum_{j=1}^{n^{2}} x_{r_{i}, s_{j}}=1 & \forall i=1, \ldots, n  \tag{3.68}\\
& x_{\left.s_{j}, t_{[ } \frac{j}{n}\right]}-\sum_{i=1}^{n} x_{r_{i}, s_{j}}=1 & \forall j=1, \ldots, n^{2} \\
& \sum_{k=1}^{n} x_{s_{(k-1) n+j}, t_{k}}=1 & \forall j=1, \ldots, n \\
0 \leq x_{i j} \leq 1 & \forall, j) \in A
\end{array}
$$

Our next task is to move the additional constraints (3.65) to the objective function using Lagrangian multipliers (i.e. weights) $m_{1}, m_{2}, \ldots, m_{n}$ as constants. Consider the objective function

$$
\begin{align*}
\min & \sum_{i=1}^{n} \sum_{j=1}^{n^{2}} d_{r_{i}, s_{j}} x_{r_{i}, s_{j}}+\sum_{j=1}^{n} d_{s_{j}, t_{1}} x_{s_{j}, t_{1}}+\sum_{j=n+1}^{2 n} d_{s_{j}, t_{2}} x_{s_{j}, t_{2}} \\
& +\cdots+\sum_{j=(n-1) n+1}^{n^{2}} d_{s_{j}, t_{n}} x_{s_{j}, t_{n}}+m_{1}\left(\sum_{k=1}^{n} x_{s_{(k-1) n+1}, t_{k}}-1\right)  \tag{3.69}\\
& +m_{2}\left(\sum_{k=1}^{n} x_{s_{(k-1) n+2}, t_{k}}-1\right)+\cdots+m_{n}\left(\sum_{k=1}^{n} x_{s_{(k-1) n+n}, t_{k}}-1\right)
\end{align*}
$$

After multiplying the weights $m_{1}, m_{2}, \ldots, m_{n}$ through, the objective function will have the term $M=-m_{1}-m_{2}-\cdots-m_{n}$ at the end. Since $M$ is a constant, it can be removed from the objective function without affecting the solution $x$. The updated objective function is

$$
\begin{align*}
\min & \sum_{i=1}^{n} \sum_{j=1}^{n^{2}} d_{r_{i}, s_{j}} x_{r_{i}, s_{j}}+\sum_{j=1}^{n} d_{s_{j}, t_{1}} x_{s_{j}, t_{1}}+\sum_{j=n+1}^{2 n} d_{s_{j}, t_{2}} x_{s_{j}, t_{2}} \\
& +\cdots+\sum_{j=(n-1) n+1}^{n^{2}} d_{s_{j}, t_{n}} x_{s_{j}, t_{n}}+m_{1} \sum_{k=1}^{n} x_{s_{(k-1) n+1}, t_{k}}  \tag{3.70}\\
& +m_{2} \sum_{k=1}^{n} x_{s_{(k-1) n+2}, t_{k}}+\cdots+m_{n} \sum_{k=1}^{n} x_{s_{(k-1) n+n}, t_{k}}
\end{align*}
$$

Also, we can rearrange the constraints in the objective function so that the weights appear as part of the cost in the summation. Therefore, given the weights $m_{1}, m_{2}, \ldots, m_{n}$, we are finally able to formulate the MCF with Lagrangian relaxation.

$$
\begin{array}{ll}
\min \sum_{i=1}^{n} \sum_{j=1}^{n^{2}} d_{r_{i}, s_{j}} x_{r_{i}, s_{j}}+\sum_{j=1}^{n}\left(d_{s_{j}, t_{1}}+m_{j}\right) x_{s_{j}, t_{1}}+\sum_{j=n+1}^{2 n}\left(d_{s_{j}, t_{2}}+m_{j-n}\right) x_{s_{j}, t_{2}} \\
& +\cdots+\sum_{j=(n-1) n+1}^{n^{2}}\left(d_{s_{j}, t_{n}}+m_{j-(n-1) n}\right) x_{s_{j}, t_{n}} \\
\text { s.t. } \sum_{j=1}^{n^{2}} x_{r_{i}, s_{j}}=1 & \forall i=1, \ldots, n  \tag{3.71}\\
x_{s_{j}, t_{\left[\frac{j}{n}\right\rceil}}-\sum_{i=1}^{n} x_{r_{i}, s_{j}}=1 & \forall j=1, \ldots, n^{2} \\
0 \leq x_{i j} \leq 1 & \forall(i, j) \in A
\end{array}
$$

The MCF formulation above was based on "expanding the set $J$ ". We can derive a very similar network by expanding the set $I$ or $K$. As a result, there are three different ways of obtaining the MCF network. The only difference is that the cost matrix $D$ in equations (3.66) and (3.67) has to be set up accordingly, whereas equations (3.61), (3.62), (3.63), (3.65) and (3.68) apply to all three cases.

In order to expand the set $I$, let $R, S$ and $T$ correspond to $J, I$ and $K$ respectively. Define

$$
\begin{equation*}
c_{i j k}=d_{r_{j}, s_{(k-1) n+i}} \tag{3.72}
\end{equation*}
$$

and

$$
d_{r_{i}, s_{j}}= \begin{cases}c_{\left.j \bmod n, i, \frac{j}{n}\right\rceil} & \text { if } j \bmod n \neq 0  \tag{3.73}\\ c_{n, i,\left\lceil\frac{j}{n}\right\rceil} & \text { otherwise }\end{cases}
$$

Also, $d_{s, t}=0$ for every $s \in S, t \in T$ where $(s, t) \in A$. After solving the MCF problem, the 3AP solution can be recovered as follows. Given $x_{r_{i}, s_{j}}=x_{s_{j}, t_{k}}=1$ for some $r_{i} \in R, s_{j} \in S$ and $t_{k} \in T$ (where $k=\left\lceil\frac{j}{n}\right\rceil$ ), add the vector $(j \bmod n, i, k)$ in 3AP if $j \bmod n \neq 0$, and $(n, i, k)$ if $j \bmod n=0$. This recovery procedure is described in Algorithm (3.6).

Similarly, in order to expand the set $K$, let $R, S$ and $T$ correspond to $I, K$ and $J$ respectively. Then

$$
\begin{equation*}
c_{i j k}=d_{r_{i}, s_{(j-1) n+k}} \tag{3.74}
\end{equation*}
$$

and

$$
d_{r_{i}, s_{j}}= \begin{cases}c_{i,\left\lceil\frac{j}{n}\right\rceil, j \bmod n} & \text { if } j \bmod n \neq 0  \tag{3.75}\\ c_{i,\left\lceil\frac{j}{n}\right\rceil, n} & \text { otherwise }\end{cases}
$$

Also, $d_{s, t}=0$ for every $s \in S, t \in T$ where $(s, t) \in A$. After solving the MCF problem, the 3AP solution can be recovered by Algorithm (3.6) as follows. Given $x_{r_{i}, s_{j}}=x_{s_{j}, t_{k}}=1$ for some $r_{i} \in R, s_{j} \in S$ and $t_{k} \in T$ (where $k=\left\lceil\frac{j}{n}\right\rceil$ ), add the vector $(i, k, j \bmod n)$ in 3AP if $j \bmod n \neq 0$, and $(i, k, n)$ if $j \bmod n=0$.

Expanding the sets $I, J$ and $K$ is not symmetric with respect to the MCF optimal solution. In other words, expanding $I$ or $J$ may lead to different objective values in the MCF formulation (3.71).

```
Algorithm 3.5: Lagrangian Relaxation
    for \(i=1, \ldots, n\) do
        Initialize \(m_{i} \leftarrow 1000\)
    end for
    for \(i=1, \ldots\), MAX do
        Solve the MCF problem (3.71)
        Recover the 3AP solution, \(x\), by Algorithm (3.6)
        if \(x\) is feasible for 3AP then
            \(x\) is optimal for 3AP
            Report optimality of \(x\) and exit
        end if
        for all \(n\) nodes \(j \in J\) do
            picked \(_{j} \leftarrow\) number of times nodes \(j\) appears in \(x\)
            if picked \(_{j}>1\) then
                weight \(_{j} \leftarrow\) weight \(_{j}+2\) picked \(\left._{j}-1\right)\)
            else if picked \(_{j}=0\) and weight \(_{j}>0\) then
                weight \(_{j} \leftarrow\) weight \(_{j}-1\)
            end if
        end for
        Convert \(x\) to a feasible solution by the greedy algorithm (3.7)
        Add \(x\) to elite solutions \(E\)
    end for
    Run CPLEX on \(E\) to get \(x_{\text {best }}\)
```

Algorithm (3.5) describes the Lagrangian relaxation using the MCF formulation. In line (2) we initialize the weights $m_{i}$ to 1000 so that we can decrease the weights in line (16) while keeping them non-negative. Line (4) uses the input parameter MAX to determine
how many Lagrangian relaxation problems we solve. The value of MAX depends on the problem size $n$, where $n=|I|=|J|=|K|$. Setting $M A X=10 n$ gave the best results in our experiments. The MCF solver used for solving the MCF problem was developed by Loebel [2], available for academic use free of charge. It uses a network simplex algorithm.

```
Algorithm 3.6: Recovering 3AP Solution from Lagrangian Relaxation
    Let \(y\) denote the MCF solution
    Initialize the 3AP solution \(x \leftarrow \overrightarrow{0}\)
    for \(i=1, \ldots, n\) do
        Find the nodes \(r_{i} \in R, s_{j} \in S\) such that \(y_{r_{i}, s_{j}}=1\)
        \(k \leftarrow\left\lceil\frac{j}{n}\right\rceil\)
        if the set \(I\) was expanded then
            if \(j \bmod n \neq 0\) then
                \(x_{j \bmod { }_{n, i, k} \leftarrow 1} \leftarrow 1\)
            else
            \(x_{n, i, k} \leftarrow 1\)
            end if
        else if the set \(J\) was expanded then
            if \(j \bmod n \neq 0\) then
            \(x_{i, j} \bmod { }_{n, k} \leftarrow 1\)
            else
                    \(x_{i, n, k} \leftarrow 1\)
            end if
        else
            if \(j \bmod n \neq 0\) then
                \(x_{i, k, j \bmod { }_{n}} \leftarrow 1\)
            else
                \(x_{i, k, n} \leftarrow 1\)
            end if
        end if
    end for
```

The following proposition proves why an optimal solution to (3.71) which is feasible for 3AP is also optimal for 3AP.

Proposition 3.11. Consider the optimization problem

$$
\begin{array}{ll}
\min & L(x)=c^{T} x \\
\text { s.t. } & A x=b  \tag{3.76}\\
& x \in D
\end{array}
$$

where $D$ is some domain, $b$ is a vector and $x^{1}$ is an optimal solution. Consider the Lagrangian relaxation

$$
\begin{array}{ll}
\min & L(x, m)=c^{T} x+m^{T}(A x-b)  \tag{3.77}\\
\text { s.t. } & x \in D
\end{array}
$$

where $m$ is a given vector and $x^{2}$ is an optimal solution. Then

$$
L\left(x^{2}, m\right) \leq L\left(x^{1}\right)
$$

Furthermore, if $x^{2}$ is feasible for (3.76) then it is also optimal for (3.76).
Proof. Any feasible solution to (3.76) is also feasible for (3.77) but (3.77) may consider more feasible solutions since the constraint $A x=b$ is removed. Thus $L\left(x^{2}, m\right) \leq L\left(x^{1}\right)$. If, in addition, $x^{2}$ is feasible for (3.76), then $L\left(x^{2}, m\right)=L\left(x^{2}\right)=L\left(x^{1}\right)$ and $x^{2}$ is also optimal for (3.76).

```
Algorithm 3.7: Greedy Conversion from Lagrangian to Feasible
    Initialize \(x^{\prime} \leftarrow \overrightarrow{0}\)
    for all \(j\) with picked \(_{j}=1\) do
        Find the vector \((i, j, k)\) with \(x_{i j k}=1\)
        \(x_{i j k}^{\prime} \leftarrow 1\)
        Remove \(i\) from \(I, j\) from \(J\) and \(k\) from \(K\)
    end for
    for all \(j\) with picked \(_{j}>1\) do
        \(L \leftarrow\left\{(i, j, k) \mid x_{i j k}=1, i \in I, j \in J, k \in K\right\}\)
        \((i, j, k) \leftarrow\) the vector in \(L\) with minimum \(c_{i j k}\)
        \(x_{i j k}^{\prime} \leftarrow 1\)
        Remove \(i\) from \(I, j\) from \(J\) and \(k\) from \(K\)
    end for
    for all \(j\) with picked \(_{j}=0\) do
        \((i, j, k) \leftarrow\) the vector with minimum \(c_{i j k}\) where \(i \in I, j \in J, k \in K\)
        \(x_{i j k}^{\prime} \leftarrow 1\)
        Remove \(i\) from \(I, j\) from \(J\) and \(k\) from \(K\)
    end for
    \(x \leftarrow x^{\prime}\)
```

The for loop in lines (11) to (18) modifies the weights $m_{i}$ in order to encourage $x$ to be feasible in the next MCF solution. If picked $_{j}=1$ for some node $j \in J$, then the corresponding constraint in the objective function is satisfied and if picked $_{j} \neq 1$, then the
corresponding constraint is violated. In the case that picked ${ }_{j}>1$, increasing $m_{j}$ discourages multiple occurences of node $j$ by driving up the cost in the objective function. In line (13) node $j$ appears $\left(\right.$ picked $\left._{j}-1\right)$ times more than allowed. It seems reasonable to take the value $\left(\right.$ picked $\left._{j}-1\right)$ into consideration when increasing $m_{j}$. In fact our experiments indicate that an increase of $2\left(\right.$ picked $\left._{j}-1\right)$ leads to better results. On the other hand, if picked $_{j}=0$, decreasing $m_{j}$ (provided $m_{j}$ stays non-negative) encourages going through node $j$. Experiments showed that a decrease of 1 is more suitable.

Similar to Algorithm (3.2), line (20) adds $x$ to the list of elite solutions $E$ in order for line (22) to solve the 3AP subproblem by an exact integer solver such as CPLEX. Since the number of triangles in $E$ is at most $n \times M A X$ compared to $n^{3}$ in the original 3AP, finding an exact solution is very quick.

Modifying the weights of Lagrangian relaxation leads to different solutions where each solution may exhibit signs of being in an optimal solution. We predict that the method of generating elite solutions $E$ using Lagrangian relaxation and using an exact integer solver on $E$ can be successfully applied to other combinatorial optimization problems. We believe that this approach can be a powerful tool in obtaining good quality solutions to many NP-hard optimization problems. The choice of how to generate elite solutions $E$ may be problem dependent.

### 3.3.3 Linear Programming Peeling

This simple and efficient algorithm is based on solving the linear programming relaxation of 3AP and continually reducing the problem size by "peeling" (i.e. removing) the nodes $i \in I, j \in J, k \in K$ for which $x_{i j k}=1$.

Consider the integer programming (IP) formulation (1.12). The associated linear programming (LP) relaxation is

$$
\begin{array}{lll}
\min & \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} c_{i j k} x_{i j k} & \\
\text { s.t. } & \sum_{j=1}^{n} \sum_{k=1}^{n} x_{i j k}=1 & \forall i=1, \ldots, n \\
& \sum_{i=1}^{n} \sum_{k=1}^{n} x_{i j k}=1 & \forall j=1, \ldots, n  \tag{3.78}\\
& \sum_{i=1}^{n} \sum_{j=1}^{n} x_{i j k}=1 & \forall k=1, \ldots, n \\
& x_{i j k} \in[0,1] & \forall i, j, k=1, \ldots, n
\end{array}
$$

If $I P^{*}$ and $L P R^{*}$ are the optimal solutions to the IP and LP relaxation respectively and $f$ is the objective function, we have $f\left(L P R^{*}\right) \leq f\left(I P^{*}\right)$ since $I P^{*}$ is a feasible solution to the LP relaxation as well.

A mixed integer program (MIP) is a combination of IP and LP where some variables only take on integer values and the remaining variables assume real values. An example of MIP for 3AP is where $x_{i j k} \in\{0,1\}$ for some variables and $x_{i j k} \in[0,1]$ for the remaining variables.

The LP Peeling algorithm deals with an MIP. We may assume that the original LP relaxation is an MIP with all real variables and no integer variables. Let

$$
\begin{align*}
& S_{=1}=\left\{x_{i j k} \mid x_{i j k}=1 \text { in the MIP solution }\right\}  \tag{3.79}\\
& S_{<1}=\left\{x_{i j k} \mid x_{i j k}<1 \text { in the MIP solution }\right\}
\end{align*}
$$

The algorithm forces some variables to be integer (i.e. either 0 or 1 due to the constraints) and some variables to be zero in the next MIP. Note that after peeling the current MIP, the remaining solution in $S_{<1}$ remains feasible for the new MIP and potentially optimal. In this case, $S_{=1}=\emptyset$ in the new MIP. In order to avoid this, we modify some variable types in MIP addition to removing some nodes. Define

$$
\begin{align*}
& F_{\text {int }}=\left\{x_{i j k} \mid \text { the algorithm forces to be integer }\right\} \\
& F_{0}=\left\{x_{i j k} \mid \text { the algorithm forces to be zero }\right\} \tag{3.80}
\end{align*}
$$

The size of the MIP throughout the algorithm is denoted by $\mid$ MIP $\mid$ and we define it to be equal to $|I|$ in the current MIP. Note that the peeling process removes equal number of
nodes from the sets $I, J$ and $K$ and hence $|I|=|J|=|K|$ in the MIP. Algorithm (3.8) below describes the LP Peeling algorithm.

```
Algorithm 3.8: LP Peeling
    \(F_{\text {int }} \leftarrow \emptyset\)
    \(F_{0} \leftarrow \emptyset\)
    MIP \(\leftarrow\) LP relaxation of original 3AP
    while \(\mid\) MIP \(\mid>\) inputSize do
        Solve MIP using CPLEX
        if \(S_{=1} \neq \emptyset\) then
        Remove all variables in \(S_{=1}\) from MIP
        \(F_{0} \leftarrow \emptyset\)
        else
            \(F_{0} \leftarrow F_{0} \cup F_{\text {int }}\)
        end if
        \(F_{\text {int }} \leftarrow 5\) largest variables in \(S_{<1}\)
        Apply \(F_{\text {int }}, F_{0}\) to MIP
    end while
    Solve the remaining IP using CPLEX
```

In line (4) of the algorithm we set inputSize $=4$. This is due to the size of benchmark instances used for testing the algorithm. These instances start with $n=4,6,8,10, \ldots$ and setting the value of inputSize any higher reduces the algorithm to solving those instances as an exact IP. For practical applications one could solve instances of size up to $n=10$ by CPLEX at almost the same time as $n=4$ in less than a second. Removing the variables in $S_{=1}$ in MIP requires removing the corresponding nodes in $I, J$ and $K$ from MIP and therefore reduces $\mid$ MIP $\mid$ by at least one. Line (13) forces the variables in $F_{\text {int }}$ to take on integer values and the variables in $F_{0}$ to be equal to zero in the new MIP.

### 3.4 Computational Results

In this section we present the results of algorithms (3.2), (3.5) and (3.8). These are the Fix Mapping, Lagrangian Relaxation and LP Peeling algorithms respectively. The experiments were implemented using $\mathrm{C}++$ and conducted on the same machine as described in Section 2.4. There are three types of benchmark instances available in the literature: Balas and Saltzman instances, Burkard, Rudolf and Woeginger instances and instances due to Crama and Spieksma. They are available for download from the OR Library [4] under Quadratic

Assignment Problem. The OR library is a collection of operations research related benchmark instances.

Tables 1 to 5 below summarize the results obtained by the three algorithms Fix Mapping, Lagrangian Relaxation and LP Peeling. The columns named "Obj" refer to the objective value of the solution and the "Time" columns report the time in seconds taken by the algorithm. The bold entries indicate the best solution value among the five algorithms. We also ran CPLEX to solve the integer program to optimality. Interestingly, every solution reported by Lagrangian Relaxation turned out to be optimal. The entry "CPLEX Time" reports the time taken by CPLEX to solve the integer problem to optimality.

### 3.4.1 Balas and Saltzman Dataset

This dataset is generated by Balas and Saltzman [14]. It includes 60 test instances with the problem size $n=4,6,8, \ldots, 22,24,26$. For each $n$, five instances are randomly generated with the integer cost coefficients $c_{i j k}$ uniformly distributed in the interval $[0,100]$.

Table 3.1: Balas and Saltzman Dataset

|  | GRASP |  | Hybrid Gen. |  | Fix Mapping |  | Lagrangian |  | LP Peel. | CPLEX |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | Obj | Time | Obj | Time | Obj | Time | Obj | Time | Obj | Time | Time |
| 4 | - | - | $\mathbf{4 2 . 2}$ | 0.00 | $\mathbf{4 2 . 2}$ | 0.01 | $\mathbf{4 2 . 2}$ | 0.01 | $\mathbf{4 2 . 2}$ | 0.01 | 0.014 |
| 6 | - | - | $\mathbf{4 0 . 2}$ | 0.01 | $\mathbf{4 0 . 2}$ | 0.02 | $\mathbf{4 0 . 2}$ | 0.02 | 41.2 | 0.01 | 0.016 |
| 8 | - | - | $\mathbf{2 3 . 8}$ | 0.03 | 25.4 | 0.03 | $\mathbf{2 3 . 8}$ | 0.04 | 24.6 | 0.02 | 0.034 |
| 10 | - | - | $\mathbf{1 9}$ | 0.37 | 21.8 | 0.03 | $\mathbf{1 9}$ | 0.07 | $\mathbf{1 9}$ | 0.04 | 0.056 |
| 12 | $\mathbf{1 5 . 6}$ | 74.79 | $\mathbf{1 5 . 6}$ | 0.87 | 23.2 | 0.10 | $\mathbf{1 5 . 6}$ | 0.13 | 16.6 | 0.10 | 0.142 |
| 14 | $\mathbf{1 0}$ | 106.55 | $\mathbf{1 0}$ | 1.73 | 15.2 | 0.22 | $\mathbf{1 0}$ | 0.21 | 12 | 0.22 | 0.224 |
| 16 | 10.2 | 143.89 | $\mathbf{1 0}$ | 1.89 | 14 | 0.39 | $\mathbf{1 0}$ | 0.38 | 10.4 | 0.37 | 0.412 |
| 18 | 7.4 | 190.88 | 7.2 | 2.95 | 9.4 | 1.11 | $\mathbf{6 . 4}$ | 0.76 | 6.6 | 0.94 | 0.74 |
| 20 | 6.4 | 246.70 | 5.2 | 4.01 | 5.6 | 1.89 | $\mathbf{4 . 8}$ | 1.34 | 5 | 3.24 | 1.432 |
| 22 | 7.8 | 309.64 | 5.6 | 4.54 | 13 | 1.47 | $\mathbf{4}$ | 2.13 | $\mathbf{4}$ | 4.11 | 2.71 |
| 24 | 7.4 | 382.45 | 3.2 | 5.66 | 5.8 | 2.13 | $\mathbf{1 . 8}$ | 4.68 | 2.2 | 6.10 | 8.042 |
| 26 | 8.4 | 465.20 | 3.6 | 10.78 | 2.6 | 7.46 | $\mathbf{1}$ | 8.75 | 1.6 | 11.15 | 25.894 |

### 3.4.2 Burkard, Rudolf and Woeginger Dataset

Burkard et al. [36] described this dataset with decomposable cost coefficients, which means that $c_{i j k}=a_{i} b_{j} d_{k}$ as described in Section 1.8.1. For each problem size $n=4,6,8, \ldots, 16$ they generated 100 instances.

Table 3.2: Burkard, Rudolf and Woeginger Dataset

|  | GRASP |  | Hybrid |  | Gen. | Fix Mapping |  | Lagrangian |  | LP Peel. |  | CPLEX |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | Obj | Time | Obj | Time | Obj | Time | Obj | Time | Obj | Time | Time |  |
| 4 | - | - | $\mathbf{4 4 3 . 6}$ | 0.00 | $\mathbf{4 4 3 . 6}$ | 0.01 | $\mathbf{4 4 3 . 6}$ | 0.01 | $\mathbf{4 4 3 . 6}$ | 0.01 | 0.0061 |  |
| 6 | - | - | 633.72 | 0.01 | $\mathbf{6 3 3 . 7 1}$ | 0.01 | $\mathbf{6 3 3 . 7 1}$ | 0.01 | $\mathbf{6 3 3 . 7 1}$ | 0.01 | 0.014 |  |
| 8 | - | - | $\mathbf{8 1 9 . 1 6}$ | 0.03 | $\mathbf{8 1 9 . 1 6}$ | 0.02 | $\mathbf{8 1 9 . 1 6}$ | 0.03 | $\mathbf{8 1 9 . 1 6}$ | 0.01 | 0.0318 |  |
| 10 | - | - | $\mathbf{9 5 9 . 4 1}$ | 0.07 | 959.42 | 0.03 | $\mathbf{9 5 9 . 4 1}$ | 0.04 | $\mathbf{9 5 9 . 4 1}$ | 0.03 | 0.0555 |  |
| 12 | $\mathbf{1 1 8 6 . 8 1}$ | 68.30 | $\mathbf{1 1 8 6 . 8 1}$ | 0.13 | 1186.84 | 0.05 | $\mathbf{1 1 8 6 . 8 1}$ | 0.06 | 1186.85 | 0.06 | 0.0992 |  |
| 14 | $\mathbf{1 4 6 7 . 7 4}$ | 98.10 | $\mathbf{1 4 6 7 . 7 4}$ | 0.23 | 1468.05 | 0.10 | $\mathbf{1 4 6 7 . 7 4}$ | 0.11 | 1467.75 | 0.13 | 0.1715 |  |
| 16 | $\mathbf{1 4 7 5 . 1 3}$ | 139.30 | $\mathbf{1 4 7 5 . 1 3}$ | 0.40 | 1475.43 | 0.18 | $\mathbf{1 4 7 5 . 1 3}$ | 0.19 | $\mathbf{1 4 7 5 . 1 3}$ | 0.32 | 0.3031 |  |

### 3.4.3 Crama and Spieksma Dataset

Crama and Spieksma generated this dataset by restricting coefficients to be $c_{i j k}=d_{i j}+d_{i k}+$ $d_{j k}$ [43] as discussed in Section 1.8.2. There are three types of instances in this dataset. For each type, three instances of size $n=33$ and three instances of size $n=66$ are generated.

Table 3.3: Crama and Spieksma Dataset, Type 1

|  | GRASP |  | Hybrid Gen. |  | Fix Mapping |  | Lagrangian |  | LP Peel. |  | CPLEX |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | Obj | Time | Obj | Time | Obj | Time | Obj | Time | Obj | Time | Time |
| 33 | $\mathbf{1 6 0 8}$ | 660.50 | $\mathbf{1 6 0 8}$ | 0.03 | $\mathbf{1 6 0 8}$ | 0.71 | $\mathbf{1 6 0 8}$ | 2.17 | $\mathbf{1 6 0 8}$ | 0.50 | 1.31 |
| 33 | $\mathbf{1 4 0 1}$ | 680.50 | $\mathbf{1 4 0 1}$ | 0.11 | $\mathbf{1 4 0 1}$ | 0.65 | $\mathbf{1 4 0 1}$ | 2.79 | $\mathbf{1 4 0 1}$ | 0.69 | 2.67 |
| 33 | $\mathbf{1 6 0 4}$ | 676.10 | $\mathbf{1 6 0 4}$ | 0.11 | $\mathbf{1 6 0 4}$ | 0.68 | $\mathbf{1 6 0 4}$ | 2.25 | $\mathbf{1 6 0 4}$ | 0.51 | 1.29 |
| 66 | 2664 | 15470.10 | $\mathbf{2 6 6 2}$ | 0.55 | $\mathbf{2 6 6 2}$ | 8.14 | $\mathbf{2 6 6 2}$ | 7.34 | $\mathbf{2 6 6 2}$ | 7.08 | 16.95 |
| 66 | $\mathbf{2 4 4 9}$ | 15010.90 | $\mathbf{2 4 4 9}$ | 0.27 | $\mathbf{2 4 4 9}$ | 9.26 | $\mathbf{2 4 4 9}$ | 7.83 | $\mathbf{2 4 4 9}$ | 7.72 | 17.5 |
| 66 | 2759 | 15084.60 | $\mathbf{2 7 5 8}$ | 0.58 | 2760 | 10.06 | $\mathbf{2 7 5 8}$ | 11.21 | $\mathbf{2 7 5 8}$ | 10.01 | 31.06 |

Table 3.4: Crama and Spieksma Dataset, Type 2

|  | GRASP |  | Hybrid Gen. |  | Fix Mapping |  | Lagrangian |  | LP Peel. |  | CPLEX |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | Obj | Time | Obj | Time | Obj | Time | Obj | Time | Obj | Time | Time |
| 33 | $\mathbf{4 7 9 7}$ | 766.06 | $\mathbf{4 7 9 7}$ | 0.11 | $\mathbf{4 7 9 7}$ | 1.33 | $\mathbf{4 7 9 7}$ | 2.56 | $\mathbf{4 7 9 7}$ | 1.23 | 2.02 |
| 33 | 5068 | 772.84 | $\mathbf{5 0 6 7}$ | 0.26 | $\mathbf{5 0 6 7}$ | 1.23 | $\mathbf{5 0 6 7}$ | 2.89 | $\mathbf{5 0 6 7}$ | 1.14 | 2.76 |
| 33 | $\mathbf{4 2 8 7}$ | 762.19 | $\mathbf{4 2 8 7}$ | 0.26 | $\mathbf{4 2 8 7}$ | 1.27 | $\mathbf{4 2 8 7}$ | 2.97 | $\mathbf{4 2 8 7}$ | 1.14 | 2.81 |
| 66 | 9694 | 14629.10 | $\mathbf{9 6 8 4}$ | 4.86 | 9685 | 68.23 | $\mathbf{9 6 8 4}$ | 31.22 | $\mathbf{9 6 8 4}$ | 69.72 | 138.16 |
| 66 | 8954 | 14922.90 | $\mathbf{8 9 4 4}$ | 3.35 | 8948 | 65.77 | $\mathbf{8 9 4 4}$ | 30.19 | 8945 | 117.98 | 131.06 |
| 66 | 9751 | 14391.70 | $\mathbf{9 7 4 5}$ | 3.09 | 9746 | 62.98 | $\mathbf{9 7 4 5}$ | 28.06 | $\mathbf{9 7 4 5}$ | 70.52 | 93.87 |

In addition to these benchmark instances, Grundel and Pardalos devised an algorithm to generate Multidimensional Assignment Problems of controlled size with a known optimum solution [68]. They made the code publicly available on their website [5].

Table 3.5: Crama and Spieksma Dataset, Type 3

|  | GRASP |  |  | Hybrid Gen. |  | Fix Mapping |  | Lagrangian |  | LP Peel. | CPLEX |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | Obj | Time | Obj | Time | Obj | Time | Obj | Time | Obj | Time | Time |
| 33 | $\mathbf{1 3 3}$ | 490.79 | $\mathbf{1 3 3}$ | 0.01 | $\mathbf{1 3 3}$ | 0.82 | $\mathbf{1 3 3}$ | 2.53 | $\mathbf{1 3 3}$ | 1.03 | 2.41 |
| 33 | $\mathbf{1 3 1}$ | 471.21 | $\mathbf{1 3 1}$ | 0.03 | $\mathbf{1 3 1}$ | 0.78 | $\mathbf{1 3 1}$ | 2.69 | $\mathbf{1 3 1}$ | 1.28 | 2.47 |
| 33 | $\mathbf{1 3 1}$ | 451.72 | $\mathbf{1 3 1}$ | 0.02 | $\mathbf{1 3 1}$ | 0.69 | $\mathbf{1 3 1}$ | 2.57 | $\mathbf{1 3 1}$ | 0.71 | 2.53 |
| 66 | $\mathbf{2 8 6}$ | 5322.97 | $\mathbf{2 8 6}$ | 0.15 | $\mathbf{2 8 6}$ | 13.21 | $\mathbf{2 8 6}$ | 10.91 | $\mathbf{2 8 6}$ | 13.15 | 28.19 |
| 66 | $\mathbf{2 8 6}$ | 5126.86 | $\mathbf{2 8 6}$ | 0.16 | $\mathbf{2 8 6}$ | 10.65 | $\mathbf{2 8 6}$ | 8.35 | $\mathbf{2 8 6}$ | 9.84 | 19.15 |
| 66 | $\mathbf{2 8 2}$ | 5059.06 | $\mathbf{2 8 2}$ | 0.23 | $\mathbf{2 8 2}$ | 8.91 | $\mathbf{2 8 2}$ | 9.52 | $\mathbf{2 8 2}$ | 8.59 | 24.05 |

### 3.5 Three Dimensional Traveling Salesman Problem

In this section we introduce a new problem, Three Dimensional TSP (3TSP), as an extension of TSP and provide an application for it.

The TSP is a special case of AP where the permutation is a cycle of length $n$. Consider the 3AP formulation (1.14). If the permuation $p$ is a tour consisting of one cycle, then we refer to the problem as 3TSP. Alternatively, we can obtain 3TSP from 3AP if the permutation $q$ is a cycle of length $n$. An application of 3TSP is the following.

### 3.5.1 An Application of 3TSP

An application of TSP can be stated as follows. A traveling salesman has some dictionaries that he needs to sell in different cities on the tour. He packs the dictionaries before the trip and sells them as he goes through the cites. Imagine a "Marco Polo" version where the traveling salesman buys products from cities on the trip and sells them in the next city. In other words, the salesman has only one luggage which he fills in city $i$ and sells in city $j$ as he travels from $i$ to $j$. Each item has a purchase price in city $i$ and a selling price in city $j$. The traveling salesman is interested in making the most profit as he goes through the cities.

For this purpose, let each $c_{i j k}$ in 3AP be obtained by

$$
\begin{equation*}
c_{i j k}=d_{i j}+e_{j k}+f_{i k} \tag{3.81}
\end{equation*}
$$

where $d_{i j}$ is the distance between cities $i$ and $j, e_{j k}$ is the cost of selling item $k$ in city $j$ (or the negative of the selling price in city $j$ ), and $f_{i k}$ is the cost of purchasing item $k$ in city $i$. Then 3TSP can be formulated as

$$
\begin{equation*}
\min _{p \in \pi_{n}^{1}, q \in \pi_{n}} \sum_{i=1}^{n} c_{i p(i) q(i)} \tag{3.82}
\end{equation*}
$$

where $\pi_{n}$ denotes permutations on $n$ and $\pi_{n}^{1}$ denotes cycles on $n$.
3TSP is NP-complete since as a special case, it considers matrices $e$ and $f$ to be the same as distance matrix $d$ [43]. Alternatively, if the matrices $e$ and $f$ are identically zero, then 3TSP cotains TSP as a special case.

In this chapter we discussed the necessary and sufficient conditions for an instance of 3AP to be constant. The result was extended to Multidimensional Assignment Problems. Other polynomially solvable special cases were discussed as well as an approximation algorithm for a special case. Also, three heuristic algorithms were introduced and computational experiments were conducted. Out of the three proposed algorithms, Lagrangian Relaxation outperforms the competing heuristics in the literature.

## Chapter 4

## Topics on Quadratic Three Dimensional Assignment Problem

The Quadratic Three Dimensional Assignment Problem can be considered an extension of QAP or 3AP as discussed in Section (1.12). One may obtain Q3AP as the quadratic version of 3 AP , or the three-dimensional version of QAP. This natural extension lends itself to studying the Q3AP through QAP and 3AP. This chapter focuses on theoretical aspects of Q3AP such as polynomially solvable special cases and approximation algorithms for special cases. In addition to extending results in QAP and 3AP, we present a new polynomially solvable case that does not rely on QAP nor 3AP.

### 4.1 Polynomially Solvable Special Cases

We propose new theorems to extend the special cases of 3AP and QAP to Q3AP.

Theorem 4.1. If the cost coefficients of $Q 3 A P$ are decomposable as $c_{i j k l m r}=d_{i j k} d_{l m r}$ where $d_{i j k}$ is the cost coefficient in 3AP, then Q3AP and 3AP have the same optimal solution and

$$
\begin{equation*}
\min _{p, q \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} c_{i p(i) q(i) j p(j) q(j)}=\left(\min _{p, q \in \pi_{n}} \sum_{i=1}^{n} d_{i p(i) q(i)}\right)^{2} \tag{4.1}
\end{equation*}
$$

Proof. Let $p^{*}, q^{*}$ be the permutations that minimize $\sum_{i=1}^{n} d_{i p(i) q(i)}$. Then

$$
\begin{align*}
& \min _{p, q \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} c_{i p(i) q(i) j p(j) q(j)}  \tag{4.2}\\
= & \min _{p, q \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} d_{i p(i) q(i)} d_{j p(j) q(j)}  \tag{4.3}\\
= & \min _{p, q \in \pi_{n}}\left(\sum_{i=1}^{n} d_{i p(i) q(i)} \sum_{j=1}^{n} d_{j p(j) q(j)}\right)  \tag{4.4}\\
= & \left(\min _{p, q \in \pi_{n}} \sum_{i=1}^{n} d_{i p(i) q(i)}\right)\left(\min _{p, q \in \pi_{n}} \sum_{j=1}^{n} d_{j p(j) q(j)}\right)  \tag{4.5}\\
= & \left(\min _{p, q \in \pi_{n}} \sum_{i=1}^{n} d_{i p(i) q(i)}\right)^{2}  \tag{4.6}\\
= & \left(\sum_{i=1}^{n} d_{i p^{*}(i) q^{*}(i)}\right)^{2} \tag{4.7}
\end{align*}
$$

Equation (4.5) follows from equation (4.4) since both summands in (4.4) are identical. In other words, the same permutations $p^{*}$ and $q^{*}$ in 3AP minimize both sums in (4.4). Note that $p^{*}$ and $q^{*}$ are optimal for Q3AP as well.

Theorem 4.2. If the cost coefficients of Q3AP are decomposable as $c_{i j k l m r}=d_{i j k}+d_{l m r}$ where $d_{i j k}$ is the cost coefficient in 3AP, then Q3AP and 3AP have the same optimal solution and

$$
\begin{equation*}
\min _{p, q \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} c_{i p(i) q(i) j p(j) q(j)}=2 n \min _{p, q \in \pi_{n}} \sum_{i=1}^{n} d_{i p(i) q(i)} \tag{4.8}
\end{equation*}
$$

Proof. Let $p^{*}, q^{*}$ be the permutations that minimize $\sum_{i=1}^{n} d_{i p(i) q(i)}$. Then

$$
\begin{aligned}
& \min _{p, q \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} c_{i p(i) q(i) j p(j) q(j)} \\
= & \min _{p, q \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n}\left(d_{i p(i) q(i)}+d_{j p(j) q(j)}\right) \\
= & \min _{p, q \in \pi_{n}}\left(\sum_{i=1}^{n} \sum_{j=1}^{n} d_{i p(i) q(i)}+\sum_{i=1}^{n} \sum_{j=1}^{n} d_{j p(j) q(j)}\right) \\
= & \min _{p, q \in \pi_{n}}\left(n \sum_{i=1}^{n} d_{i p(i) q(i)}+n \sum_{j=1}^{n} d_{j p(j) q(j)}\right) \\
= & 2 n \min _{p, q \in \pi_{n}} \sum_{i=1}^{n} d_{i p(i) q(i)} \\
= & 2 n \sum_{i=1}^{n} d_{i p^{*}(i) q^{*}(i)}
\end{aligned}
$$

The permutations $p^{*}$ and $q^{*}$ in 3AP are also feasible for Q3AP and therefore minimize Q3AP.

The following corollary describes how to extend polynomially solvable special cases of 3AP to polynomially solvable cases of Q3AP. Therefore, we can extend the special cases in Section (1.8.1) to Q3AP, as well as new special cases of 3AP to be discovered in the future by researchers.

Corollary 4.3. Consider an instance of 3AP with entries $d_{i j k}$ and construct an instance of Q3AP where $c_{i j k l m r}=d_{i j k} d_{l m r}$ or $c_{i j k l m r}=d_{i j k}+d_{l m r}$. If an algorithm $H$ solves 3AP to optimality in polynomial time, then $H$ also solves Q3AP to optimality in polynomial time.

Proof. The result follows from Theorems (4.1) and (4.2) as well as the value of the solution in Q3AP.

We next present a polynomially solvable class of Q3AP that is obtained independently rather than an extension of QAP or 3AP. Suppose that each entry $c_{i j k l m r}$ can be characterized as

$$
\begin{equation*}
c_{i j k l m r}=a_{i j}^{(1)}+a_{j k}^{(2)}+a_{k l}^{(3)}+a_{l m}^{(4)}+a_{m r}^{(5)}+a_{r i}^{(6)} \tag{4.9}
\end{equation*}
$$

where $A^{(1)}, \ldots, A^{(6)}$ are two-dimensional matrices with arbitrary real entries.

Theorem 4.4. If the coefficients of Q3AP can be characterized as equation (4.9), then the optimal solution of Q3AP is obtained in polynomial time by solving the following problems

$$
\begin{equation*}
\min _{p \in \pi_{n}} \sum_{i=1}^{n} b_{i p(i)} \tag{4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\min _{r \in \pi_{n}} \sum_{i=1}^{n} d_{i r(i)} \tag{4.11}
\end{equation*}
$$

where $b_{i j}=a_{i j}^{(1)}+a_{i j}^{(4)}$ and $d_{i j}=a_{i j}^{(2)}+a_{i j}^{(5)}$. The optimal solution is comprised of $p$ as above and $q=r \circ p$.

Proof.

$$
\begin{align*}
& \min _{p, q \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} c_{i p(i) q(i) j p(j) q(j)}  \tag{4.12}\\
= & \min _{p, q \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n}\left(a_{i p(i)}^{(1)}+a_{p(i) q(i)}^{(2)}+a_{q(i) j}^{(3)}+a_{j p(j)}^{(4)}+a_{p(j) q(j)}^{(5)}+a_{q(j) i}^{(6)}\right)  \tag{4.13}\\
= & \min _{p, q \in \pi_{n}}\left(\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i p(i)}^{(1)}+\sum_{i=1}^{n} \sum_{j=1}^{n} a_{j p(j)}^{(4)}\right. \\
& \left.+\sum_{i=1}^{n} \sum_{j=1}^{n} a_{p(i) q(i)}^{(2)}+\sum_{i=1}^{n} \sum_{j=1}^{n} a_{p(j) q(j)}^{(5)}+\sum_{i=1}^{n} \sum_{j=1}^{n} a_{q(i) j}^{(3)}+\sum_{i=1}^{n} \sum_{j=1}^{n} a_{q(j) i}^{(6)}\right)  \tag{4.14}\\
= & \min _{p, q \in \pi_{n}}\left(n \sum_{i=1}^{n} a_{i p(i)}^{(1)}+n \sum_{j=1}^{n} a_{j p(j)}^{(4)}\right. \\
& \left.+n \sum_{i=1}^{n} a_{p(i) q(i)}^{(2)}+n \sum_{j=1}^{n} a_{p(j) q(j)}^{(5)}+\sum_{i=1}^{n} \sum_{j=1}^{n} a_{q(i) j}^{(3)}+\sum_{i=1}^{n} \sum_{j=1}^{n} a_{q(i) j}^{(6)}\right) \tag{4.15}
\end{align*}
$$

The terms $\sum_{i=1}^{n} \sum_{j=1}^{n} a_{q(i) j}^{(3)}$ and $\sum_{i=1}^{n} \sum_{j=1}^{n} a_{q(i) j}^{(6)}$ in equation (4.15) are constant regardless of choice of $q$. They are simply the sum of all entries in $a^{(3)}$ and $a^{(6)}$. Hence the optimal solution of (4.12) is the same as the optimal solution of

$$
\begin{align*}
& \min _{p, q \in \pi_{n}}\left(n \sum_{i=1}^{n} a_{i p(i)}^{(1)}+n \sum_{j=1}^{n} a_{j p(j)}^{(4)}+n \sum_{i=1}^{n} a_{p(i) q(i)}^{(2)}+n \sum_{j=1}^{n} a_{p(j) q(j)}^{(5)}\right)  \tag{4.16}\\
= & n \min _{p, q \in \pi_{n}}\left(\sum_{i=1}^{n}\left(a_{i p(i)}^{(1)}+a_{i p(i)}^{(4)}\right)+\sum_{i=1}^{n}\left(a_{p(i) q(i)}^{(2)}+a_{p(i) q(i)}^{(5)}\right)\right) \tag{4.17}
\end{align*}
$$

Define matrices $B$ and $D$ such that $b_{i j}=a_{i j}^{(1)}+a_{i j}^{(4)}$ and $d_{i j}=a_{i j}^{(2)}+a_{i j}^{(5)}$. Then solving (4.17) is equivalent to solving the following

$$
\begin{align*}
& \min _{p, q \in \pi_{n}}\left(\sum_{i=1}^{n} b_{i p(i)}+\sum_{i=1}^{n} d_{p(i) q(i)}\right)  \tag{4.18}\\
= & \min _{p, r \in \pi_{n}}\left(\sum_{i=1}^{n} b_{i p(i)}+\sum_{i=1}^{n} d_{i r(i)}\right)  \tag{4.19}\\
= & \left(\min _{p \in \pi_{n}} \sum_{i=1}^{n} b_{i p(i)}\right)+\left(\min _{r \in \pi_{n}} \sum_{i=1}^{n} d_{i r(i)}\right) \tag{4.20}
\end{align*}
$$

Equation (4.19) follows from equation (4.18) since $p$ is a permutation and ignoring $p$ in the second summand has the effect of changing the order of terms in the summation. This change requires the permutation $q$ to be replaced by $r$. The reason is that $q$ in equation (4.18) maps $I$ to $K$ whereas the second sum in equation (4.19) indicates a mapping from $J$ to $K$. We keep track of this change by noting that $q=r \circ p$. Equation (4.20) indicates that in order to find the optimal solution of (4.12), we can solve the two separate instances of AP in equation (4.20). Since AP can be solved in $O\left(n^{3}\right)$ [82], problem (4.12) can also be solved in $O\left(n^{3}\right)$.

We next construct Q3AP instances from QAP instances in an attempt to extend the results in QAP to Q3AP.

Theorem 4.5. If $c_{i j k l m r}=b_{i l} a_{j m}+b_{i l} d_{k r}$, then

$$
\begin{equation*}
\min _{p, q \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} c_{i p(i) q(i) j p(j) q(j)}=\left(\min _{p \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j} a_{p(i) p(j)}\right)+\left(\min _{q \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j} d_{q(i) q(j)}\right) \tag{4.21}
\end{equation*}
$$

Proof.

$$
\begin{aligned}
& \min _{p, q \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} c_{i p(i) q(i) j p(j) q(j)} \\
= & \min _{p, q \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n}\left(b_{i j} a_{p(i) p(j)}+b_{i j} d_{q(i) q(j)}\right) \\
= & \min _{p, q \in \pi_{n}}\left(\sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j} a_{p(i) p(j)}+\sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j} d_{q(i) q(j)}\right) \\
= & \left(\min _{p \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j} a_{p(i) p(j)}\right)+\left(\min _{q \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j} d_{q(i) q(j)}\right)
\end{aligned}
$$

Theorem 4.6. If $c_{i j k l m r}=b_{i l} a_{j m}+a_{j m} d_{k r}$, then

$$
\begin{equation*}
\min _{p, q \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} c_{i p(i) q(i) j p(j) q(j)}=\left(\min _{p \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j} a_{p(i) p(j)}\right)+\left(\min _{r \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} d_{r(i) r(j)}\right) \tag{4.22}
\end{equation*}
$$

where $q=r \circ p$.
Proof.

$$
\begin{align*}
& \min _{p, q \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} c_{i p(i) q(i) j p(j) q(j)}  \tag{4.23}\\
= & \min _{p, q \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n}\left(b_{i j} a_{p(i) p(j)}+a_{p(i) p(j)} d_{q(i) q(j)}\right)  \tag{4.24}\\
= & \min _{p, q \in \pi_{n}}\left(\sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j} a_{p(i) p(j)}+\sum_{i=1}^{n} \sum_{j=1}^{n} a_{p(i) p(j)} d_{q(i) q(j)}\right)  \tag{4.25}\\
= & \min _{p, r \in \pi_{n}}\left(\sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j} a_{p(i) p(j)}+\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} d_{r(i) r(j)}\right)  \tag{4.26}\\
= & \left(\min _{p \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j} a_{p(i) p(j)}\right)+\left(\min _{r \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} d_{r(i) r(j)}\right) \tag{4.27}
\end{align*}
$$

Equation (4.26) follows from equation (4.25) by the same reason mentioned in the proof of Theorem (4.4) and noting that $q=r \circ p$.

Theorems (4.5) and (4.6) describe two scenarios where Q3AP can be reduced to solving two instances of QAP.

Corollary 4.7. Suppose an instance of Q3AP is of the form stated in Theorem (4.5) or (4.6), and in addition, each resulting QAP instance is polynomially solvable. Then the original Q3AP instance is polynomially solvable with solution provided by Theorem (4.5) or (4.6) respectively.

### 4.2 Approximation Algorithms

In this section we propose a theorem that extends any approximation algorithm for 3 AP to an approximation algorithm for Q3AP.

Let $O P T_{3 A P}$ and $O P T_{Q 3 A P}$ denote the optimal solutions of 3 AP and Q3AP respectively. Any feasible solution $S$ to 3 AP is also feasible for Q3AP. Let $\operatorname{cost}\left(S_{3 A P}\right)$ and $\operatorname{cost}\left(S_{Q 3 A P}\right)$ denote the costs of $S$ in 3AP and Q3AP respectively.

Theorem 4.8. Consider an instance of 3AP with entries $d_{i j k}$ and construct an instance of Q3AP such that $c_{i j k l m r}=d_{i j k} d_{l m r}$. Suppose $H$ is an approximation algorithm to 3AP which returns a solution $S$ with $\operatorname{cost}\left(S_{3 A P}\right) \leq \alpha \operatorname{cost}\left(O P T_{3 A P}\right)$. Then $H$ is also an approximation algorithm for $Q 3 A P$ where $\operatorname{cost}\left(S_{Q 3 A P}\right) \leq \alpha^{2} \operatorname{cost}\left(O P T_{Q 3 A P}\right)$.

Proof. Let $O P T_{3 A P}$ be comprised of permutations $p^{*}$ and $q^{*}$. Let $S$, the solution of $H$, be comprised of permutations $p^{\prime}$ and $q^{\prime}$. Then since $H$ is an approximation algorithm for 3AP, we have

$$
\begin{equation*}
\operatorname{cost}\left(S_{3 A P}\right)=\sum_{i=1}^{n} d_{i p^{\prime}(i) q^{\prime}(i)} \leq \alpha \sum_{i=1}^{n} d_{i p^{*}(i) q^{*}(i)}=\operatorname{cost}\left(O P T_{3 A P}\right) \tag{4.28}
\end{equation*}
$$

and hence we have

$$
\begin{array}{rlr}
\operatorname{cost}\left(S_{Q 3 A P}\right) & =\sum_{i=1}^{n} \sum_{j=1}^{n} c_{i p^{\prime}(i) q^{\prime}(i) j p^{\prime}(j) q^{\prime}(j)} \\
& =\sum_{i=1}^{n} \sum_{j=1}^{n} d_{i p^{\prime}(i) q^{\prime}(i)} d_{j p^{\prime}(j) q^{\prime}(j)} & \\
& =\sum_{i=1}^{n} d_{i p^{\prime}(i) q^{\prime}(i)} \sum_{j=1}^{n} d_{j p^{\prime}(j) q^{\prime}(j)} & \\
& \leq\left(\alpha \sum_{i=1}^{n} d_{i p^{*}(i) q^{*}(i)}\right)^{2} & \text { by equation (4.28) } \\
& =\alpha^{2} \min _{p, q \in \pi_{n}} \sum_{i=1}^{n} \sum_{j=1}^{n} c_{i p(i) q(i) j p(j) q(j)} & \text { by Theorem (4.1) } \\
& =\alpha^{2} \operatorname{cost}\left(O P T_{Q 3 A P}\right) &
\end{array}
$$

Therefore, $\operatorname{cost}\left(S_{Q 3 A P}\right) \leq \alpha^{2} \operatorname{cost}\left(O P T_{Q 3 A P}\right)$.
In order to make Theorem (4.8) more general, we do not require $\alpha$ to be a constant. It may be a function of problem input such as $\log (n)$. This theorem allows us to extend the approximation algorithms to 3 AP in Section (1.8.2) to Q3AP, as well as new approximation algorithms for 3AP to be discovered in the future by researchers.

Corollary 4.9. If the cost coefficients of Q3AP are decomposable as $c_{i j k l m r}=d_{i j k} d_{l m r}$ where $d_{i j k}$ is the cost coefficient in 3AP of type $T \triangle$ or $S \triangle$ (as defined in Section 1.8.2),
then the algorithm $H$ in Theorem (1.12) returns a solution within $\frac{16}{9}$ of the optimal Q3AP solution.

Proof. Algorithm $H$ in Theorem (1.12) returns a solution within $\frac{1}{3}$ of the optimal 3AP solution. The result follows by Theorem (4.8).

In this chapter we presented special cases of the Q3AP as extension of special cases of QAP and 3AP. Also, a new special case was discussed without relying on the QAP or 3AP problems. Approximation algorithms were discussed as well for special cases of Q3AP.

## Chapter 5

## Conclusion

Chapter 1 introduced three combinatorial optimization problems: Quadratic Assignment Problem (QAP), Three Dimensional Assignment Problem (3AP) and Quadratic Three Dimensional Assignment Problem (Q3AP). These problems are NP-hard.

In Chapter 2 we discussed a general heuristic paradigm called Randomized Local Search. Extensive experimental results are reported using two variations of the algorithm on the Quadratic Assignment Problem; RandLS-Sim and RandLS-Tabu, with benchmark QAPLIB problems and microarray instances as the test bed. Out of the 14 microarray instances, our algorithm obtained an improved solution for the largest instance and matched 3 others in the Conflict Index class. RandLS-Sim and RandLS-Tabu together matched 111 of 135 QAPLIB instances with optimal or best known solutions.

We expect that RandLS works well for other combinatorial optimization problems as well. A preliminary implementation of the method for Quadratic Minimum Spanning Tree problem is reported in [95].

In Chapter 3 we presented new polynomially solvable cases of the Three Dimensional Assignment Problem. The most notable such special case is the constant 3AP where every feasible solution is optimal. We provided full characterization of the constant 3AP: a 3AP instance is constant if and only if the cost matrix can be decomposed as the sum of three onedimensional arrays. The result was extended to Multidimensional Assignment Problems. Other special cases involve cost matrices that are decomposable as the sum of two onedimensional arrays and a two-dimensional array.

We also provided approximation algorithms for 3AP instances where $t_{i j k}=d_{i j}+d_{i k}+d_{j k}$ or $s_{i j k}=\min \left\{d_{i j}+d_{i k}, d_{i j}+d_{j k}, d_{i k}+d_{j k}\right\}$. These problems are referred to as $T$ and $S$
respectively. If the distances satisfy the parameterized triangle inequality with parameter $\delta$, then the problems are referred to as $T \triangle_{\delta}$ and $S \triangle_{\delta}$. Our approximation algorithms return solutions whose cost is at most $\frac{2}{3}(1+\delta)$ times the optimal cost.

Chapter 3 also introduced three heuristic algorithms for the general 3AP: Fix Mapping, Lagrangian Relaxation and LP Peeling. The Lagrangian Relaxation and LP Peeling algorithms outperform the two most successful heuristics in the literature in terms of solution quality. Experimental results were presented using benchmark instances. We expect that the methods used in our Lagrangian Relaxation algorithm can be successfully applied to other combinatorial optimization problems. The chapter concluded with a new problem called Three Dimensional Traveling Salesman Problem (3TSP) as a three-dimensional version of the well-known Traveling Salesman Problem (TSP). We are hoping that 3TSP gets the attention of researchers as a potential application is illustrated.

In Chapter 4 we presented polynomially solvable special cases of the Quadratic Three Dimensional Assignment Problem, as well as approximation algorithms for special cases of Q3AP. Since there are only a few papers written on the Q3AP, we anticipate more work in the future on this problem.

### 5.1 Appendix 1

The improved solution obtained for one of the Conflict Index Instances from the QAP micorarray dataset is given below.
n: 144
cost: 794811636
assignment: 19101164710712948596113735108854013457366369531813987 120371301576784375111581288633108239131174514621434438413256 141957413612466776812660711056798052271239894931252467998170 1311283231441335573109913112234651124121119722214275012142114 138100301111028932261036446259116511814028971355490492962088 110127115511061792113838410429
algorithm: RandLS-Tabu
k: 30
iter(k): 30
total number of iterations: 2000000

We present below the best solutions we have obtained over all experiments for the microarray QAP test problems. These results are due to fine-tuning parameters for specific instances, whereas Tables (2.1) and (2.2) use default parameter values as reported earlier. The bold entries indicate the best known solutions so far and the underlined entries match the best known solutions that we obtained.

In addition, the run times in [1] range from less than 2 minutes per single run for the $n=36$ instance to less than 9 hours for the $n=144$ problems. As the following 2 tables indicate, our solution to $n=144$ take far less time.

Table 5.1: Border Length Instances

| size | best known | our best solution | time | algorithm used |
| :---: | :---: | :---: | :---: | :--- |
| 36 | $\mathbf{3 2 9 6}$ | 3304 | 28 | RandLS-Sim |
|  |  |  | 226 | RandLS-Tabu |
| 49 | $\mathbf{4 5 4 8}$ | 4572 | 648 | RandLS-Tabu |
| 64 | $\mathbf{5 9 8 8}$ | 6020 | 763 | RandLS-Tabu |
| 81 | $\mathbf{7 5 3 6}$ | 7580 | 1210 | RandLS-Tabu |
| 100 | $\mathbf{9 2 7 2}$ | 9336 | 1865 | RandLS-Tabu |
| 121 | $\mathbf{1 1 4 1 2}$ | 11504 | 2755 | RandLS-Tabu |
| 144 | $\mathbf{1 3 4 7 2}$ | 13588 | 1977 | RandLS-Tabu |

Table 5.2: Conflict Index Instances

| size | best known | our best solution | time | algorithm used |
| :---: | :---: | :---: | :---: | :--- |
| 36 | $\mathbf{1 6 8 , 6 1 1 , 9 7 1}$ | $\underline{168,611,971}$ | 219 | RandLS-Tabu |
| 49 | $\mathbf{2 3 6 , 3 5 5 , 0 3 4}$ | $\underline{236,355,034}$ | 419 | RandLS-Tabu |
| 64 | $\mathbf{3 2 5 , 6 7 1 , 0 3 5}$ | $\underline{325,671,035}$ | 98 | RandLS-Sim |
|  |  |  | 745 | RandLS-Tabu |
| 81 | $\mathbf{4 2 7 , 4 4 7 , 8 2 0}$ | $427,501,773$ | 1197 | RandLS-Tabu |
| 100 | $\mathbf{5 2 3 , 1 4 6 , 3 6 6}$ | $523,552,203$ | 611 | RandLS-Sim |
| 121 | $\mathbf{6 5 3 , 4 1 6 , 9 7 8}$ | $654,416,694$ | 2780 | RandLS-Tabu |
| 144 | $795,009,899$ | $\mathbf{7 9 4 , 8 1 1 , 6 3 6}$ | 8042 | RandLS-Tabu |

The following sections describe the specifics of the algorithms used in order to obtain the two tables above.

### 5.1.1 Border Length instances

n: 36
cost: 3304
assignment: 4920282630297341912521386313223315513121018242235
16231427113617
algorithm: RLS-Sim
initial k: n
initial iter(k): 100
When $\mathrm{k}=4$, jump to local search
Multiple start parameters:
number of repeats: 4
number of peeks at local minimum: 10
increments of iter(k): 100
increments of $\mathrm{k}: 0.5$ * initial k

## Alternative solution

assignment: 23102422229141833153513218356311216203419323617971
2528263042711
algorithm: RLS-Tabu
k: 15
iter(k): 30
Total number of iterations: 1000000
n: 49
cost: 4572
assignment: 391237230283262227194845404718313436434223133541511 81646331724251026541721291414492049338
algorithm: RLS-Tabu
k: 15
iter(k): 30
total number of iterations: 1500000
n: 64
cost: 6020
assignment: 958325018261353613360481043544738162259236622835115 24203729348255164245631243463117412319215614405395230574955
711274464
algorithm: RLS-Tabu
k: 15
iter(k): 30
total number of iterations: 1000000
n: 81
cost: 7580
assignment: 465967612448251653347991988144391551717623803334336 2957557111854145146523022649107458633272644567038624054135 27422837174766776031217865695068201222737513 algorithm: RLS-Tabu
k: 15
iter (k): 30
total number of iterations: 1000000
$\mathrm{n}: 100$
cost: 9336
assignment: 231354526925668444356961658087459814749227320758493 94795367258595538661719632183410025991250523691107833166728 8324390708615418827423247896071951319757299674933051396481 408211487718624637852476
algorithm: RLS-Tabu
$\mathrm{k}: 15$
iter (k): 30
total number of iterations: 1000000
n: 121
cost: 11504
assignment: 483255721041710511539811337996211780146943236468571 115111841161511435751104291732382641005241458311196619498745 768107103510819716653328606724118102638656202112159957726647 112709289271206850109136181781230354074392218293894835444110 939903475257791019610688
algorithm: RLS-Tabu
k: 15
iter(k): 30
total number of iterations: 1000000
n: 144
cost: 13588
assignment: 3251178712076140891168236485351284312689424123113469 58111381261439325138114491109660125861041413110375475130404477 27299771311790521031341581133841159195741361242650672114483122 31141694598108135735510123412112736434799921422810539428255963 1296611841109106331125620611948721100531028810713211678167022 1196218301371397157796580
algorithm: RLS-Tabu
k: 15
iter(k): 30
total number of iterations: 500000

### 5.1.2 Conflict Index Instances

n: 36
cost: 168611971
assignment: 29182224519221331562728261353132361731312103074925 2381634201114
algorithm: RLS-Tabu
k: 15
iter $(\mathrm{k}): 30$ total number of iterations: 1000000
n: 49
cost: 236355034
assignment: 1338240322824495792039421454119231263433468272230 2926164718313725114244351348173643151410
algorithm: RLS-Tabu
k: 15
iter(k): 30 total number of iterations: 1000000
n: 64
cost: 325671035
assignment: 1391429371228305358333445623647213218116319259566050

27552361221648423952543153864445495725512410204131351762643 48174640

Algorithm: RLS-Sim
initial k: n
initial iter(k): 200
when $\mathrm{k}=4$, jump to local search.
Multiple start parameters:
number of repeats: 3
number of peeks at local minimum: 15
increments of iter (k): 50
increments of $\mathrm{k}: 0.5$ * initial k

## Alternative solution

assignment: 62438165621531326106448603258943204442501833144415 39271134298314952556345371735575423196212461253612362840751 1522594730
algorithm: RLS-Tabu
k: 15
iter(k): 30
total number of iterations: 1000000
n: 81
cost: 427501773
assignment: 742325552666685016382448718774339376588011333104462 22199817654115534047792285257497067735930754245662161344613

2772327131691764354145635126020142951367858
algorithm: RLS-Tabu
k: 30
iter(k): 30
total number of iterations: 1000000
n: 100
cost: 523552203
assignment: 943146985801655231671866122657893581107020735834521 254119513728595610045602474796159283282690366352173388195037 89433197578753684440988232294227799341246765130187774663899 3967624149487591846425
algorithm: RLS-Sim
initial k: n
initial iter(k): 200
when $\mathrm{k}=4$, jump to local search.
Multiple start parameters:
number of repeats: 4
number of peeks at local minimum: 15
increments of iter(k): 50
increments of $\mathrm{k}: 0.5$ * initial k
n: 121
cost: 654416694
assignment: 54101283576419858661135739773336854310103382552923065 250109451579797468159539034836911212012810451267411017866370 949672108322181055614327848106441143113684238011762871009342 11102116191189911537298867121591205547719175491660278940242173 11164821191074956168
algorithm: RLS-Tabu
k: 15
iter(k): 30
total number of iterations: 1000000
n: 144
cost: 794811636
assignment: 19101164710712948596113735108854013457366369531813987 120371301576784375111581288633108239131174514621434438413256 141957413612466776812660711056798052271239894931252467998170 1311283231441335573109913112234651124121119722214275012142114 138100301111028932261036446259116511814028971355490492962088

110127115511061792113838410429
algorithm: RLS-Tabu
k: 30
iter(k): 30
total number of iterations: 2000000
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[^0]:    All rights reserved. This work may not be reproduced in whole or in part, by photocopy or other means, without the permission of the author.

[^1]:    Algorithm 3.1: Approximate $T \triangle_{\delta}$ and $S \triangle_{\delta}$
    Let $A_{1}$ be the solution comprised of optimal $p$ and $r$ in (3.42) and (3.44).
    Let $A_{2}$ be the solution comprised of optimal $p$ and $q$ in (3.42) and (3.43).
    Let $A_{3}$ be the solution comprised of optimal $q$ and $r$ in (3.43) and (3.44).
    Let Approx be the best solution among $A_{1}, A_{2}, A_{3}$.
    Return Approx as the approximate solution.

