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Abstract

This thesis targets the problem of fault diagnosis of industrial processes with data-driven

approaches. In this context, a class of problems are considered in which the only information

about the process is in the form of data and no model is available due to complexity of the

process.

Support vector data description is a kernel based method recently proposed in the field

of pattern recognition and it is known for its powerful capabilities in nonlinear data classi-

fication which can be exploited in fault diagnosis systems.

The purpose of this study is to investigate SVDD applicability as a data-driven method

in industrial process fault diagnosis. In this respect, a complete framework for fault diagnosis

structure is proposed and studied. The results demonstrate that SVDD is a powerful method

in process fault diagnosis.
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Chapter 1

Introduction

With the ever increasing demand for higher product quality, safety, and efficiency in in-

dustrial processes, the need for better process control and monitoring systems has been

essential to meet production requirements and standards. In the past three decades, many

different approaches have been developed and implemented to enhance process productiv-

ity. Various control system configurations have been designed to improve process operations

with increasing number of variables and measurements in modern industrial processes. In

this area, modern control systems such as model predictive control and supervisory control

system have had great influence in industrial process control.

The goal of the process control system is to maintain the process in the desired operating

condition by compensating disturbances and process changes with the designed controllers.

However, there are changes in the process that are caused by faults and can not be compen-

sated by the control system. These changes are considered as abnormalities or deviation of

the process from normal conditions and must be detected and identified to prevent unwanted

results in the form of low quality products, components failure, operation shutdown, and ex-

tra costs. Detecting abnormal conditions and diagnosing the process is the main purpose of

the process monitoring systems that aim at identifying faults and the cause of abnormalities

[1]-[3].

Fault detection and diagnosis, FDD, is the heart of any process monitoring system. As a

wide area of research for more than three decades, FDD has been attractive to engineers in

different disciplines and fields of engineering such as process monitoring, control, manufac-

turing, automotive industry, chemical process industry, etc. Several approaches have been

proposed for fault detection and diagnosis depending on system properties and information

1
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availability. Generally, these methods are categorized into three major groups. The first

category is known as model-based approaches that highly depend on mathematical model

of the system for fault detection and diagnosis. The more precise a model is constructed,

the more reliable results is achieved. However, in many systems such as industrial pro-

cesses, it is not possible to obtain a precise model due to process high dimensionality and

complexity of the system which results in large modeling costs and time required to obtain

an accurate model. Therefore, as an alternative, data-driven approaches are utilized which

heavily depend on data captured from system measurements to detect faults. Data-driven

methods find structures or patterns in data and monitor the system behavior by processing

available data. Developments in data acquisition equipment allows for more data collection

and storage, which leads to availability of large amount of process historical data, mak-

ing data-driven approaches a suitable choice for monitoring. However, the performance

depends on the quality of data as well as data quantity. The third category is known as

knowledge-based methods in which a priori knowledge of the process is used for extracting

rules for monitoring. Causal analysis and expert system are example methods in this cate-

gory. Knowledge based expert systems are flexible and can be implemented very fast and

the results are easy to interpret. However, it is difficult to apply knowledge based methods

to large scale processes and requires considerable amount of process experience[1].

In this work we focus on data-driven methods for process fault detection and diagnosis.

Data-driven methods include multivariate statistical analysis such as principal component

analysis (PCA), and independent component analysis (ICA), Neural Networks, classification

approaches such as Support vector machines(SVM) and Bayesian networks , and density

estimation methods such as kernel density estimate (KDE) [2], [4]-[8].

Process monitoring can be divided into two major steps. The first step is fault detection

in which the presence of fault in the system is examined. In other word, the result of this

step would be a positive or negative answer to the question of occurrence of any fault in the

system. When a fault detected, the second step is fault diagnosis.

Fault diagnosis is a complementary procedure in process monitoring which is accom-

plished by employing classification methods. In this context, fault information is analyzed

by classifiers in order to determine the class the fault belongs to, so that further decisions can

be made to cure the faulty situation. Many different classification methods have been pro-

posed in the literature. They can be categorized as probabilistic methods such as Bayesian

networks, and kernel based approaches such as SVM. In recent years, kernel based methods
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such as support vector machines have gained attention for their capability in classifying

data[7], [9], [10], [11].

Classifiers can be separated based on their structure and functionality as one-class clas-

sifier, binary classifier, and multi-class classifiers. Multi-class classification refers to the case

when there are more than two classes and the goal is to assign each data or object to one

of the classes. One-class classification, also known as anomaly detection, novelty detection,

or outlier detection, is a process in which one class of objects (target data) are separated

from other objects (outliers for example) by learning a classifier with training data of the

target class. Two-class or binary classification is almost the same as one-class type except

that data for the second class is also available.

One-class classification methods are divided into density estimation, reconstruction, and

boundary methods. In density estimation methods, the distribution of the target class is

estimated and a threshold is defined as a probability. Reconstruction methods construct a

model to fit training data and use reconstruction error as a separating criteria for in-class

data. The main goal in boundary methods is to obtain a descriptive boundary around target

class that contains most of the data[17].

As a one-class classifier, support vector data description (SVDD) has found application

in a wide range of applications. Recently, SVDD was used in a computer-vision-based au-

tomated fabric defect detection system[20]. It was also applied for background modeling in

video processing applications[21]. Other applications include target detection in hyperspec-

tral imagery [22], classification for analog circuit fault diagnosis[25], gearbox fault diagnosis

[23], pump failure detection [18], face recognition , speaker recognition, image retrieval and

medical imaging[19],[24]. However, in the area of process monitoring and fault detection and

diagnosis, SVDD is new and there is potential for more comprehensive research. In most of

the few cases reported, SVDD has been used as a complementary element for monitoring

and not as a basic component in the FDD structure. For example, in [12], ICA is combined

with SVDD for fault detection in rotating machinery. Also, in [15],[13], [14], and [15] ICA

and PCA were employed as the main part of the fault detection and identification system

and SVDD was used for calculating threshold limit. For fault diagnosis, a combination of

Linear discriminant analysis, Nearest neighbor rules and SVDD were used for classifying

roller bearing faults in [16]. As the main contribution of this work, a complete fault detec-

tion and diagnosis scheme based on SVDD is provided and tested on simulated processes, as

well as on a real system to investigate SVDD’s capabilities for fault detection and diagnosis.



CHAPTER 1. INTRODUCTION 4

In this respect, SVDD is considered as the core part of the detection and diagnosis system.

The proposed approach is implemented and compared with standard multivariate process

monitoring methods for fault detection. In addition, for fault diagnosis (fault classification),

a multi-classification structure based on SVDD is designed and applied to two industrial

processes and compared with standard classifiers. Specifically, KNN, K-nearest neighbor is

chosen for comparison which is one of the most well known classification methods.

1.1 Objectives and contributions

The overall objective of this study is to investigate the applicability of support vector data

description as a data driven method in fault diagnosis applications, specially in engineering

process monitoring, and comparing SVDD with other standard methods, namely, PCA and

ICA for detection, and KNN, SVM, and other classification methods for fault diagnosis.

The contribution of this work is in providing a complete structure based on SVDD for data

driven fault detection and isolation (FDI), and demonstrating the capability of SVDD in

detecting and isolating faults in processes as an alternative method for FDI. A complete

package is provided which includes fault detection and fault classification as the main parts

of an FDI system. The computational complexity and processing time problem has also

been addressed and enhanced by embedding a fast SVDD algorithm in the FDI structure.

The following tasks pursue the aforementioned objectives as the contribution of this

work:

• Proposing a new framework for process fault detection and developing the proposed

method in terms of parameter selection and computational enhancement.

• Implementing support vector data description fault detection scheme on a simple

multivariable system as well as a benchmark simulated process, Tennessee Eastman

Process (TEP), and a real experimental system (Three Tank System) to demonstrate

SVDD’s potential strength in process fault detection.

• Developing the proposed fault classification approach based on SVDD as a fault diag-

nosis method for multi-classification of faults in processes.

• Implementing SVDD fault classification on TEP and Three Tank System.
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• Analyzing and discussing detection and diagnosis proficiency of SVDD in comparison

to benchmark methods

1.2 Thesis outline

In chapter 2, the theory behind each monitoring method is presented. Specifically, detail

information on SVDD, ICA, and PCA and mathematical formulation for each method is

provided. Chapter 3 introduces fault detection definitions and pictures the fault detection

scheme based on the proposed method and discusses issues in the design procedure. Chapter

4 includes implementation details and the results of SVDD fault detection on three different

systems. In chapter 5, fault classification is introduced as a fault diagnosis method and

the diagnosis scheme is described. Other classification methods are also introduced for

comparison. Chapter 6 details implementation of SVDD for fault classification and presents

the results for SVDD and compares with KNN and other classification methods. Chapter 7

summarizes this work and provides some conclusion and recommendations.



Chapter 2

Process monitoring methods

Several process monitoring methods have been developed and widely used in different disci-

plines, ranging from chemical processes to biological applications. Among linear methods,

principal component analysis (PCA) and independent component analysis (ICA) are the

two most well known methods which have been recognized as standard process monitor-

ing approaches. Support vector data description (SVDD) is a new one-class classification

method which has been developed in pattern recognition society and has received attention

in engineering application in recent years.

In this work, we introduce SVDD as the core element of the fault detection and diagnosis

(FDD) system and propose an FDD structure which is based on SVDD. In order to assess

the applicability and performance of SVDD in process monitoring application, ICA and

PCA are selected as standard method to compare with SVDD. In this chapter, theoretical

details of each method are presented as a foundation for the following chapters.

2.1 Support Vector Data Description, SVDD

Support vector data description is a newly emerged method that was introduced by Tax

and Duin [46] as a one-class classifier in the field of pattern recognition. SVDD can be

considered as an extension or modification of SVM since both have similar optimization

formulation. Contrary to SVM which searches for the optimum separating hyper-plane in

feature space, the main idea in SVDD is to find a spherically shaped boundary around a

data set to describe the data in the feature space; Therefore, a tighter boundary can be

found for the data and also provides a boundary which can be used as the limiting bound

6
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for a one class data. In this method, the target data set is transformed into a feature space

in which a hyper-sphere circumscribes the data while its radius is minimized. The nature

of the SVDD method makes it suitable to be used in outlier detection problems to detect

objects that are different from the data or it can be used as one-class classifiers when the

training data for one class is well sampled while other classes are not [46]. As a nonlinear

kernel based method, SVDD solves a convex optimization problem and gives global solution

which is one of its significant properties. In this work, SVDD is used as fault detector which

provides a boundary around normal operating condition (NOC) data.

2.1.1 SVDD Theory

For a set of data points, SVDD defines a nonlinear mapping, ϕ : X → F , to a high

dimensional feature space and finds the smallest sphere that contains most of the mapped

data points in the feature space[46]. This sphere, when mapped back to the data space,

can separate into several components, each enclosing a separate cluster of points [47]. More

specifically, suppose we have a set of training data, xi ∈ X, i = 1, . . . , N , where X ⊂ Rn

and let ϕ be a mapping from X to a higher dimensional feature space. Then, the problem

of finding the hyper-sphere with minimum radius that encloses training data images in the

feature space is formulated as follows:

min R2 + C
∑
i

ξi, (2.1)

s.t. ∥ϕ(xi)− a∥2 ≤ R2 + ξi , ξi ≥ 0 for i = 1, . . . , N,

where a is the hyper-sphere center, R is the radius, and ξi are slack variables. Including

slack variables as shown in equation 2.1 allows some points to be outside the sphere, which

results in a softer boundary. Parameter C is a controlling parameter that controls the trade-

off between error and volume. The minimization problem can be solved by introducing

Lagrangian in 2.2 with α and γ as Lagrange multipliers:

L = R2 + C
∑
i

ξi −
∑
i

(R2 + ξi − ∥ϕ(xi)− a∥2)αi −
∑
i

ξiγi. (2.2)

L should be minimized with respect to R, a, and ζi and maximized with respect to α and

γ[46]. Setting partial derivatives equal to zero results in the following constraints:

∂L/∂R = 0 →
∑
i

αi = 1, (2.3)
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∂L/∂a = 0 → a =
∑
i

ϕ(xi)αi, (2.4)

and

∂L/∂ξi = 0 → C − αi − γi = 0. (2.5)

Since αi ≥ 0, γi ≥ 0, and C−αi−γi = 0 we can remove γi Lagrange multiplier by enforcing

0 ≤ αi ≤ C. Substituting 2.3-2.5 into 2.2 the new objective function becomes:

L =
∑
i

αiK(xi,xi)−
∑
i,j

αiαjK(xi,xj) (2.6)

subject to

0 ≤ αi ≤ C ,
∑
i

αi = 1, i = 1, . . . , N,

where K(xi,xj) = ϕ(xi).ϕ(xj) is a kernel function. Lagrange multipliers, αi, are found by

maximizing 2.6. As defined in [46], all points located on the boundary satisfy 0 < αi < C

and are called Support Vectors; while the points inside boundary have αi = 0. From 2.4,

the squared distance of any new data point from the center of the sphere can be calculated

as:

D2 = ∥ϕ(xnew)− a∥2 = K(xnew,xnew)− 2
∑
i

αiK(xnew,xi) +
∑
i,j

αiαjK(xi,xj),

where in case of Gaussian kernel becomes:

D2 = ∥ϕ(xnew)− a∥2 = 1− 2
∑
i

αiK(xnew,xi) +
∑
i,j

αiαjK(xi,xj),

Also, the radius of the sphere is calculated as the distance between the center and the

boundary (any of the SVs). The squared radius is:

R2 = K(xs,xs)− 2
∑
i

αiK(xs,xi) +
∑
i,j

αiαjK(xi,xj),

where xs ∈ {SV s}. The test point is outside the sphere if D2 > R2 and it is inside or on the

boundary if D2 ≤ R2. In the above mentioned formula, a kernel function is embedded in the

the equations which simplifies calculations in feature space by replacing the inner product of

the vectors. The most used kernel function proposed in the literature is the Gaussian kernel

because of its properties which makes it a good choice. The Gaussian kernel is defined as

K(xi,xj) = e(−∥xi−xj∥2/σ2),

with σ as kernel width parameter.
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2.2 Principal Component Analysis, PCA

Principal component analysis is a standard method that has been well studied for multivari-

ate process monitoring in fault diagnosis systems applied to industrial processes [26],[27].

PCA was first proposed by Pearson in 1901 and later developed by Hotelling in 1947 [4].

The main function of multivariate statistical techniques is to transform a set of process

variables into a smaller uncorrelated set. PCA is based on orthogonal decomposition of the

covariance matrix of the process variables and finding directions that explain the maximum

variation of the data. The main purpose of using PCA is to find factors that have a much

lower dimension than the original data set which can properly describe the major trends

in the original data set [28]. Analysis of industrial data using principal component anal-

ysis, especially for detecting faults in chemical processes, has been intensively studied in

[2],[29][30],[31].

PCA formulation

In the following, the basic PCA formulation is presented. For more detail, the reader is

referred to [2],[33].

For a set of data X with n observation and m variables, the sample covariance matrix is

defined as:

Σ =
1

n− 1
XTX.

Eigenvalue decomposition of Σ gives:

Σ = V ΛV T ,

where V contains principal components as columns and Λ is the eigenvalue matrix whose ith

elements represent the variance of data projected along the ith PC. The dimensionality can

be reduced by taking only the first a PCs corresponding to the first a largest eigenvalues

that capture a specific amount of variance (80% for example). The transformed data points

in the new dimensionally reduced space are called PCA scores and are calculated as:

T = XP,

where P is the matrix of the first a columns of V . In fact, original data points are represented

as projected points in a lower dimensional space spanned by PCs also called feature space.
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Reconstruction of the data is achieved by:

X̂ = TP T ,

and the residual matrix is found as:

E = X − X̂.

The separation of the process data space into feature space and residual space results in two

criteria or measure for monitoring the process behavior, namely, Hotelling’s T 2 distance and

squared prediction error (Q). When process is out of control while the process structure is

preserved, Hotelling’s T 2 exceeds its control limit, showing process model variation outside

its Normal Operating Condition (NOC) control limits. On the other hand, when the corre-

lation of the NOC process data is broken then the Q statistic limit is exceeded [31]. Figure

2.1 explains Hotelling’s T 2 and Q measures and their interpretation with regard to the pro-

cess data in the operating space. In this figure, the points representing fault A appear in

the Q statistic plot and the points representing fault B will show up in the T 2 statistic plot.

The envelope shows the normal operation region [32]. The Hotelling’s T 2 statistic can be

Figure 2.1: Interpretation of T 2 and Q statistics in the space of process data[32].

calculated for any data point by :

T 2 = xT
i V Λ−1V Txi, (2.7)

where xi, a sample data point, which is an m× 1 vector. For PCA scores the T 2 statistic is

calculated the same way while retaining a eigenvectors and eigenvalues. The control limit
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is defined by equation 2.8, assuming that the NOC data conform to a multivariate normal

distribution and NOC parameter estimates are sufficiently accurate,

T 2
α =

a(n− 1)(n+ 1)

n(n− a)
Fα(a, n− a), (2.8)

where Fα(a, n− a) is Fisher F -distribution value with a and n− a degrees of freedom and

1 − α confidence. Q-statistic (or SPE) is defined as a squared 2-norm of the residuals as

described in equation 2.9:

Qi = rTi ri, ri = (I − PP T )Xi. (2.9)

The threshold for Q-statistic is defined by Qα in equation 2.10 as

Qα = θ1[
h0cα

√
2θ2

θ1
+ 1 +

θ2h0(h0 − 1)

θ21
]1/h0 , (2.10)

where

θi =
n∑

j=a+1

λi
j , i = 1, 2, 3

and

h0 = 1− 2θ1θ3
3θ22

.

In this equation, cα is the normal deviate corresponding to (1 − α) percentile [2]. Consid-

ering the mentioned statistics, the following conditions are the indicators of occurrence of

abnormality or fault in the process:

T 2 > T 2
α or Q > Qα.

2.3 Independent Component Analysis, ICA

It is known that many process variables that are measured for monitoring are not indepen-

dent and can be a combination of independent observations. Separating these independent

latent variables can reveal valuable information about the structure of the process data that

is monitored. ICA is a multivariate data processing method which separates mixed data

into its independent source signals [34]. A linear transformation transforms multivariate

data by maximizing statistical independence of variables and finds independent latent vari-

ables using a function of independence. The latent variables are assumed to be mutually
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independent and non-Gaussian. This technique was first proposed to solve the blind source

separation problem. A classical example of blind source separation is the cocktail party

problem [35]. Assume several people are speaking simultaneously in a room, as in a cocktail

party. Placing several recording microphones in different locations in the room, the problem

is to separate the voices of the different speakers. Applying ICA on recording data, and

separating them results in obtaining the latent variables which are the waveforms of the

voices.

2.3.1 ICA algorithm

Assume Xd×n as the observation data matrix, with d variables x1, x2, ..., xd having n ob-

servations each. These variables can be assumed as a linear combination of k unknown

independent variables, s1, s2, ..., sk, such that

X = AS, (2.11)

where Sk×n is the matrix of independent components, and Ad×k is called mixing matrix

which is unknown and has to be found [36]. In ICA, the algorithm searches for a de-mixing

matrix, W , which transforms X to Ŝ as Ŝ = WX such that for all ŝi, latent variables,

statistical independence is maximized as much as possible. It is common to perform some

preprocessing on data before applying ICA algorithm. Centering and whitening are the most

known preprocessing strategies that are useful to do on data. Centering is simply done by

subtracting data from its mean. Whitening linearly transforms the observed variables so that

the obtained variables are uncorrelated and their variances equal unity, i.e., E{X̂ X̂T} = I .

Whitening can be done by eigenvalue decomposition of the covariance matrix, E{XXT} =

QPQT as follows:

Z = P−1/2QTX = P−1/2QTAS = BS, (2.12)

where Z is the whitened data matrix, P is a diagonal matrix containing eigenvalues of the

covariance matrix, Q is a matrix containing the eigenvectors corresponding to eigenvalues

in P as its columns, and B is the whitened mixing matrix. Data dimension reduction can

be done in whitening step by only including large eigenvalues in P and discarding small

eigenvalues.

It can be shown that B is an orthonormal matrix, i.e., BBT = I; Therefore, independent
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components, si, can be obtained using (2.12) as:

Ŝ = BTZ.

The de-mixing matrix B is computed by giving an initial guess for each column of B and

iteratively updating it to maximize non-Gaussianity of the corresponding independent com-

ponent. It is shown that independence is achieved by maximizing non-Gaussianity. The two

measures for Non-Gaussianity are kurtosis and negentropy[35].

Since kurtosis is highly affected by outliers it is not recommended to be used. Negentropy

is related to entropy (an important concept in information theory) of a random variable. It

is defined as

J(y) = H(yGaussian)−H(y). (2.13)

In equation (2.13), y is a random variable, yGaussian is a Gaussian random variable with the

same covariance as y, J is negentropy of y, and

H(y) = −
∫

f(y)log(f(y))dy

is the differential entropy of a variable with density of f(y) [36]. To find B by maximizing

non-Gaussianity using negentropy, J , Hyvarinen [35] proposed an efficient algorithm called

FastICA which is based on approximating negentropy with the following procedure[37]:

1- Choose an initial weight vector bi with unit norm randomly.

2- Let bi = E{zg(bi
Tz)} − E{g ′(bi

Tz)}bi

3- Normalize bi = bi/∥bi∥.
4- If bi has not converged, then go to 2.

In the above algorithm, g and g′ are the first and second derivatives of G, the contrast

function, which is suggested to take one of the following forms:

G(u) = − 1

a1
logcosh(a1u),

or

G(u) = −exp(−u2

2
),

with 1 ≤ a1 ≤ 2 being a constant. When matrix B is obtained, the data can be transformed

to get independent components as

Ŝ = BTZ = BTP−1/2QTX = WX.
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In process monitoring, ICA algorithm has been implemented to obtain statistic measures

for monitoring systematic and nonsystematic variation of the process. The two most known

statistics are I2 and squared prediction error (SPE ), that can be computed for the kth

observation as:

I2(k) = ŝ(k)T ŝ(k) = (Wx(k))TWx(k),

SPE = (e(k)Te(k)) = (x(k)− x̂(k))T (x(k)− x̂(k)),

where x̂ = Aŝ(k) = WAx(k).

To find the confidence limits for these statistics, kernel density estimation method (KDE )

can be used. KDE is a powerful data-driven technique for nonparametric estimation of

density functions. Contrary to PCA, in ICA, the Hotelling’s T 2 and SPE statistic can not

be defined since they are determined based on the assumption that process data distribution

is normal, which is not the case in ICA. Here, the kernel estimator is defined as:

f(x) =
1

nh

n∑
1

K(
x− xi

h
),

with x as the point of concern, xi as observations, h as smoothing parameter, n, as the

number of observations, and K as kernel function which is usually Gaussian kernel. More

detail information regarding kernel density estimation and confidence limit computation can

be found in [39] and [40].

2.4 Chapter Summary

In this chapter, Support Vector Data Description (SVDD) process monitoring method was

introduced with detail formulation. In addition, two standard methods that later will be

used for comparison, were also presented to form the basic theoretical foundation for the rest

of the thesis. Principal Component analysis (PCA) and Independent Component Analysis

(ICA) were presented as the two methods which are widely used in data driven process

monitoring. The next chapter discusses general fault detection scheme and presents the

problem and definitions followed by the proposed framework for fault detection based on

SVDD. In this respect, details of the proposed fault detection system are presented and the

issues invovled in the design of the system are discussed.



Chapter 3

Fault detection scheme

3.1 Fault detection and diagnosis: Problem and definitions

In almost every FDI systems, the following steps are taken into account. The procedure

starts with preprocessing the data, which means removing unnecessary variables (if possi-

ble), removing outliers and scaling the data to eliminate the dominance of some variables’

values over other ones. Depending on the method used, the data is transformed and/or

the dimensionality of the data set is reduced for further steps. Transforming data is per-

formed so that a specific property of the data would appear or can be captured easily,

e.g., projecting data points into the direction where they show the most variation. The

dimensionality reduction decreases the computational complexity and removes unnecessary

variables. However, reduction order is always an important issue and there is a trade off

between the number of reduced dimensions and the loss of information. The next step is

to define a measure to quantify the information embedded in the data so that it could be

compared to a threshold which results in change detection. The analysis of the obtained

change is known as fault detection which determines whether a fault exists or not. By lo-

cating the fault and determining the size and type of the fault, identification and diagnosis

step is accomplished. Many different schemes and techniques have been proposed for each

step from data acquisition to fault evaluation in designing FDI systems. The most impor-

tant issues in designing FDI system are rapidity, robustness and accuracy. A good FDI

system must detect process faults as early as possible while being robust, meaning that it is

insensitive to noise or other process disturbances. The challenges that engineers may face

in designing FDI systems include nonlinearity in process variables, multi co-linearity due

15
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to correlation among variables that causes redundancy problems, dimensionality problems

with large number of variables, and process dynamics.

3.1.1 Definitions

The terminology in the field of FDD is not consistent. Therefore, in order to avoid further

misunderstandings, some definitions frequently used in the literature are given below:

• Condition monitoring: According to [48], condition monitoring is defined as the con-

tinuous or periodic measurement and interpretation of data to indicate the condition

of an item to determine the need for maintenance. Condition monitoring is needed so

that faults can be detected and diagnosed as early as possible.

• Fault: An unpermitted deviation of at least one characteristic property or parameter

of the system from the acceptable, usual, or standard condition.

• Disturbance: An unknown and uncontrolled input, acting on the system.

• Residual: A fault indicator, based on the deviation between measurements and com-

puted values.

• Fault detection: Determining the presence of faults in a system and the time of de-

tection.

• Fault diagnosis: determining type, size, and location of faults in the system[49].

3.2 Fault detection framework

The proposed fault detection framework is presented in the following paragraphs. As one of

the objectives of this work, we implement support vector data description, ICA, and PCA

for fault detection in three different systems to investigate the performance of SVDD in

industrial process monitoring and fault detection, and study its advantages and disadvan-

tages compared to ICA and PCA. In this work, PCA is considered as the benchmark method

which is used for comparison. PCA has been studied very well and has shown its power in

process monitoring. More recently developed, compared to PCA, ICA has been the topic of

much research work and has shown significant performance in engineering systems monitor-

ing. Originally used for blind source separation in sound signal processing, ICA has found
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promising applications in monitoring different engineering systems such as chemical process

monitoring [50],[51], [34] [37]. Although SVDD has been suggested for fault detection in

a few applications, the need for more comprehensive study is prominent. In most of the

previous work, SVDD has been used as a complementary component of the fault detection

method. In [14] and [15], SVDD is combined with ICA to determine a threshold or bound-

ary for the ICs. Another way to find a threshold is Kernel density estimate method, KDE,

which is based on density estimation of the normal data with multiple kernel functions.

Fault detection task can be divided into two stages: Off-line training and Online detec-

tion. In off-line training, normal operating condition data are used to train the detection

system and find the required limits and parameters for the monitoring system. Online detec-

tion involves testing new process data and assessing process health condition by comparing

new data features with the results of the off-line stage and declaring faulty condition if any

fault occurred. Off-line training can be summarized as:

• Obtaining normal operating condition data, NOC, and preprocessing if required, e.g.,

scaling, removing outliers, removing noise, etc.

• Transforming NOC data to feature space, i.e., finding scores

• Defining a distance measure in feature space and finding a threshold for monitoring

out of limit data

Online detection stage is summarized as:

• Transforming new data point to feature space and computing its score

• Calculating the distance measure of the new point score

• Comparing the distance to the threshold and declaring faulty condition if the distance

exceeds the limit

3.2.1 Design issues

Constructing any fault detection system requires considering design issues that highly affect

the performance of the system. Some of the most common issues can be categorized as

follows:
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• Size of the data: The number of variables or measurements and the size of the training

data set has a key role in the design process. High dimensional data sets leave the

designer with the choice of using methods that can handle high dimensional data or

applying dimension reduction techniques.

• If decided to reduce dimensionality, the most important issue becomes the number of

dimensions to be reduced and how to determine this number.

• Selecting the most informative variables to be used and discarding those with less

information is another important issue.

• Tuning parameters is also an influential issue. If parameters are not adjusted properly,

then a powerful method appears ineffective which results in misleading the designer

in selecting a suitable method

• Threshold calculation: Depending on process data properties, the right method must

be selected to calculate a threshold which is optimal in describing process normal

condition region. Failing to find an appropriate threshold in some cases highly affects

monitoring and fault detection results

• Finally, the most common issue in all design problems is the trade off between com-

plexity and error: As the error decreases, complexity increases, and the designer job

is to find a balancing point between the two.

3.3 SVDD fault detection structure

Given a set of training data, detecting process faults based on SVDD is described in this

section. In this framework, SVDD is trained with a set of normal operating condition (NOC)

data and a boundary is computed. As mentioned earlier, SVDD constructs a spherical

boundary around the data in the feature space with a minimized radius. Therefore, the

boundary of the NOC region is characterized by the radius of the trained hyper -sphere and

its center. When process is operating in its normal condition, data points remain inside

the sphere and when any fault occurs, data points leave the sphere, otherwise, the fault

is not detectable. Figures 3.1 and 3.2 show examples of SVDD boundary area for a two

dimensional feature space of three tank system data which illustrates the behavior of the

system under normal and faulty condition in relation to SVDD boundary.
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Figure 3.1: Example NOC region in 2D feature space of 3TS data enclosed by SVDD
boundary.

We define the threshold or control limit for fault detection as the radius of the sphere.

Therefore, by computing the distance of the test points from the center of the sphere,

D = ∥a− x∥ (a is the center of the sphere), and comparing to radius, the condition of the

process can be monitored and if any fault occurs, it can be captured. Detection is achieved

by checking inequalities in 3.1.
D < R, normal

D = R, x on the boundary

D > R, faulty

, (3.1)

where x is a test data point and R is the radius of the sphere. In this work, SVDD was

implemented using ddtools and PRtool Matlab toolboxes provided by [52] and [53] (can be

downloaded from:http://homepage.tudelft.nl/n9d04/dd_tools.html and http://www.

prtools.org respectively).

3.3.1 SVDD Computational time problem

The SVDD computation time drastically increases as the number of training data and its

dimensionality increases. To solve this problem we modify SVDD by using split and combine
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Figure 3.2: Example NOC region in 2D feature space of 3TS data enclosed by SVDD
boundary and the effect of fault on the data causing to leave the NOC region.

method proposed in [54]. In this method, a small subset of the training data is randomly

selected and SVDD is applied to the subset and its support vectors are retained while the

rest of the points are removed. Another subset is taken from the remaining data set and

the second set of SVs are added to the first SV sets and SVDD is applied to the combined

set of SVs and new set of SVs are found. The procedure continues until all data points in

the original training set are used. The only parameters to be tuned for this algorithm are

the size of the subsets, L and the kernel width, σ. The split and combine algorithm for fast

SVDD is presented here [54]:

Suppose we have an n×m training data set X.

1. Randomly form a set, L1, with l points from X and apply SVDD on the set and find

the solution as W1 and the set of support vectors as SV1

2. Subtract L1 from X and form set L2 the same as L1 with the same size

3. If number of points in X < l then the solution is W1 otherwise proceed to next step

4. Find solution for L2 the same way as L1 and let SV2 be the set of support vectors for

L2
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5. Subtract L2 from X and update L2

6. Let L3 = SV1
∪

SV2 and find SVDD solution for L3 as W3. Let SV3 be the support

vectors of L3

7. If number of points in X < l then the solution is W3 otherwise proceed

8. Update L2 and go to step 4

The computation time of the fast SVDD algorithm is compared with the original SVDD

for data sets with three different sizes to show the effectiveness of the improved algorithm.

A benchmark sample data set named Banana set is used for comparison. It is shown in

Table 3.1 that computational time is reduced significantly with improved fast SVDD while,

both algorithms give almost the same SVDD boundary solution as shown Figure 3.3. In

this table, computation time for a set of 100 points is very close for SVDD and fast SVDD.

However, when the number of data points increases to 200, the computation time for fast

SVDD doubles, while it increases more than 6 times for SVDD. This condition becomes

worse for a set of 400 points.
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Figure 3.3: SVDD and improved fast SVDD results on Banana data set.



CHAPTER 3. FAULT DETECTION SCHEME 22

Table 3.1: Computation time comparison of SVDD and fast SVDD

banana set computation time (sec)

number of data SVDD fast SVDD

100 .462 .439
200 3.186 .958
400 116.021 2.405

We also examine fast SVDD sensitivity to variation of its subset size parameter, L. The

results are presented in Figure 3.4. In this figure, it can be seen that the training time

increases when L is greater than 50% of the original data size. Therefore, selecting L as

20 − 50% of the original training set would be reasonable. Note that too small values for

L means very few samples in the subsets which results in having too many subsets and in

turn, increases the computation time.It should be noted that from here on, we refer to fast

SVDD by SVDD unless specified.
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Figure 3.4: Fast SVDD computing time with respect to parameter L for a sample set of
training data with 200 points.
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Fault detection results of applying fast SVDD to three systems (a simple nonlinear sys-

tem, Tennessee Eastman process, and three tank real system) are presented in the following

chapters.

3.4 Chapter Summary

This chapter describes the structure of the fault detection system based on SVDD. The

training and testing method, and threshold definition are presented and discussed. Also,

dimensionality and computational time problem is addressed and the solution is provided in

this chapter. A faster algorithm used in the fault detection structure is presented in detail.

The results show considerable enhancement in terms of computational complexity and time.

In the next chapter, the proposed SVDD fault detection method is implemented on three

benchmark systems to examine SVDD’s performance in comparison with standard methods.

Fault detection system’s parameter adjustment methods are presented and performance

criteria are introduced in the next chapter. Finally, the results of different experiments are

presented and discussed in detail.



Chapter 4

Fault detection application

In this chapter, the SVDD based fault detection method is investigated and the experimental

results on three different systems are presented and discussed in detail. The systems are: a

simple multi-variable system, Tennessee Eastman process as a benchmark simulated process,

and a real three tank system. The results of the SVDD fault detection are compared with

ICA and PCA. Also, a combination of SVDD with ICA and PCA is studied and compared

with simple SVDD.

4.1 Detection performance criteria

The performance of any fault detection method should be measured based on predefined

criteria. The most common criteria used in the literature are false alarm rate, missed alarm

rate and detection delay. False alarm rate is computed as the number of observations in a

set of normal data that are detected as faulty. In fact, false alarm indicates presence of fault

in the process while there is no fault in the process. On the other hand, missed alarm rate

is defined as the number of faulty observations that are not detected in a set of data. False

alarm and missed alarm rates are affected by threshold limit values. Too low threshold

limits result in high false alarm rates while high threshold values increases missed alarm

rate. The detection delay is considered as the time between the occurrence of fault in the

system and the time it is detected by fault detection system[3]. In this work, we compute

the three mentioned measures for each experimental case study to assess the performance

of the proposed method. By convention, every three consecutive samples exceeding the

threshold is counted as an alarm.

24



CHAPTER 4. FAULT DETECTION APPLICATION 25

4.2 Implementation and experiment

4.2.1 Simple multivariable process

We first examine the performance of SVDD on a simple multivariate process. The process

contains five variables which was proposed by Ku [38] and modified by Lee et al. [34]. The

system is defined as follows:

z(k) =


.118 −.191 .287

.847 .264 .943

−.333 .514 −.217

 z(k − 1)

+


1 2

3 −4

−2 1

u(k − 1) (4.1)

y(k) = z(k) + v(k) (4.2)

where input u is defined as:

u(k) =

(
.811 −.226

.477 .415

)
u(k − 1) +

(
.193 .689

−.320 −.749

)
w(k − 1) (4.3)

In the above equations, v is a random noise vector with its elements having zero mean and

variance of 0.1. Vector w is a random vector with elements uniformly distributed in (-2,2)

interval. Each point in the data set is a vector defined as x(k) = [yT (k) uT (k)]T with

five variables, y1, y2, y3, u1, u2. For monitoring and fault detection, two types of fault are

introduced[34].

• Exerting step change in w1 by four different values (2, 3, 5, and 7 units) at sample 50

• Increasing w1 linearly from sample 50 by adding f(k − 50) to the value of w1 at each

sample where, k is the sample number and fault parameter, f ∈ {.05, .1, .15}

Also, in some cases, fault was applied from sample 50 to 150. For analysis, 300 samples

are generated in each case. Figure 4.1 shows process variables having gradual fault with

f = .05.
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Figure 4.1: Example system states when gradual fault occurs in the system

SVDD parameter adjustments

A SVDD structure is trained with normal operating condition, NOC, data. The structure

has only two parameters that need to be selected. One is the size of the split in SVDD

algorithm, L, and the second is the kernel width parameter, σ, which is an influential

parameter and highly affects the results. To select these two parameters, cross validation

approach is suggested. The parameters are obtained by running 5-fold cross validation for

each set of (L, σ) on the training data set over the following range for each parameter and

finding training error. The range of values considered here is 10− 100 for L and .1− 10 for

σ.

In k-fold cross validation, the training data set is randomly divided into k subsets. A subset

is retained for validation and the rest of the k−1 subsets are used for training. The process

is repeated for each of the k subsets and the best solution is achieved by averaging the

results from each run.

As a result of the cross validation process, a graph of the training error with respect to L

and σ can be plotted which gives insight in selecting appropriate parameter values. The

number of support vectors in SVDD structure can also be plotted with respect to L and σ

to assist selecting parameters. For the simple multivariable system mentioned above, the

graph is shown in Figure 4.2. In this Figure, variation of L, compared to σ, has small effect

on error. It can be seen that for small values of σ, the training error is very large and it

gradually decreases by increasing σ. Although error is decreasing, selecting large values for
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σ results in losing sensitivity to faults. In other words, large σ enhances false alarm rate

but missed alarm rate is worsened. If training data for fault conditions are available, then

the graph of false alarm rate, missed detection rate and detection delay over a range of

different σ values can be used to assist in selecting σ. Figure 4.3 shows that false alarm

curve intersects with missed detection curve at σ = 7.5, suggesting that this value would be

the optimum. However, it is assumed that training faulty data are not available, which is

the case in many real world processes. Therefore, σ = 5 is selected which is a conservative

decision to stay on the safe side. Here, false alarm rate is sacrificed to get better missed

detection rates.
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Figure 4.2: Training error surface graph showing variation of error with respect to SVDD
parameters

Based on the above findings the two parameter values are selected as: L = 40 and σ = 5

for the SVDD structure which is used for fault detection. The next step would be the testing

of different faulty conditions by the obtained SVDD. As an example, the output of SVDD

is presented in Figure 4.4 for a ramp fault.
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Figure 4.3: False alarm, missed detection, and delay curves for different values of σ.
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Figure 4.4: Example SVDD monitoring graph for detecting system faults with fault param-
eter=.1.
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PCA parameter adjustment

The problem of selecting the number of principal components has been studied in several

research work and many different methods have been suggested. Although many techniques

exist for determining the number of PCs (ICs) in the literature, it seems that there is no

dominant method. Percent variance test, scree test, parallel analysis and prediction sum of

squares are some of the methods suggested in the literatue[60] [62]. The most common way

is to select the number of PCs by inspecting the plot of the variance contributions of each

principal component and finding the smallest number of PCs required to explain specific

percentage of total variance. Since the variance associated with each PC is equal to the

corresponding eigenvalue of the covariance matrix, the number of PCs can be determined

by sorting eigenvalues of covariance matrix and selecting the first few eigenvalues. Another

method is to find the location of the eigenvalue in which the covariance profile has a break

and becomes linear. This method is known as scree test and assumes that the linear part of

the variance corresponds to random noise. The eigenvalue plot and the graph of cumulative

variance explained by PCs are given in Figure 4.5. It is seen that four components explain

almost 100 % of the variance of the NOC data. Therefore, selecting the first four principal

components for PCA model would be reasonable. Hotelling’s T 2 and Q statistic are calcu-
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Figure 4.5: Scree plot of the principal components for the system.

lated through equations 2.7 and 2.9 respectively. As noted earlier, the threshold for T 2 is

determined by equation 4.4, considering 95% confidence limit as:

T 2
α =

a(n− 1)(n+ 1)

n(n− a)
Fα(a, n− a). (4.4)

The threshold for Q-statistic is calculated by Qα, formulated as

Qα = θ1[
h0cα

√
2θ2

θ1
+ 1 +

θ2h0(h0 − 1)

θ21
]1/h0 ,
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where

θi =
n∑

j=a+1

λi
j , i = 1, 2, 3,

and

h0 = 1− 2θ1θ3
3θ22

.

PCA parameter and threshold values are given in Table 4.1.

Table 4.1: PCA parameters for the simple multi-variable system
parameter value

# of PCs 4
Fα(a, n− a) 2.0402

cα 1.644

ICA parameter adjustment

One parameter that needs to be selected by designer for ICA is the number of ICs which

in turn, determines the number of dimensions after dimensionality reduction process. One

way of selecting the number of ICs is suggested by Hyvrinen in [35], [36] in which the

number is determined by looking at the eigenvalues, λi, of NOC data covariance matrix

and discarding eigenvalues that are small, as performed in principal component analysis

technique. The eigenvalues of the NOC process data are given in Figure 4.6. We can see

that the last eigenvalue is negligible compared to other four, therefore we can retain the first

four eigenvalues and discard the last one which reduces data dimension by one. Dimension

reduction has the effect of reducing noise and sometimes prevents over-learning. Another

way of selecting the number of ICs is proposed by Lee et al. [50], which is based on the

L2 − norm of the rows of de-mixing matrix, W . It is assumed that the rows with highest

norm values have the greatest effect on the variation of the corresponding element of the

independent component vector.

Fault detection results for simple multi-variable system

For fault detection purpose, 10 cases of fault scenarios are designed and tested with SVDD,

PCA, and ICA. There is a step fault, a gradually increasing fault (we call it ramp), and an
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Figure 4.6: Eigenvalues of the system used for selecting the order of data reduction.

increasing fault that occurs in the system for a short time and then disappears. Different

intensities (at least two cases) are considered for each type of fault. In each experiment, the

process is run for 300 samples and a fault is triggered at sample 50. Table 4.2 summarizes

detailed information of faults in each case. We applied SVDD, ICA, and PCA to test data

Table 4.2: Faults specification for the simple multi-variable system. Each experiment con-
tains 300 sample points and fault appears at sample #50.

fault# type parameter fault ends at sample

1 ramp .05 150
2 ramp .1 150
3 ramp .15 150
4 ramp .05 300
5 ramp .1 300
6 ramp .15 300
7 step 2 300
8 step 3 300
9 step 5 300
10 step 7 300

in each case and obtained false alarm rate (for normal test data), missed detection rate (for

faulty data) and detection delay time. Tables 4.3, 4.4, and 4.5 contain the results of fault
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detection for the system.

Table 4.3: Missed detection rates for SVDD, ICA, and PCAmethods applied to simple multi-
variable system. In this table, D2 is the SVDD distance measure, I2 is ICA statistic, SPE
is ICA squared prediction error, T 2 is PCA Hoteling’s statistic, and Q is PCA prediction
error

SVDD ICA PCA

fault# D I2 SPE T 2 Q

1 8.4 11.2 9.2 10.0 7.2
2 3.2 7.6 3.2 7.6 7.2
3 3.6 4.0 4.4 4.4 2.4
4 9.6 10.8 9.6 10.8 7.6
5 2.8 4.8 6.4 4.8 4.0
6 0.8 4.0 5.2 4.0 4.0
7 18.0 11.2 22.0 10.0 6.8
8 8.8 1.2 2.8 1.2 0.8
9 0.0 0.0 0.4 0.0 0.0
10 0.0 0.0 0.0 0.0 0.0

Table 4.4: False alarm rate in testing the simple multi-variable system.
SVDD ICA PCA

D I2 SPE T 2 Q

18.0 5.8 1.4 6.0 3.0
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Table 4.5: Detection delays for each fault detection method applied to the simple multi-
variable system.

SVDD ICA PCA

fault# D I2 SPE T 2 Q

1 39 38 63 26 26
2 27 27 32 27 22
3 17 17 19 17 17
4 39 32 48 32 30
5 18 25 26 25 25
6 6 17 17 17 17
7 8 11 7 11 16
8 17 10 11 10 7
9 7 4 5 4 4
10 5 4 4 4 4

A more descriptive comparison of missed detection rates and detection delays between

SVDD, ICA, and PCA can be deduced from Figures 4.7 and 4.8. It can be seen that SVDD

performance is the same as ICA for most cases except fault 5, and 6, where SVDD shows

lower missed detection rate than ICA, and faults 8, and 9, where SVDD shows higher missed

detection rates. Fault 8 and 9 are step faults with low intensity. Comparing SVDD with

PCA reveals same result as SVDD vs. ICA comparison, except that in addition, SVDD

performs better in detecting fault 2. Inspecting Figure 4.8 shows that SVDD detection

delay times are close to ICA measures for most cases. The only significant difference is in

fault 6 where SVDD detects the fault earlier. On the other hand, PCA gives better detection

times than SVDD for faults 1, 4, 8, and 9, while faster detection is achieved by SVDD for

fault 5, 6, and 7, and the rest of the faults are detected almost at the same time by the two

method. Figures 4.9, 4.10, and 4.11 show the performance of SVDD for normal condition

and two other fault cases, i.e., a gradual fault, and a step fault in the system. As shown in

Figures, although there are some noise in the graphs for small faults, SVDD is capable of

detecting faults in this multi-variable system.
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Figure 4.7: Missed detection rates for SVDD, ICA, and PCA methods applied to example
multi-variable system.
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Figure 4.8: Detection delays for SVDD, ICA, and PCA methods applied to example multi-
variable system.
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Figure 4.9: SVDD monitoring results in normal condition
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Figure 4.10: SVDD monitoring results for system with gradual fault, f = .05.
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Figure 4.11: SVDD monitoring results for system with 5 unit step fault.
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4.2.2 Three tank system (3TS)

As a benchmark control problem, the three tank system (3TS) is used in many different

research works. The basic structure of the system contains three tanks which are connected

to each other by pipes. Two tanks are filled with two pumps while the third one is filled

only through the pipes connected to the other two. Our experimental setup is an AMIRA

DTS200 in which the water level is measured with three piezo-resistive difference pressure

sensors [56]. DTS200 contains 6 valves which are used to emulate clogging and leakage

in the system. Figure 4.12 shows the system flow sheet. The system has the following

Figure 4.12: Three Tank system structure[56]

specifications:

• Tank cross section area, Across = .0154 m2

• Connecting pipes cross section area, az = 5× 10−5m2

• Highest liquid level, Hmax = 62cm

• Maximum pump flow rate, Qmax = 100 mltr/sec

Our three tank system is equipped with a disturbance module which allows simulating

different types of faults for fault detection research purposes including sensor faults, actuator

faults, leakage in each tank, clog in connecting pipes, and clog in the outflow. Training and

testing data with five variables including water levels and flow rates have been collected for
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experiment. In this work, we define 12 different fault scenarios which are described in Table

4.6. Faults are instigated at sample 166 in each case and continue until 1000th sample. We

assume that only one fault occurs at a time and there are no simultaneous faults. Since

Table 4.6: Faults specification for Three tank system. Each experiment contains 1000 sample
points and fault appears at sample #166.

fault# type severity

1 clog in outflow -
2 clog between tank 2 and 3 -
3 leak in tank 1 high
4 leak in tank 1 low
5 leak in tank 3 high
6 fault in pump 1 flow rate gradually increasing
7 fault in pump 2 flow rate 10%
8 fault in pump 2 flow rate 5%
9 step in sensor 1 5%
10 step in sensor 1 fault 10%
11 step in sensor 3 10%
12 step in sensor 3 20%

exerting leakage with specific severity is not possible with our three tank system, leakage

is indicated as low or high which is set by approximately opening leakage valves. Sensor

and pump faults are induced in the system by disturbance module that allows for a scaling

of the processed sensor signals and the control signals in a range of 0% to 100%. For each

fault case, training and testing data have been prepared by conducting experiments for each

scenario. An example of the system variables when fault occurs in pump2 is shown in Figure

4.13.

Parameter adjustment

The parameters selected for SVDD, PCA, and ICA structures are selected based on the

methods mentioned earlier. The values are given in Table 4.7. The number of ICs and

PCs to be retained is selected from eigenvalues and variance cumulative sum plot shown

in Figure 4.14 as described before. The value of σ for SVDD structure is determined from

Figure 4.15 which presents training error for different values of σ and L. Again, L shows less

sensitivity to error, so that we select L = 50. The σ values greater than 1.5 give lower error,
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Figure 4.13: Example of the three tank system variables in faulty condition.

compared to smaller values. However, there is a risk that sensitivity to faults will be lost.

Therefore, two values for σ are selected; one from the region between the two peaks of the

surface, and one from the flat part; specifically, σ1 = .7 and σ2 = 1.5. We train SVDD with

each value and test them on faulty data. Comparing SVDD detection performance with the

two values shows that the one with σ = .7 is more capable of detecting faults in the system.

Therefore, σ = .7 is selected. Figure 4.16 illustrates SVDD detection results when trained

with the two values. It can be seen that missed detection rates are considerably lower in

case of σ = .7, especially for the last four faults (step faults). Although, false alarm rate is

higher (around 5%, compared to 1%) when using σ = .7, the detection performance totaly

outperforms the other case and justifies the use of this value for SVDD. Therefore, σ = .7

is selected.
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Table 4.7: Parameter values for SVDD, ICA, and PCA methods applied to Three tank
system for fault detection.

method parameter value

SVDD L 50
σ .7

ICA # of ICs 3
PCA # of PCs 3

Fα(a, n− a) 2.627
cα 1.644
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Figure 4.14: Left) NOC data covariance matrix eigenvalues Right) Cumulative sum of vari-
ance explained by PCs.
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Fault detection results for 3TS

Fault detection task is carried out with SVDD, ICA, and PCA for each fault scenario

introduced in Table 4.6. As an example, the outputs of SVDD, ICA, and PCA, detecting

sensor fault in tank 1, are presented in Figure 4.17.

We apply fault detection methods to each fault data set and find false alarm rates, missed

detection rates and detection delays for each method. The results are shown in Tables 4.8

and 4.9. The overall fault detection performance of each method is found by averaging

performance criteria for all faults as presented in the form of bar plot in Figure 4.18. In this

Figure, it is seen that SVDD false alarm rate is slightly greater than ICA-I2 and PCA-T 2

measures while it is much smaller than ICA-SPE and PCA-Q statistics values, meaning

that SVDD outperforms ICA and PCA, since the maximum of the two criteria is considered,

i.e., false alarm rate of ICA is the maximum of I2 and SPE, and the same for T 2 and Q

in PCA. Also, missed detection rates for ICA and PCA are higher than SVDD indicating

that SVDD performs better than ICA and PCA in detecting different faults. The bar plot

on the right shows detection delay in which SVDD is slightly slower than ICA and PCA in

detecting faults.

Although, overall, SVDD outperformed ICA and PCA, we investigate its performance

in detail for each fault case. Analyzing resultant data in Figure 4.19 shows that for faults

1-5 (leaks and clogs), SVDD, ICA, and PCA missed detection rates are close to each other

and the difference remains below 5%. SVDD rate is lower than ICA and PCA in detecting

fault 6, 8, 9, and 11. Fault 6 is a gradual fault in pump1. As introduced earlier, fault 7

and 8 are the faults in the second pump with 10% and 5% severity. It is seen that SVDD

missed detection rate is lower in detecting faults with less severity. The same pattern is

seen for fault 9 and 10 (5% and 10% fault in sensor 1) and fault 11 and 12 (10% and 20%

fault in sensor3) , where SVDD has lower missed detection rate than ICA and PCA for

faults with less severity. For larger faults, no difference is seen in detection performance of

the three methods. This shows that in 3TS process, SVDD is more sensitive to

smaller faults than ICA and PCA and it can detect faults before their magnitude

increases.

Considering detection delays, it is seen that all three methods have close detection delays

except for fault 8 and 11, where SVDD detection delay is lower for fault 8, but much

higher than ICA and PCA for fault 11. To summarize, SVDD (if tuned properly) has
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Figure 4.17: Example results of SVDD,ICA, and PCA, detecting sensor fault in Three tank
system.
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Table 4.8: Missed detection rates and detection delays for SVDD, ICA, and PCA methods
applied to Three tank system system. In this table, D2 is the SVDD distance measure, I2

is ICA statistic, SPE is ICA squared prediction error, T 2 is PCA Hoteling’s statistic, and
Q is PCA prediction error

missed detection detection delay

SVDD ICA PCA SVDD ICA PCA

fault# D I2 SPE T 2 Q D I2 SPE T 2 Q

1 1.07 1.07 0 1.79 0 16 19 2 19 2
2 0 0.23 0 0.47 0 11 26 2 26 2
3 1.19 1.67 0.71 1.91 0.71 25 33 10 37 10
4 0.23 0.47 2.39 0.47 2.39 11 7 24 7 24
5 0.35 0.47 2.39 0.95 2.51 7 18 15 18 15
6 1.79 3.83 6.95 5.99 6.95 2 80 2 80 2
7 4.31 19.66 1.07 33.45 1.07 13 14 17 14 17
8 37.88 43.28 79.37 51.67 79.37 30 61 281 61 281
9 31.53 40.04 54.55 54.43 54.55 3 3 3 3 3
10 0 0 0 0.23 0 2 2 6 3 6
11 38.36 52.75 58.63 63.30 58.63 331 444 46 607 46
12 0.11 0.11 71.22 0.11 71.22 5 5 6 5 6

Table 4.9: False alarm rate in testing 3TS.
SVDD ICA PCA

D I2 SPE T 2 Q

5.57 2.86 25.05 1.40 25.05

shown promising results in three tank system fault detection with considerable capabilities,

compared to PCA and ICA methods.
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Figure 4.18: Overall performance of 3TS evaluated by average false alarm rate, missed
detection rate and detection delay.
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faults in 3TS.
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4.2.3 Tennessee Eastman process (TEP)

Tennessee Eastman process, TEP, is a chemical plant that was proposed and modeled by

Downs and Vogel [42] as a plant-wide control challenge problem. The process involves four

exothermic gas reactions. These reactions are irreversible and exothermic with rates that

depend on temperature and on the reactor gas phase concentration of the reactants. The

process has five major units: reactor, product condenser, vapor-liquid separator, recycle

compressor and product stripper. Figure 4.20 shows the flow sheet of the TE process

presented by Downs and Vogel [42].

Figure 4.20: Tennessee Eastman process simulator diagram[55]
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Four reactants are the inputs of the process that produce two products and two byprod-

ucts named alphabetically from A to H. The heat of the reactions is removed by cooling

water in a heat exchanger. The products and unconverted reactants leave the reactor as

vapor which is partly converted to liquid in the condenser. Table 4.10 presents six operating

modes for the TE process with steady-state material and heat balance. The first mode is

the base case as indicated in the table and will be considered in this work.

Table 4.10: Base case steady-state material and heat balance[42]

Mode G/H mass ratio Production rate (stream 11)

1 50/50 7038 kgh−1G and 7038 kgh−1H (base case)
2 10/90 1408 kgh−1G and 12,669 kgh−1H
3 90/10 10,000kgh−1G and 1111 kgh−1H
4 50/50 maximum production rate
5 10/90 maximum production rate
6 90/10 maximum production rate

The process contains 41 measured and 12 manipulated variables [41]. The TE process

simulation code is available in Fortran and Matlab, and detailed description of the pro-

cess and simulation can be found in [42], [41], and [58]. The data and codes can also be

downloaded from [59]. Table 4.11 presents manipulated and measured variables of the TE

process.
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Table 4.11: Manipulated and Measured Variables of the TE Proces[3]

Var. description Var. Description

1 A feed Stream 1 (MEAS) 27 Reactor feed component E (MEAS)
2 D feed Stream 2 (MEAS) 28 Reactor feed component F (MEAS)
3 E feed Stream 3 (MEAS) 29 Purge component A (MEAS)
4 Total feed Stream 4 (MEAS) 30 Purge component B (MEAS)
5 Recycle flow (MEAS) 31 Purge component C (MEAS)
6 Reactor feed rate (MEAS) 32 Purge component D (MEAS)
7 Reactor pressure (MEAS) 33 Purge component E (MEAS)
8 Reactor level (MEAS) 34 Purge component F (MEAS)
9 Reactor temperature (MEAS) 35 Purge component G (MEAS)
10 Purge rate (MEAS) 36 Purge component H (MEAS)
11 Separator temperature (MEAS) 37 Product component D (MEAS)
12 Separator level (MEAS) 38 Product component E (MEAS)
13 Separator pressure (MEAS) 39 Product component F (MEAS)
14 Separator underflow (MEAS) 40 Product component G (MEAS)
15 Stripper level (MEAS) 41 Product component H (MEAS)
16 Stripper pressure (MEAS) 42 D feed flow Stream 2 (MV)
17 Stripper underflow (MEAS) 43 E feed flow Stream 3 (MV)
18 Stripper temperature (MEAS) 44 A feed flow Stream 1 (MV)
19 Stripper steam flow (MEAS) 45 Total feed flow Stream 4 (MV)
20 Compressor work (MEAS) 46 Compressor recycle valve (MV)
21 Reactor cooling water outlet temp.

(MEAS)
47 Purge valve (MV)

22 Separator cooling water outlet
temp. (MEAS)

48 Separator product liquid flow (MV)

23 Reactor feed component A (MEAS) 49 Stripper product liquid flow (MV)
24 Reactor feed component B (MEAS) 50 Stripper steam valve (MV)
25 Reactor feed component C (MEAS) 51 Reactor cooling water flow (MV)
26 Reactor feed component D (MEAS) 52 Condenser cooling water flow (MV)
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Training and testing data contain 480× 52 and 960× 52 samples respectively, observed

every three minutes of simulation and faults occur after 1 hour and 8 hour of simulation

respectively. For this process, 21 disturbances caused by different faults have been defined,

among which five unknown and 16 known faults. Table 4.12 introduces different faults

defined for the TE process[41].

Table 4.12: Faults Defined in the TE Process[57]

fault ID description type

DV1 A/C feed ratio, B composition constant (stream 4) step
DV2 B composition, A/C ratio constant (stream 4) step
DV3 D feed temp (stream 2) step
DV4 reactor cooling water inlet temp step
DV5 condenser cooling water inlet temp step
DV6 A feed loss (stream 1) step
DV7 C header pressure loss-reduced availability (stream 4) step
DV8 A, B, C feed composition (stream 4) random variation
DV9 D feed temp (stream 2) random variation
DV10 C feed temp (stream 4) random variation
DV11 reactor cooling water inlet temp random variation
DV12 condenser cooling water inlet temp random variation
DV13 reaction kinetics slow drift
DV14 reactor cooling water valve sticking
DV15 condenser cooling water valve sticking

DV16-DV20 unknown
DV21 valve for stream 4 fixed at the steady-state position constant position

Fault detection scheme for TEP

So far we presented and discussed the application of SVDD on two multivariate processes

(simple multi-variable system and 3TS) that are considered as low dimensional processes.

Assuming that TEP is a multivariate process with high dimension, in this section we inves-

tigate SVDD fault detection on TEP when applied individually and when combined with

dimensionality reduction methods, i.e., ICA and PCA. The outcome summarizes our com-

prehensive study of SVDD method for fault detection purposes.

First, a SVDD structure is designed, using NOC process data without any reduction in the

dimensionality of the data. ICA and PCA models are also prepared. Secondly, we combine

SVDD with ICA (PCA) by using ICA (PCA) scores (dimensionally reduced features) in
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normal operating condition as data dimension reduction step and then train SVDD with

the low dimension data and finally test combined SVDD-ICA (SVDD-PCA) fault detection

capability by TEP testing data for different faults and compare with SVDD.

Parameter adjustment

Parameter values for SVDD, combined SVDD (SVDD-ICA and SVDD-PCA), PCA, and

ICA structures are given in Table 4.13. The number of ICs to be retained can be selected

from eigenvalue plot of the NOC data shown in Figure 4.21 as described before. We select

the same number of PCs selected in [50]. Other values have been cited in the literature

for order reduction of Tennessee Eastman process as well. Himes et al. [61] suggested

11 PCs while, in [3], they used 30 PCs in their case study. In [63], they proposed a

Table 4.13: Parameter values for SVDD, ICA, and PCA and combined SVDD methods
applied to Tennessee Eastman process for fault detection.

method parameter value

SVDD L 70
σ 50

SVDD-ICA L 40
σ 4

SVDD-PCA L 40
σ 6

ICA # of ICs 7
PCA # of PCs 9

Fα(a, n− a) 1.8989
cα 1.6449

method based on sensitivity of PCA model to faults and suggested different PC numbers

for different faults which results in multiple PCA models. SVDD kernel width and split

parameter, L, are selected from the graphs of the error surface with respect to parameters

variation. The graphs are shown in 4.22 for SVDD and combined SVDD with ICA and

PCA. To see if the parameters are selected properly, we examined SVDD fault detection

criteria over a range of different values of σ and obtain false alarm rate, missed detection and

detection delay curves. As depicted in Figure 4.23, the values between intersection points

of false alarm rate curve with missed detection rate and delay curves can be considered as

optimum region for parameter selection. Specifically, at σ = 40 and σ = 60 are the two



CHAPTER 4. FAULT DETECTION APPLICATION 51

0 10 20 30 40 50 60
0

1

2

3

4

5

6

7
TEP eigenvalues

Figure 4.21: NOC data covariance matrix eigenvalues.

point in which lowest error rates of false alarm-missed detection, and false alarm-delay can

be achieved, respectively. We selected σ = 50 in this work. It should be noted that this

Figure can only be obtained when training data for different faults are available. In many

real world problems, fault data are not available or there is not enough data to represent

faults. Therefore, SVDD parameter is selected heuristically by analyzing the training error

graph.
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Figure 4.23: Average fault detection performance of SVDD with different values of its
parameter, σ, tested on TEP training fault data.
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Fault detection results for TEP

In this section, SVDD fault detection algorithm is applied to Tennessee Eastman process

data and the results are discussed. The performance of the method is examined by compar-

ing the results with ICA and PCA methods and the combination of SVDD with ICA and

PCA. As an example of SVDD monitoring, two graphs are shown in Figure 4.24. The graph

on the top is a step fault occurring in condenser cooling water inlet temp and as shown,

the process returns to steady state after a while due to control adjustments. The bottom

graph is a step fault in component A feed loss (stream 1) and as seen, the process remains

above the limit. The threshold is the radius of the sphere in SVDD feature space and the

points represent the distance of each data point from the center of the sphere. In all cases,

fault inception is at sample number 160 and continues until the end of the experiment. We

compare SVDD with ICA and PCA by calculating fault detection performance criteria of

each method for all process faults. Figure 4.25 illustrates missed detection rates of the three

methods for 21 TEP faults. From this Figure, ICA and SVDD have similar rates for eight

faults while SVDD has better rates for faults 3, 5, 9, 10, 15, 21, and ICA performs better

for faults 4, 7, 11, 14, 17, 19, and 20. In more details, score based (I2) comparison of ICA

with SVDD shows that SVDD outperforms ICA-I2, having lower missed detection rates for

11 faults, similar rates for 6 faults and higher rates for only 4 faults. On the other hand,

residual based (SPE) comparison reveals that ICA-SPE has better rates for 5 faults while

SVDD’s rates are lower for 3 fault and the 11 remaining fault rates are close for the two

methods(less than 5% difference). From Figure 4.25, it can be seen that PCA performs the

same as ICA with small difference in detection rates.

Assessment of detection delays in Figure 4.26 shows that most of the faults are detected

earlier by SVDD and ICA-SPE, but ICA-I2 has higher detection delays. For example, fault

4 is detected with SVDD and SPE after 4 samples, while I2 detects fault at 62th sample.

The situation for fault 15 and 21 are the worst, where ICA-I2 almost fails to detect these

faults. The worst case for SVDD is on fault 14 which is detected after 150 samples. Overall,

SVDD detection delay is lower than ICA or PCA on 7 faults; it is higher on 6 faults and

similar for the remaining 8 faults.

To investigate the effect of dimension reduction, we combined SVDD with ICA and PCA

prior to applying SVDD on the data. In this framework for fault detection, ICA or PCA is

used as a data preprocessing stage to reduce data dimension and SVDD is applied on the
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Figure 4.24: Fault detection result for faults 5 (top) and fault 6 (bottom): A step fault in
condenser cooling water inlet temperature and step fault in component A feed loss (stream1)

reduced data. Missed detection rates are included in Figure 4.27. Compared to combined

SVDD, it is shown that better rates achieved with SVDD for 10 fault, similar rates for 7

faults, and higher rates for only 4 faults. Overall, SVDD performs better than combined

SVDD, indicating that dimension reduction deteriorates SVDD performance.

Figure 4.28 shows that the difference between SVDD and combined SVDD detection

delay is not significant. As shown in this Figure, combined SVDD is faster than SVDD in

detecting faults 14, 16, 17, and 18, but slower in detecting faults 15, 19, 20, and 21, and

both have the same detection delays for the rest of the faults.

To obtain an overall description of SVDD performance on TEP data, an averaged missed
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Figure 4.25: Missed detection rates for TEP data, top) SVDD vs. ICA, bottom) SVDD vs.
PCA

detection rate and detection delay of all faults is calculated and presented in Figures 4.29-

4.30 in bar-plots. For example, each bar in missed detection plot indicates the average

percentage for one performance criterion, e.g., T 2 or SPE, etc. Overall, SVDD average

detection rates and delays are close to SPE and Q statistics, while SVDD-PCA combination

being close to SVDD. The only case in which SVDD has the worst performance is the rate

of false alarm as shown in the Figure, where, SVDD has the highest rate (about 10%). False

alarm rate can be reduced by re-tuning SVDD parameter (σ), however, there would be a

risk of increasing missed detection rate.

In order to investigate the effect of SVDD parameter on performance, we examine its

fault detection criteria with different values of σ on TEP testing data. Figure 4.32 illustrates
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Figure 4.26: Detection delays for TEP data; top) SVDD vs. ICA, bottom) SVDD vs. PCA

SVDD average missed detection rate, false alarm rate, and detection delays for different σ

values. The optimum performance appears to be at σ = 35, which is less than the selected

value of 50. Comparing the two points, i.e., σ = 35 and σ = 50, false alarm and missed

detection rate difference between the two points are less than 5%. Selecting σ = 35 results

in about 5% higher false alarm rate but 5% lower missed detection rates. The delay curve

intersects with false alarm curve at σ = 25. However, selecting either 50 or 25, does not

change delay detection rate. Therefore, the parameter selection approach used in tuning

SVDD demonstrates effectiveness in determining appropriate value for SVDD parameter.



CHAPTER 4. FAULT DETECTION APPLICATION 58

0 5 10 15 20 25
0

20

40

60

80

fault #

M
is

se
d 

de
te

ct
io

n 
ra

te
 %

 

 SVDD
SVDD−ICA
SVDD−PCA

Figure 4.27: Missed detection rates for TEP data, comparing SVDD and its combination
with ICA and PCA
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Figure 4.28: Detection delays for TEP data, comparing SVDD and its combination with
ICA and PCA
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Figure 4.29: Overall average missed detection rates for different methods applied to TEP
data.
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Figure 4.30: Overall average detection delay for different methods applied to TEP data.
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Figure 4.31: False alarm rate for different methods applied to TEP data.
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Figure 4.32: Average fault detection criteria for different values of SVDD parameter.
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4.2.4 Concluding remark on the results

In conclusion, SVDD has proven considerable capabilities in detecting faults in simple multi-

variable system, in Three Tank System, and in Tennessee Eastman Process data compared

to other standard methods. In all three case studies, SVDD performance was mostly better

compared to ICA and PCA in terms of missed detection rates, false alarm rates, and de-

tection delays. However, SVDD performance can be improved if a more accurate method

was used for tuning its parameters. The parameters were selected by observing the trend

of error in training data and searching the parameter space and using cross validation.

4.3 Chapter Summary

In this chapter we presented the results of three case studies that examined SVDD fault

detection system in comparison to PCA and ICA based fault detection as data driven process

fault detection methods. The three criteria (Missed detection rate, false alarm rate, and

detection delay) mentioned earlier for fault detection were considered in experiments and

were used as the tools for evaluating the proposed fault detection system. System parameter

adjustment was mainly discussed and a detailed method for selecting appropriate parameter

values was presented in this chapter. In 3TS case study, results showed that SVDD is more

sensitive to small faults than ICA and PCA which is promising. Up to this point, the

problem of fault detection has been discussed comprehensively and has been the center of

attention in this work. Now we turn the focus of the research to the next step in process

fault diagnosis which is the problem of isolating faults in the process. In the next two

chapters, fault classification will be studied and discussed as the proposed approach for

fault isolation. Chapter 6 introduces classification methodology and provides definitions,

measuring criteria along with classification scheme based on SVDD for fault isolation. As a

comparing method, K-Nearest Neighbor (KNN) method is also presented in this chapter.



Chapter 5

Fault classification methodology

Fault detection task is to only indicate the presence of fault in the process but not to identify

fault type and location. When the presence of fault is confirmed, fault diagnosis phase is

activated to help operators find the root cause of fault and decide for further accommodation.

There are different definitions for fault diagnosis that assign several actions to be included

as diagnosis. In this work, we consider fault diagnosis as a classification approach that

classifies test data and determines the fault class to which the data belongs. In other

words, each faulty data is assigned to a class representing the fault. Depending on the

classification method, more than one class may be assigned to the data, i.e., providing

different membership values of the data point to each class.

We propose a multi-SVDD approach for fault classification by constructing a SVDD

classifier for each class of fault. This method is tested in two case studies including an

industrial process simulation data and a real experimental system. The results are compared

with standard classification methods.

5.1 Introduction

Classification is a very well known term in the field of pattern recognition. Extensive re-

search has been carried out on different classification methods in a wide range of disciplines

including medical science [70], [71], image processing and computer vision [74], [73], mar-

keting and business [76], [77], internet and network technology [78], food industry [75], face

detection [79], speech recognition[80], [81], and chemical processes and manufacturing[82],

[83]. Several algorithms have been proposed for classification such as Neural Networks,

61
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K-nearest neighbor classification, Bayesian classifiers, decision trees, linear discriminant

analysis methods, support vector machines , etc. [77], [84]. Based on their structure, clas-

sifiers are categorized in three groups: one-class classifier, binary classifiers and multi-class

classifiers. As a one-class classification method, support vector data description has shown

considerable capabilities. SVDD constructs an optimal boundary around data belonging to

one class by solving an optimization problem which incorporates training data. As a result,

outliers or objects that are outside of the class can be found easily. This method can be

modified for classifying multi-class cases by constructing SVDD classifiers for each class of

data.

5.1.1 Classification performance criteria

The behavior of a classifier is usually analyzed by confusion matrix which provides a quan-

titative representation of classifier performance. Each element, Cij , in confusion matrix is

defined as the total number of objects in class Ci that have been classified as members

of class Cj [68]. Therefore, diagonal elements represent the number of correctly classified

objects in each class.

The three most known measures used for classifier performance evaluation are overall clas-

sification rate (also called accuracy), precision, and recall (or sensitivity) that can be calcu-

lated from confusion matrix. Overall classification rate (or alternatively its equivalent term,

error rate or misclassification rate which is equal to one minus the overall classification rate)

is the most commonly used measure of classifier performance. Accuracy, is defined as the

ratio of the number of cases that are correctly classified over the total number of cases[86].

Precision is known as the ratio of predicted true positive examples to the total number of

actual positive examples where positive example is referred to the examples inside the class

and negative example is an example outside the class boundary. Recall is defined as the

ratio of predicted true positives to the total number of examples predicted as positive[85].

In [69], different classification measures have been introduced and discussed which readers

are referred to, for further information.

5.2 SVDD classification scheme

Support vector data description classifier is known as a one-class classifier used for novelty

detection or anomaly detection by enclosing training data (also called normal or target
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data) in a hyper-spherical boundary. Therefore, any new data point that lies outside the

boundary is classified as outlier or anomaly. When there are several fault classes, we can

construct multiple SVDD classifiers, each trained with specific fault class data set. A new

data point is classified by finding the distance of the point to the center of each fault class

hyper-sphere and comparing it with their radii. The new data point belongs to class which

results in minimum distance to the center and it is smaller than the sphere radius. The

mathematical formulation of the classification process is illustrated as follows. Suppose

we have k sets of m dimensional faulty data, each representing a specific fault denoted by

Fi = {xj |xj ∈ Rm, j = 1, ..., Ni}, and i = 1, ...k. For each set, a SVDD classifier is trained

with a hyper-sphere radius of Ri and its center as ai. The squared distance of a test point

to the center of the ith classifier is defined as:

D2
i = ∥xtest − ai∥2.

Having all distances, one may assign the test point to the class with the minimum distance

as:

Ctest s.t. test = arg(min
i

Di).

In order to eliminate the effect of dominant radii on the results we normalize each class

distance with its radius which leads to a new measure that we call Normalized Distance

or ND. The measure for the ith class is defined as: NDi = Di/Ri. Suppose there are

two spheres, and the test data point lies outside spheres at an equal distance from the

boundary of each. Then, using absolute distance instead of normalized distance leads to the

conclusion that the test point is closer to the sphere with the smaller radius while it is in

the same distance from the boundaries. With the normalized distance used in classification,

the following cases may occur:
if NDi > 1, test point is outside ith sphere

if NDi = 1, test point is on the boundary

if NDi < 1, test point is inside ith sphere

,

In this work, it is assumed that for all possible faults in the system, training data is available

and no novel or unknown fault occurs. Therefore, fault class of a test point is determined

as:

Fault class = arg min
i=1,...,k

NDi.

However, the proposed method can be easily modified to consider novel faults as well as

known faults.
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5.2.1 Design issues

As with other classification approaches, applying SVDD for fault classification requires avail-

ability of descriptive training data pertaining to each fault case. Therefore, obtaining more

training data which represent a specific fault would enhance the classification performance.

Another issue is the decision making approach in determining the class of test points. There

might be test points belonging to more than one class as a result of intersecting classes and

needing decision on their class. In addition, the kernel parameter for each SVDD class

sphere needs to be determined by designer. In other words, if there are m classes, then m

parameters should be adjusted while in KNN, there is only one parameter which is k, the

number of nearest neighbor points, to be considered in classification.

5.3 K-Nearest Neighbor method

K-Nearest Neighbor (KNN) is one of the most efficient and simple classification algorithms in

machine learning. Nearest neighbor classification method was first introduced by Cover and

Hart [87], [91], in which the class of each sample point is determined by its k neighboring

points in the training set. The point is assigned to the class with the majority of votes

amongst the k neighbor points. Setting the classifier only requires determining parameter

k and the distance measure. A set of training data with their labels is also required each

time a new point is classified. Therefore, computational complexity increases when the size

of training data is large. Several modifications of KNN algorithm have been suggested and

applied to different data sets in the field of data mining and machine learning. Many papers

can be found on KNN or combination of KNN with other methods for improving data

classification. For more information on KNN algorithm and its application the following

references would be helpful [88], [89], [90], [93] [92].

K-nearest neighbor method has been studied for fault diagnosis purposes in different

applications either individually or in combination with other methods. Mostly, KNN is

considered as a benchmark method used for comparison of other suggested methods. In [66],

weighted KNN approach was used for fault classification of roller bearings which enabled

identifying fault class. Choi et al. in [67] compared and combined KNN classification results

with other classifiers to obtain better rates for fault diagnosis in automotive systems. The

performance of KNN classifier is also compared with SVM and random forest classifiers

with respect to their fault diagnosis capabilities in [65] when applied to induction motor.
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To the best of our knowledge, very few papers have considered comparing SVDD and KNN

specifically for fault diagnosis purposes. Only in [16], extended SVDD classifier is compared

with KNN, SVM and ANN (Artificial neural network) classifiers for roller bearing fault

detection and classification. However, there has been research work on SVDD which studied

its performance and compared it with KNN in areas other than fault diagnosis [64], [46].

5.3.1 K-Nearest Neighbor Classification

In K-nearest neighbor classification, the class of each sample point is determined by its k

neighboring points in the training set. The point is assigned to the class with the majority

of votes for class label amongst the K-neighbor points. The classifier is defined by its

parameters. Setting parameter k depends on the data and affects the performance of the

classifier. Parameter k must be large enough to reduce misclassification rate and must

be small enough so that the sample test point would be close to the neighboring points

which results in better estimation of the point’s class [87]. A common approach for finding

parameter k is cross validation over a range of predefined values for the parameter.

5.4 SVDD classification pros and cons

The advantage of using SVDD is that a membership value can be obtained for a test data

point based on its distance to each class sphere and it can be used for further analysis. In

addition, SVDD has the flexibility to be used as a supervised or semi-supervised classification

method. In other words, any novel fault can be classified depending on the designer intent

on forcing the classification method to distinguish between known fault classes and a new

emerging fault. The designer can decide whether to classify a test point as one of the

predetermined faults or, if the point lies outside all known fault class spheres, then a novel

fault be declared. This flexibility can not be achieved by KNN classifier which is a supervised

method in which any new data is classified as one of the predefined fault classes. Another

advantage of using SVDD classifier is that it only requires training fault class spheres once

and the information of each class sphere can be stored and used for classification. Therefore,

the class of any new test point is determined by calculating the distance to the center of

the spheres. In KNN method, although the algorithm is simple, the size of the training

data highly affects calculation time because it needs calculation of the distances between

new test point and all training data points each time a new data is tested. On the other
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hand, implementing KNN algorithm only requires determining one parameter, k, while for

multi-class SVDD, the number of parameters to be adjusted is equal to number of classes

defined for classification. In the next chapter we examine and compare SVDD and KNN

and discuss their performance and computation time.

5.5 Chapter Summary

In this chapter, fault classification based on SVDD is addressed and a fault isolation scheme

is proposed. Confusion matrix is introduced as a standard tool for analyzing classifier

performance. Three criteria for assessing the performance of classifier are provided. K-

Nearest Neighbor classifier is also presented as a method to be used in comparison with

SVDD. Finally, design issues, advantage and disadvantages of SVDD classifier comparing

to KNN classifier are discussed. The implementation and experiment results of the SVDD

classifier is presented in the next chapter. Two case studies are considered and different

faults are applied to the systems. Then, the isolation ability of the SVDD classifier in

comparison to other classifiers is examined.



Chapter 6

Implementing SVDD classifier for

fault diagnosis

Fault diagnosis includes identification and isolation of faults in the process. However, it

can be viewed as a classification task which separates faults from normal condition or other

faults. With this view in mind, SVDD one-class classifier is adapted for process fault diag-

nosis and it is implemented as a multi-class classifier in two case studies: Implementation

on Tennessee Eastman process, TEP, and three tank real laboratory system, 3TS. KNN

classifier is also applied to the mentioned systems for comparison. In this chapter, classifi-

cation results are presented and compared for the two methods based on their performance

measures introduced earlier in previous chapter. In TEP case study, the results are also

compared with several methods studied in other research work, including support vector

machines, Fisher’s discriminant analysis, naive Bayesian networks, etc. This chapter can be

viewed as two main parts that present the two case studies.

6.1 First case study: Fault classification of TEP

In this section the performance of SVDD in fault classification is investigated and com-

pared to other classifiers by applying it to TE process data. SVDD capability in classifying

multiple classes with overlap is studied on three classes of faulty data generated from TEP

simulator. These faults correspond to faults 4, 9, and 11 as described in table 6.1. Faults 4

and 11 are associated with reactor cooling water inlet temperature. Fault 4 is a step change
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fault while fault 11 is a random variation in the process variable. Fault 9 is associated with

random variation in D feed temperature. These three faults are selected because they are

good representation of overlapping data and were studied in different research work which

allows consistent comparison of the methods [94], [96].

As a case study, this classification problem has been studied in [55] to compare Fisher’s

discriminant analysis, which is a linear method, with support vector machines, which is a

nonlinear classifier. Specifically, they compare FDA, SVM, and Proximal SVM (PSVM),

which is a modified case of SVM, and show that PSVM improves classification rates. Kulka-

rni et al. in [94] proposed another modification of SVM for TEP fault classification by incor-

porating knowledge into the algorithm by taking advantage of some data translation. They

obtained the same rate as found in [55]. Later, Verron et al. [5], [96] proposed Bayesian

Networks and discriminant analysis to the problem while modifying their method by apply-

ing mutual information theory to enhance the results.

In the following, we compare SVDD classification performance with KNN, and also with

methods proposed and tested in other works on TEP data as mentioned above. The same set

of data used in other work is selected here in order to establish a fair comparison. Training

Table 6.1: TEP fault data sets for multiple classification[55].
Fault # fault spec. # of training data # of testing data

Fault 4 step change in the reactor 480 800
cooling water inlet temperature

Fault 9 random variation in 480 800
D feed temperature

Fault 11 random variation in the reactor 480 800
cooling water inlet temperature

and testing data sets were obtained for each fault case. The training data were used to train

three SVDD classifiers and testing data were kept for validation. In each case, 480 samples

(observations) for training and 800 samples for testing were obtained with each observation

containing 52 variables. It is known that only variable 9 (reactor temperature) and variable

51 (reactor cooling water valve position) are the effective variables and the rest of the 50

variables do not indicate any fault in the system [55]. Therefore, only these two variables
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are considered for classification. To be consistent with other research work, the data sets

were downloaded from http://www.brahms.scs.uiuc.edu.

Fault diagnosis initiates by training a classifier for each fault case and obtaining SVDD

structure as described in previous chapters, using cross validation for parameter adjust-

ment. When all parameter values for each classifiers are obtained, the information is stored

for diagnosis. Each new observation sample is tested by calculating its normalized distance

to all SVDD classifiers and the minimum distance defines the class of the sample point. The

results of classification are provided in confusion matrix from which precision, recall and

accuracy measures are calculated.

Table 6.2 includes confusion matrix with calculated measures explained in the following

sentences for SVDD classifier. The last row includes precisions with respect to each fault

class. precision is calculated as:

precision(j) =
Cjj∑n
i=1Cij

, j = 1, ...n.

The last column contains recall measures for different fault classes which is calculated as:

recall(i) =
Cii∑n
j=1Cij

, i = 1, ...n,

where Cij is the ijth element of the confusion matrix and n is the number of fault classes.

The overall classification rate or accuracy of the classifier is calculated as the sum of all

correctly classified samples (diagonal elements), over the total number of samples as:

accuracy =

∑n
i=1Cii∑n

i=1

∑n
j=1Cij

× 100.

To better explain table 6.2 , the following example is discussed. Consider the first fault class

predictions which correspond to the first row of the confusion matrix (corresponding row of

table 6.2). It is seen that SVDD classifier has successfully classified 790 out of 800 samples

of the first fault (fault 4) which results in high value of .987 for recall measure (the closer to

1 the better). On the other hand, if we look at the first column we can see that 32 samples

belong to the class of fault 11, that have been classified as fault 4 incorrectly, which results in

.961 for precision measure corresponding to the first fault. The overall classification rate is

94.250%, resulting in 5.75% misclassification rate. The lowest values for recall and precision

are found for fault 11 as a result of overlap between this fault and the other two classes.

From confusion matrix, it can be seen that fault 4 and 9 are completely separated since
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none of the samples in each class are classified as the other and all the confusion is between

fault 11 and the other two. K-nearest neighbor classifier has been implemented on TEP.

Table 6.2: Classification results when applying SVDD classifiers to TEP for faults 4, 9, and
11. Each fault case contains 800 observations. Rows represent true fault class and columns
represent predicted fault class.

Predicted fault class

fault# 1 2 3 recall

True 4 790 0 10 0.987
fault 9 0 781 19 0.910

11 32 77 691 0.959

precision 0.9611 0.9103 0.9597 accuracy=94.250

Using MATLAB KNN classification function, the confusion matrix is obtained as presented

in table6.3. From this table, the classification accuracy is computed as 93.125% resulting in

6.875% misclassification rate.

Table 6.3: Classification results when applying KNN classifiers to TEP for faults 4, 9, and
11. Each fault case contains 800 observations. Rows represent true fault class and columns
represent predicted fault class.

Predicted fault class

fault# 1 2 3 recall

True 4 791 0 9 0.988
fault 9 0 785 15 0.981

11 46 15 659 0.823

precision 0.9450 0.8920 0.9649 accuracy=93.125

6.1.1 Discussion on TEP fault classification

In order to assess the performance of SVDD, classification criteria are compared with those

of KNN classifier. From Figure 6.1, it can be seen that SVDD and KNN recall and precision

values are close to each other with SVDD having slightly better recall value for fault 11.

The overall classification rate of SVDD outperforms KNN being more than 1% better than

KNN. Another important parameter in assessing classifiers performance is the computation

time. Since SVDD classifier is trained off-line, we only consider testing time for comparison.
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Figure 6.1: Comparing recall and precision values of SVDD and KNN methods.

Table 6.4 includes classification testing times taken by each method for the set of faults

in TEP. From this table, it can be seen that KNN computation time is more than 3 times

longer than SVDD. This can be related to the number of support vectors in SVDD structure.

The number of support vectors is related to the number of Lagrange multipliers in training

SVDD. Appropriately selecting SVDD parameters reduces the number of support vectors

which in turn affects SVDD complexity and computation time. However, KNN performs

training and testing all at once. On the other hand, the amount of time required for

adjusting SVDD parameters depends on the number of classes and the search space for

cross validation procedure that must be taken into account when selecting a classifier. If

the training time is important then selecting SVDD might not be reasonable or may require

modifying methods to accelerate its training time.

As mentioned earlier, we compare the classification results of SVDD and KNN with other
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Table 6.4: Computation time for SVDD and KNN
method time (sec)

SVDD testing 0.251
KNN 0.915

research work proposed in the literature. Table 6.5 summarizes the results of several different

methods proposed in literature as well as the results obtained in this work to provide a more

comprehensive view on this classification problem and the suggested solutions. In this table,

misclassification rates for FDA, SVM, and PSVM are cited from [55], ISVM rate from [94],

Naive Bayesian Network (NBN), and Tree Augmented Network (TAN) rates from [5], and

linear and quadratic discriminant analysis rates (LDA and QDA) from [96].

Table 6.5: Misclassification rates of different classification methods for TEP test data. Mis-
classification is defined as (100− accuracy).

Method %Misclassification rate

FDA 17
SVM 6.5
PSVM 6.0
ISVM 6.0
NBN 7.8
TAN 5.9
LDA 31.58
QDA 5.87
SVDD 5.75
KNN 6.87

As shown in table 6.5, SVDD has the best performance amongst the 10 different

classifiers with smallest misclassification rate for the TEP data. To the best of our

knowledge, no better result has been reported in the literature.
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6.2 Second case study: Fault classification of a real system

(Three tank system)

We define eight fault case scenarios including sensor fault, actuator fault (fault in pumps),

clog, and leakage in the three tank system. For each fault case a set of training and testing

experimental data is obtained by running experiment while fault was induced in the system.

Each set contains 400 samples with dimension of five (stored in a 400 × 5 matrix). The

results of the classification methods are provided in table 6.6, presenting the confusion

matrix with calculated measures explained above. From table 6.6, consider the first fault

Table 6.6: Classification results when applying SVDD classifiers on 3TS system for 8 different
faults in the system. Each fault case contains 400 samples. Rows represents true fault class
and columns represents predicted fault class.

Predicted fault class

fault# 1 2 3 4 5 6 7 8 recall

1 400 0 0 0 0 0 0 0 1.000
2 0 400 0 0 0 0 0 0 1.000
3 0 0 400 0 0 0 0 0 1.000

True 4 0 0 0 400 0 0 0 0 1.000
lass 5 311 0 0 0 10 0 79 0 0.025

6 0 0 0 0 7 392 1 0 0.980
7 0 0 0 0 6 1 393 0 0.982
8 0 0 0 4 0 0 0 396 0.990

precision 0.562 1.000 1.000 0.990 0.434 0.997 0.830 1.000 accuracy
=87.218

class predictions which correspond to the first row of the confusion matrix. It is seen that

SVDD classifier has successfully classified all 400 samples of the first fault which results

in highest value for recall measure (recall = 1.000). On the other hand, if we look at the

first column we can see that there are 311 samples belonging to class 5 that have been

classified as class 1, incorrectly, which results in a low value of .562 for precision measure

corresponding to fault 1 and .434 to fault 5. From table 6.6 we can see that most faults have

been classified with high precision and recall values except fault number 5 with .434 value

for precision and .025 for recall, which stands out amongst other faults which indicates that

SVDD classifier confuses fault 1 and 5 and fault 5 degrades the performance of the classifier
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and highly affects the outcome of the diagnosis process.

Classification results of KNN method are presented in table 6.7. The same as SVDD, KNN

Table 6.7: Classification results when applying KNN classifiers on 3TS system for 8 different
faults in the system. Each fault case contains 400 samples. Rows represents true fault class
and columns represents predicted fault class.

Predicted fault class

fault# 1 2 3 4 5 6 7 8 recall

1 400 0 0 0 0 0 0 0 1.000
2 0 400 0 0 0 0 0 0 1.000
3 0 0 383 0 17 0 0 0 0.957

True 4 0 0 0 400 0 0 0 0 1.000
class 5 0 0 0 0 35 0 365 0 0.087

6 0 0 0 0 0 400 0 0 1.000
7 0 0 0 0 1 0 399 0 0.997
8 0 0 0 1 0 0 0 399 0.997

precision 1.000 1.000 1.000 0.997 0.660 1.000 0.522 1.000 accuracy
=88.000

has also problem with classifying samples of class 5, which reduces precision values to .660

and .522 corresponding to fault 5 and 7 with recall value of .087. From table 6.7, 365 out of

400 samples of fault 5 are classified as class 7 incorrectly and only 35 cases were classified as

fault 5 correctly. The accuracy of KNN method is close to SVDD (88 compared to 87.218

for SVDD) for the three tank system.

6.2.1 Discussion on 3TS fault classification

Classification criteria of SVDD are compared with KNN as shown in Figure 6.2. It can be

seen that SVDD and KNN recall values are close to each other and both have the lowest

recall value for fault number 5. On the other hand, comparing precision values shows that

KNN performs better than SVDD for faults 1 and 5, while, SVDD precision is better for

fault 7. For the rest of the five faults, both methods provide the same result.
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Table 6.8: Computation time for SVDD and KNN
method time (sec)

SVDD testing 1.0832
KNN 3.2699
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Figure 6.2: Comparing recall and precision values of SVDD and KNN methods.

Same as TEP, computation time was obtained for the two methods. Table 6.8 includes

SVDD and KNN classification times for a set of eight faults of the three tank system. Test

data set contains 400 samples for each fault. From this table, it can be seen that KNN

computation time is 3 times larger than that of SVDD.
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6.3 Chapter Summary

The implementation of the proposed SVDD based classifier for fault isolation was accom-

plished and it was shown that SVDD has the potential to be used for fault classification

as a powerful method in comparison to other classification approaches. To validate the

proposed method, two case studies were carried out on Three Tank system and Tennessee

Eastman process. The SVDD classifier has been implemented on the two systems to isolate

different process faults. For TEP data, there are several research studies with different

methods which were considered for comparison in this work. The results showed promising

performance for SVDD compared to these methods. The experimental results on a real

3TS setup confirmed the capability of SVDD classifier in fault classification as well. In the

next chapter, a comprehensive conclusion of this thesis is provided and future directions for

research are highlighted.



Chapter 7

Conclusion

The primary goal of this thesis has been the application and implementation of support

vector data description as the main element for fault detection and diagnosis in industrial

processes. A complete fault detection and diagnosis framework based on SVDD has been

established and tested on different systems and the proficiency of the proposed method has

been compared with other standard approaches. The main contribution of this work is

that it provides a complete structure based on SVDD for data driven fault detection and

isolation (FDI), and demonstrates the capability of SVDD in detecting and isolating faults

in processes. A complete package is provided which includes detection and classification.

The computational complexity and time problem has also been addressed and enhanced by

embedding a fast SVDD algorithm in the FDI structure.

In terms of the objectives of this work the following conclusions can be drawn:

The first objective was the development of a fault detection approach mainly based on

SVDD. A complete fault detection scheme was presented in chapter 3 and a fault detection

system was designed. Parameter adjustment method was proposed and the fault detection

algorithm was modified to increase its computation speed by embedding a fast SVDD into

the algorithm. It was shown that the computation time reduces significantly when using

modified SVDD.

The second objective was the implementation of the proposed method on three different

processes. In chapter 4, SVDD fault detection system was applied to a simple multi-variable

process as well as Tennessee Eastman process and a real Three Tank System setup. Its

performance was compared to ICA and PCA methods by considering false alarm rate,

missed detection rate, and detection delay as comparison criteria. SVDD performance on
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simple multi-variable system showed comparable results with ICA and PCA. It performed

better in detecting some faults and worse for few others. In case of three tank system, based

on false alarm rates and missed detection rates, SVDD outperformed ICA and PCA while

it showed higher detection delays. Also, the results showed that SVDD is more sensitive to

faults with less severity than ICA and PCA for three tank system. To summarize, SVDD

(if tuned properly) has shown promising results for Three Tank System fault detection

with considerable capabilities, compared to PCA and ICA methods which is one of the

contributions of this work. Applying SVDD to TE process also revealed considerable results.

It was shown that SVDD, ICA and PCA detected most of the faults similarly and only

differed in detecting few faults. Combination of SVDD with ICA and PCA was also tested

for fault detection. It appeared that SVDD performs better than the combined system

and data reduction deteriorated the results. However, in high dimensional processes, data

reduction is inevitable since high dimensionality increases computation complexity.

The third objective of this work was accomplished by proposing a fault classification

structure completely based on SVDD classifiers as presented in chapter 5. In this framework,

multiple SVDD one-class classifiers were used as classifying units for each fault. Fault

classification was achieved by tuning a SVDD classifier for each fault class data and finding

a boundary for each fault class. A measure called normalized distance was introduced and

used for decision making. As an advantage, employing SVDD in fault classification provides

the flexibility in decision making procedure and gives the designer the choice of having a

supervised or semi-supervised fault classifier depending on the availability of training data.

As the next objective, the proposed fault diagnosis system was applied to 3TS and to

TEP and was compared with KNN as a standard method. In case of TEP, the results

were compared with nine other classification methods provided in the literature including

linear and nonlinear methods. SVDD outperformed all nine methods, giving the lowest

misclassification rates. Comparing SVDD with KNN showed better performance for SVDD

with close misclassification rates and much better computation time. In case of 3TS, SVDD

and KNN fault classification results were also close to each other, with KNN having slightly

better misclassification rate. However, SVDD classification time was three times less than

KNN which significantly outperforms KNN.
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7.1 General concluding remarks and future work

With increasing complexity in processes and data structures, the demand for more advanced

monitoring methods increases as well. In this respect, linear approaches have matured and

no longer can satisfy the needs. As a result, nonlinear methods have come into the center of

attention in process monitoring and diagnosis. As a nonlinear method, support vector data

description has shown potential capabilities in this area which is recommended as a data-

driven approach for process fault detection and diagnosis. The focus of this work has been

investigating these monitoring and diagnosis capabilities by examining SVDD on different

processes and it has shown comparable performance.

It has been noticed that the proficiency of the method depends on properly selecting

the parameters involved in the diagnosis process which opens an interesting direction for

research. Selecting the kernel parameter has high influence on monitoring results. Cross

validation has been used here but still the main burden is on the designer to select appro-

priate parameter values. Finding an automated method to obtain the optimum parameter

values would be a significant change in this area.

Most data-driven methods for process monitoring are trained with normal condition

data relevant to a specific operating point. As a result, any change in the operating point

might be considered as a fault or unwanted disturbance in the process, even though it is a

normal change. Adapting the proposed monitoring method to accommodate normal process

changes and process dynamics would be one of the future work which has great potential

for research and development.

In this work, the detection of fault in the process and classifying the type of fault has

been focused and investigated. For future research, other issues can be taken into account to

add more features to the diagnosis system. Along with fault type, finding a way to quantify

fault severity and obtaining effective variables related to faults would be very useful as a

complementary part of the diagnosis system.
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