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Abstract

This thesis explores the use of magnetic resonance imaging (MRI) to study acoustic oscil-

lations of a gas in a cylindrical tube. It describes experiments performed under conditions

where the gas is in the Acoustic Viscous Boundary Layer and its flow is laminar. Velocity

maps acquired at discrete phases of the acoustic oscillation are presented, and are compared

with thermoacoustic theory. This represents the first time that such information has been

obtained using MRI.

An important component of the work reported in this thesis involves the design, con-

struction, and characterization of an acousto-mechanicalresonator (AMR). This device can

drive oscillatory gas motion and impose density variationsat rates that are compatible with

MRI data acquisition. To date it has been operated at frequencies ranging from 0.7 Hz to

1.65 Hz and with peak gas displacement amplitudes of up to 2.5cm. The AMR is based on

a modular design intended to permit the study of acoustic flowthrough a variety of different

structures and under a variety of different conditions.

MRI experiments were performed on a mixture of thermally-polarized 3He and O2.

The latter is used to increase the3He longitudinal nuclear relaxation rateT−1
1 to a value

comparable to the acoustic frequency. In turn, measurements of T−1
1 provide a means for

determining the precise composition of the gas mixture. Velocity phase-encoding tech-

niques were then used to map acoustic flow fields: A bipolar magnetic field gradient pulse

inserted into the imaging sequence stores velocity information in the phase of the complex

image data. The MRI pulse sequence is synchronized with the periodic motion of the gas

so that the velocity measurement can be performed at discrete and well-defined phases of

the acoustic cycle. These non-invasive flow imaging experiments provide information that

is complementary to that which can be obtained from other gasvelocity probes, and may

lead to new opportunities in the study of acoustic devices.
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Chapter 1

Introduction

Magnetic resonance imaging (MRI) is a powerful imaging modality and an indispensable

tool for medical diagnostics. Decades ago it was already clear that simple MRI images

– reflecting contrasting characteristics of different structures and tissues – would provide

medical practitioners with valuable new insight. Still, itis almost certain that the capabili-

ties of modern MRI far exceed the vision of those who first contributed to its development.

Examples of modern applications range from monitoring brain activity [1, 2] and its chem-

ical makeup [3] to visualizing and tracking blood flow [4, 5, 6]. MRI has also found signif-

icant application outside of the medical industry, in fieldsranging from materials science

[7, 8] to gas exploration [9]. The vast majority of these applications involve situations in

which the underlying substance that is being probed is dense, usually a liquid or liquid-rich

tissue. In recent years, however, there have been an increasing number of promising NMR-

and MRI-based studies involvinggaseoussamples [10]. In most of these experiments, the

gas acts as a probe (or in the language of MRI – as a “contrast agent”) intended to reveal

information about its environment: usually some sort of complex or convoluted structure

like the human lung [11, 12, 13]. In a small subset of these experiments, it is the gas itself

– or more precisely – itsdynamicsthat are of interest. So, for example, it has been demon-

strated that one can map out the velocity field associated with gas flowing through various

channels [14, 15, 16] and around obstructions [17, 18]. To date, these demonstrations have

been limited to unidirectional flow.

In this thesis I describe the first MRI-based study of gas motion in an acoustic field, of

which I am aware. That is, a situation in which the direction of gas flow is periodically

1



CHAPTER 1. INTRODUCTION 2

reversed. In particular, I focus on a situation in which the gas under study is in what

is known as the “Acoustic Viscous Boundary Layer” or AVBL. This corresponds to the

volume of gas that is close enough to an immobile solid surface so that its motion is strongly

influenced by momentum transfer with the wall. The model system that I describe and

study involves long-wavelength acoustic oscillations in agas confined to a very simple

and well defined channel: a long, narrow, cylindrical tube. In a sense, this problem is the

acoustic analog of Poiseuille flow through a cylindrical pipe. It is a problem that is very

well understood from both theoretical and experimental perspectives.

Despite the simplicity of the model system described in my thesis, the more general

problem of gas dynamics in the AVBL is of considerable technological interest. These dy-

namics are fundamental to the operation of a broad and versatile class of “thermoacoustic”

devices, which primarily act as heat engines and refrigerators [19, 20, 21]. I thus anticipate

this work will be of interest to researchers in both the MRI and thermoacoustics communi-

ties, between which there has not traditionally been much overlap. My goal in presenting

this work is neither to develop radically new MRI sequences nor to study a particularly

challenging problem in acoustic flow. Rather it is to explorethe manner in which one might

adapt reasonably well established imaging techniques to a very well-defined acoustic sys-

tem. In this sense it is a feasibility study, intended to explore the viability and utility of

MRI as a probe of acoustic processes.

In the remainder of this introductory chapter I present a brief introduction to the field

of thermoacoustics and highlight some of the issues that thethesis will attempt to explore.

For context, I then describe some existing experimental probes of oscillatory gas flow. The

goal here is simply to identify some benchmarks against which the performance of MRI-

based probes will ultimately have to be judged. This is followed by a statement of the

experimental challenge, that is, an outline in general terms of the apparatus that I set out

to construct and the experiments that I was able to perform. The chapter concludes with a

brief outline for the remainder of the thesis.

1.1 Thermoacoustics

Thermoacoustics is a field of study that brings the principles of thermodynamics to bear

on the study of acoustic oscillations in a compressible fluidthat occur in narrow chan-
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nels or near immobile surfaces. The earliest scientific enquiries in this field are connected

to the observation of spontaneous sound production in narrow tubes along which intense

thermal gradients are imposed [22, 23]. Lord Rayleigh set the groundwork for future the-

oretical descriptions of the effect more than a century ago [24], but his picture was lim-

ited to tubes with large transverse dimensions and ultimately failed to produce accurate

predictions. Although others contributed to the field over many decades [25, 26], it was

Nikolaus Rott who in 1969 first managed to integrate acoustics and thermodynamics to

give a consistent mathematical description of low amplitude acoustic oscillations of a gas

in a narrow tube (and other geometries) along which a temperature gradient is imposed

[27, 28, 29, 30, 31, 32, 19]. Rott’s work was primarily motivated by the observation of

what are known as “Taconis oscillations,” in which acousticoscillations are spontaneously

produced in narrow tubes in which one end (usually open) is cooled to low temperatures

by immersion in a cryogenic liquid while the other (usually closed) remains at room tem-

perature. It was quickly realized, however, that his “thermoacoustic theory” applied to an

emerging and potentially important class of acoustic devices including pulse tube [33] and

standing-wave refrigerators [34] and the traveling-wave acoustic amplifier [35]. The insight

provided by Rott’s theory has since proved to be invaluable.At a very fundamental level

the framework he established paved the way for some remarkable innovations in acoustic

engineering, including development of the thermoacousticStirling heat engine [36, 37, 38].

It is well known that sound waves involve gas displacement and pressure/density oscil-

lations, but the fact that temperature variations are also usually involved is often overlooked.

By coupling temperature and displacement oscillations (with appropriate phasing) to solid

surfaces (such as the wall of a confining tube, or some other intentionally inserted struc-

ture) it is possible to convert heat into acoustic energy or to use acoustic power to transport

heat from one location to another, including up a thermal gradient. In other words, one

is able to harness acoustic oscillations in a gas – appropriately coupled to solid structures

that act as thermal reservoirs – to construct heat engines and refrigerators. A key advan-

tage of thermoacoustic heat engines and refrigerators overmore conventional devices is

that they can often be designed with few or no moving parts, and thus can in principle be

very robust against the wear normally encountered with sliding seals. Moreover, the de-

sign tolerances required by thermoacoustic devices tend tobe less demanding than those

required by conventional devices, and the working fluid is typically helium gas which is in-
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ert. The greatest commercial success relevant the field of thermoacoustics is the pulse-tube

cryocooler [33, 39, 40], but from the standpoint of technical merit and intrinsic potential the

somewhat newer class of hybrid thermoacoustic-Stirling heat engines [36, 37] is probably

on an equal footing. Both have achieved remarkable thermodynamic efficiencies. These

devices use the controlled phasing of acoustic waves to movetheir working gases through

the necessary thermodynamic cycles, eliminating the sometimes complex arrangement of

pistons and cams required by conventional heat engines and refrigerators.

In order to achieve high power density, acoustic heat engines and refrigerators typically

operate outside of the small amplitude limit or “acoustic approximation” that is inherent

in Rott’s original formulation of thermoacoustic theory. This presents a design challenge.

Non-linearities such as turbulence, entrance effects and mass streaming come into play as

acoustic amplitudes increase. These effects introduce parasitic losses that tend to degrade

device efficiency relative to theory. In order to account forthese losses (and more impor-

tantly, to mitigate their effect on efficiency through design, or to harness them for useful

purposes) one is often forced to resort to empirical characterizations of complex acous-

tic phenomena. Turbulence, for example, has long been studied for steady flow through

straight pipes, bends, junctions, and transitions involving changes in tube diameter. In

each case, these systems exhibit rich and complex behaviour. If one now adds to this the

constantly changing motion associated with acoustic flow, the issues one needs to con-

sider become incredibly complex. Impressive progress has been made toward identifying

and characterizing their influence through local measurements of acoustic pressure (and in

some cases through probes of gas velocity). Still, at an intuitive level, it would be very use-

ful to have a tool that would enable one to peer inside a functioning thermoacoustic device

and observe gas motion in an unobtrusive manner. The hope is that this would help to iden-

tify and improve understanding of non-linear processes, and possibly take the efficiency of

devices to a higher level. The imaging of gases as they undergo acoustic oscillations is an

area of research that is actively being pursued, but which isstill very much in its infancy.

Below I summarize a few experimental techniques that are currently employed.
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1.2 Methods for Measuring Oscillatory Gas Flow

Several experimental methods have been developed for studying gas motion: Hot Wire

Anemometry (HWA), Laser Doppler Anemometry (LDA), and Particle Image Velocimetry

(PIV) as well as various forms of MRI-based probes includingVelocity Phase Encoded MRI

(VPE-MRI). The first three methods have all been used previously to study thermoacoustic

phenomena. This thesis describes the first attempt to apply VPE-MRI to the study of gas

flow in the acoustic boundary layer.

HWA uses heat loss from a thin electrically heated wire to infer the velocity of a fluid as

it passes by. If the resistance of this wire is temperature dependent, and if the current passing

through the wire is adjusted to keep the wire resistance constant, then a measurement of the

electrical power dissipated by the wire can be used to infer the rate at which heat is lost to

the environment. As long as this heat loss is dominated by forced convection driven by flow,

one can infer velocity. This works very well for unidirectional flows, but the interpretation

of HWA data is more challenging for oscillatory flows. The problem is that the heated wire

ends up repeatedly interacting with its own thermal plume. Huelszet al. have shown that

with careful calibration, HWA can indeed be applied to oscillatory flow [41]. However,

when these techniques are applied to flow in the AVBL, systematic deviations between

theory and experiment are observed [42].

LDA employs light reflected from seed particles that are injected into a fluid stream.

Crossed laser beams are focused to a small area, typically around 50µm in size, forming a

linear interference pattern. As a particle passes through this interference pattern, the inten-

sity of reflected light is modulated at a frequency that is proportional to velocity. The point

at which the laser beams intersect can then be scanned throughout the sample to map the

gas velocity as a function of position. A variety of seed particles can be used in conjunction

with gas flows, including smoke, olive oil and water glycerolmixtures. Castrejón-Pitaet

al. have used LDA to observe oscillatory gas motion in the acoustic viscous boundary layer

near a wall [43]. Others, including Yazakiet al. [38] and Baillietet al. [44], have used LDA

to probe oscillatory gas motion in more complex situations,including the flow encountered

inside thermoacoustic engines.

PIV employs light reflected from seed particles that are illuminated by a thin sheet of

laser light. This reflected light is imaged using a camera that is aimed perpendicular to
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the light sheet. A sequence of images is then acquired as the laser light is pulsed. The

displacement of particles from one image to the next is then determined and used to infer

fluid velocity. Castrejón-Pitaet al. have compared PIV and LDA as probes of gas motion

in the acoustic boundary layer [43]. With a spot size of volume 0.64 mm× 0.075 mm

× 0.075 mm, their LDA results showed the greatest accuracy andreproduced theoretical

expectations – even at very short distances away from the wall. Others, including Shiet

al. [45], have used PIV to study more complex problems such as vortex shedding from a

thermoacoustic stack in an acoustic flow.

A recent review of laser-based methods for characterizing the motion and temperature

of a gas in a thermoacoustic context has been presented by Shiet al. [46]. One of the as-

sumptions underlying both the LDA and PIV approaches is thatthe motion of seed particles

reflects that of the gas. Care must be taken to select particles that are large enough to reflect

a detectable amount of light and yet are small enough to faithfully follow the flow. LDA

and PIV also both require optical access in order to illuminate particles and detect reflected

light. Typically this means that the apparatus must be builtwith optically flat transparent

materials or that suitable windows can be inserted near the location of interest. This re-

quirement limits the geometry and design of structures and devices that can be studied. For

example, a structure that is commonly used in thermoacoustic Stirling heat engines and

pulse tube refrigerators is a “regenerator.” This often consists of a stack of fine steel mesh,

creating a tortuous path for the gas to travel through. It would be difficult to probe the

interior of a regenerator using LDA, PIV, or for that matter HWA.

1.3 MRI and Velocity Phase Encoding

When an atom with nuclear spin is placed in a magnetic field it can undergo transitions

between discrete states with different energies, as the orientation of the spin with respect to

the field is changed. In doing so, the atom will absorb or emit radiation at a frequency that

depends on the strength of the magnetic field. The excitationand subsequent observation

of radiation from these nuclei is the basis of Nuclear Magnetic Resonance (NMR). MRI is

a form of NMR in which linear magnetic field gradients are applied to a sample, so that

the resonant frequency of nuclei becomes a function of position. A measurement of the

frequency distribution of the energy radiated by a sample can then be used to determine the
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underlying spatial distribution of nuclear spins and theirlocal environment. MRI is largely

associated with medical imaging, but a wide range of non-medical applications have also

been developed, including the measurement of fluid flow.

Over the last 15 years there has been considerable interest in the use of MRI to image

spaces filled with the inert noble gases3He and129Xe, as well as hydrocarbon- and fluorine-

based molecular gases [10]. Historically, imaging of thesetypes of spaces has been ham-

pered by the significant reduction in signal strength that isencountered when a liquid is

replaced with a gas. Effects associated with the more rapid diffusion of atoms in a gas also

serve to lower signal strength and degrade image resolution. The disadvantage of lower

density can be counteracted through the use of laser opticalpumping techniques. These

techniques enable one to increase nuclear spin polarizations by several orders of magnitude

(a process referred to as “hyperpolarization”) and hence toincrease signal-to-noise-ratios

(SNRs) by a significant margin. Another approach is to use gases made up of molecules

that each have many nuclei that can be probed, such as1H nuclei in propane (C3H8) or 19F

nuclei in sulfur hexafluoride (SF6).

One of the simplest MRI-based methods for studying flow involves selective excitation

of a well-defined portion of the sample (often referred to as a“slice”), followed by interro-

gation at a later time that reads back information about the location. This “time of flight”

imaging approach has been used previously to study gases [47, 48].

The method explored in this thesis, which is called VelocityPhase Encoded MRI or

VPE-MRI, employs additional magnetic field gradients that are rapidly turned on and off

(“switched” or “pulsed”). These pulsed field gradients encode information about the ve-

locity of the underlying flow, and so when the nuclear spin response is read out the data

can be used to generate velocity vector field images. In effect, the imaging sequence is

“sensitized” so that the local sample response is proportional to velocity, to the extent that

all of the nuclei in that region are moving in the same direction, at a given instant in time.

VPE-MRI has been used previously to study the flow of hyperpolarized129Xe [16, 49],

hyperpolarized3He [15], thermally polarized hydrocarbon gases [50], and thermally po-

larized gases that are rich in fluorine such as SF6 [18]. It has not previously been used

in connection with thermally polarized3He gas, despite the fact that static images of such

gases have been reported [51].
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1.4 Experimental Goal and Outline of the Thesis

Channels with widths that range from a few to several times the thickness of the AVBL are

commonly found in thermoacoustic devices. Gas motion inside these channels is strongly

influenced by viscous interactions with the walls. Thermoacoustic theory can be used to

derive analytic expressions for the time and spatial dependence of the gas velocity inside

a variety of different channels, including tubes with rectangular, triangular, and cylindrical

cross sections.

The goal of the work described in this thesis is to explore thefeasibility of using VPE-

MRI techniques to probe oscillatory gas motion inside one ofthese channels; that is, in a

well-defined geometry where gas flow is in the AVBL. The particular geometry that will

be investigated is a long cylindrical tube. This tube will bereferred to as an “acoustic flow

tube.” The dimensions of this tube, the operating frequency, and even the gas pressure and

composition are chosen to facilitate VPE-MRI experiments.The result is a device that oper-

ates at frequencies over the range 0.5 to 1.65 Hz and which drives gas motion with peak dis-

placement amplitudes of up to 2.5 cm in a tube with an inner diameter 1.3 cm. While these

conditions might seem foreign to someone who is used to working with practical thermoa-

coustic devices that operate at much higher frequencies (10to 1000 Hz) and which involve

channels with correspondingly smaller transverse dimensions, the principles of similitude

can ultimately be brought to bear on this problem. Thus, the apparatus described in this the-

sis ought to be viewed as an “acoustic wind tunnel.” With thisin mind, it has been designed

so that the cylindrical acoustic flow tube can easily be replaced with other tubes or with

other more complex structures. Similarly, even though the particular investigation that is

reported here only involves gas displacements, the apparatus has been constructed to permit

studies involving superimposed acoustic displacement andpressure/density oscillations.

The remainder of this thesis is arranged as follows. Chapter2 is devoted to a summary

of basic principles and theories underlying the fields of Magnetic Resonance Imaging and

Thermoacoustics. The introductions to these fields are far from being exhaustive, but should

give readers enough background to understand the rest of thethesis. Chapter 3 describes

the design, construction, and instrumentation of the experimental apparatus, including an

“Acousto-Mechanical Resonator” that is used to drive gas motion and various aspects of

the MRI system. Chapter 4 then discusses the manner in which the various components of
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the apparatus were characterized and/or calibrated, priorto the VPE-MRI work. Chapter 5

recounts the manner in which VPE-MRI experiments were implemented, characterized,

and ultimately improved as experience was gained over time.Chapter 6 then describes

a full set of VPE-MRI data that map gas velocities in the acoustic flow tube through an

entire cycle of motion. This chapter also includes brief summaries of similar measurements

performed using alternative experimental methods. Finally, an assessment of the VPE-MRI

experiments is given in Chapter 7, along with some ideas thatmight help motivate future

work.



Chapter 2

Theoretical Background

The work described in this thesis bridges two fields of study that until now have seen little

overlap: magnetic resonance imaging (MRI) and thermoacoustics. In this chapter I will

briefly describe the theoretical framework underlying eachof these fields. Those interested

in reading more about MRI are referred to the excellent monograph by Callaghan [52]. The

first half of this chapter deals with MRI (Sec. 2.1). I start with a description of nuclear

magnetic resonance (NMR), including nuclear spin dynamicsand relaxation. Issues sur-

rounding signal strength and detection are then outlined. Finally, the technique of MRI

itself is described, including discussions of slice selection, read gradients, phase encoding,

and the concept of velocity phase encoding. This last topic plays a central role in the exper-

iments described in the latter part of this thesis. The second half of this chapter deals with

thermoacoustics (Sec. 2.2), in what is known as the small amplitude limit or acoustic ap-

proximation. The focus of the discussion is the oscillatoryflow of a compressible medium

in a cylindrical duct. Again, this topic plays an important role in the latter part of the the-

sis. For a more in depth discussion of the relevant theory, aswell as factors that must be

accounted for in the design of the thermoacoustic devices, Swift’s book on thermoacoustics

is highly recommended [53].

2.1 Magnetic Resonance Imaging

MRI is a subfield of NMR in which gradients in the strength of the longitudinal component

of the magnetic field are used for the purpose of determining the spatial extent of various

10
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properties of the imaged object. In an elementary sense, NMRis based on the principle that

an atom with non-zero nuclear spin will precess at a well-defined resonant frequency in the

presence of a magnetic field. This precession is intrinsically a quantum mechanical phe-

nomenon, but in context of this thesis, the usual semi-classical description of spin dynamics

is sufficient. The use of magnetic field gradients and NMR to measure the spatial distribu-

tion of nuclear spins was first demonstrated in 1973 by Lauterbur [54] and Mansfield [55].

My description of NMR begins with the concepts of polarization, resonant excitation, and

relaxation. This is followed by a discussion of signal strength and signal-to-noise ratio. I

then present an overview of MRI including spatial localization, slice selection, echo for-

mation, and k-space mapping. The final topic in this section introduces the technique of

velocity-phase-encoded MRI and discusses the role of diffusion.

2.1.1 Nuclear Magnetic Resonance

The nuclei of atoms are composed of protons and neutrons, each of which has an intrinsic

spin of 1/2 associated with its angular momentum. Pairs of like nucleons tend to align

antiparallel with one another, thus their contributions tothe net spin of the nucleus cancel.

As a result, atoms with nuclei that have an odd number of protons, an odd number of

neutrons, or both, will have a non-zero net nuclear spinI (or angular momentum) of integer

or half-integer value. It is these atoms that can be used in NMR and hence MRI. For

example, hydrogen-1 (1H) has a single proton and a nuclear spin of 1/2. Helium-3 (3He),

on the other hand, has two protons and one neutron. The protonspins cancel leaving one

unpaired neutron which gives the nucleus a net spin of 1/2 as well. The magnetic moment

of these nuclei is aligned (or anti-aligned) with their angular momentum the ratio of the two

quantities is known as the gyromagnetic ratio, denoted by the symbolγ. The gyromagnetic

ratio for 1H is γH = 26.7519 × 107 T−1s−1 and that for3He is γHe = −20.38 × 107

T−1s−1 [56]. When placed in a magnetic field of magnitudeB0, the interaction of this

dipole moment with the field causes the energy of the nucleus to be shifted by an amount

E = −γ~B0m (2.1)

where~ = h/2π is the reduced Planck’s constant andm = −I,−I + 1, . . . , I − 1, I is

the projection of the nuclear spin along the field direction.For atoms with nuclear spin
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I = 1/2, there are two energy states: one with the spin aligned with the magnetic field and

the other with the spin anti-aligned with the field. The statewith the higher energy depends

on the sign of the gyromagnetic ratio. Transitions from the lower to the higher state can

occur with the absorption of radiation at the resonant angular frequencyω = γB0, which

is known as the Larmor frequency. For1H in a magnetic field of 1.5 T, which is typical of

imaging magnets, the Larmor frequency is approximately 64 MHz, which is in the radio

frequency (RF) band of the electromagnetic spectrum. For this reason, the radiation used

to manipulate nuclear spins is known simply as “RF” in the NMRand MRI communities.

2.1.2 Polarization

For the most part, NMR experiments are performed on macroscopic samples. The nuclear

spin of each atom in the sample will either be aligned or anti-aligned with the magnetic

field, and the equilibrium distribution is described by Boltzmann statistics. That is, the

ratio of the number of spins aligned anti-parallel to the field N− and parallel to the field

N+ is
N−

N+
= e−∆E/kBT (2.2)

where∆E is the difference in energy between the two states implied byEq. (2.1),kB is the

Boltzmann constant, andT is the temperature. The polarization of an ensemble of atomsis

defined as

P =
N+ −N−

N+ +N−
= tanh(

∆E

2kBT
) (2.3)

which is the ratio of the difference in the two populations divided by the total number of

atoms. In thermal equilibrium and forI = 1/2 the magnetization is given by

M =
Nsγ~

2
P z (2.4)

whereNs is the spin density. The magnetization is a vector quantity that is either aligned or

anti-aligned with the background magnetic field depending on the sign of the gyromagnetic

ratio. At room temperature the polarization of1H in a 1.5 T magnetic field is of order10−6.

It is this miniscule population difference that is detectedin NMR.

It is exceedingly cumbersome, and in most cases little insight is gained, to work with

individual spin dynamics when dealing with macroscopic samples. Instead, a semi-classical
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description of the dynamics of ensembles of spins is used. Inthis approach it is the time

dependence and manipulation of the magnetization ofM that is of interest.

One of the greatest challenges in performing NMR on a gas, compared to a liquid, is

the low molecular density. There are many factors that go into determining the total signal

strength, but one of the major considerations is the total number of spins. For a fixed

sample volume, this depends on the net magnetization of the sample and more specifically

the nuclear spin density. In this thesis, experiments involving room temperature3He at a

pressure of 2 atm are described, corresponding to a number density of order5× 1025 m−3.

As a basis for comparison, the number density of water molecules at room temperature

is 3.3 × 1028 m−3, which is nearly 3 orders of magnitude larger. On top of that,there

are two hydrogen atoms in each water molecule effectively doubling the signal density.

The relatively weak signal available from thermally polarized 3He gas near atmospheric

pressure, compared to that obtained in conventional MRI performed on1H rich tissues and

fluids, is a significant hurdle to overcome. Other issues surrounding signal strength and

detection are discussed in more detail in Sec. 2.1.5.

2.1.3 Resonant Excitation

The net magnetization vector can be manipulated through theuse of alternating magnetic

fields applied orthogonal to the background magnetic field ata frequency that is close to

the Larmor frequency. In the quantum mechanical description of the state of a nuclear spin,

the absorption or emission of radiation induces transitions between energy levels. In the

semi-classical description, the alternating magnetic field causes the net magnetization to

rotate away from the static field direction.

The net magnetization is the density of magnetic dipole moments in the sample; i.e.

M = µnet/V whereV is the volume. To begin the mathematical description, we start

by equating the torque due to the magnetic field and the rate ofchange of the angular

momentum giving
dM

dt
= γM×B . (2.5)

For a static background magnetic field along the z-axisB0z, the solution forM(t) involves

precession of a constant vector about the magnetic field at the Larmor frequencyω0 =

γ|B0|. This is analogous to a gyroscope, whose angular momentum vector points along
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Figure 2.1: Qualitative trajectory of

the magnetization vector during a tip-

ping pulse.

Figure 2.2: Linearly polarized oscil-

lating magnetic field broken into two

counter-rotating components.

the axis of rotation, precessing because of the torque caused by the force of gravity acting

on the center of mass. The torque in the case of the spin ensemble is due to the applied

magnetic field acting on the net magnetization.

If, in addition to the main fieldB0 = B0 z, there is a small fieldB1 applied in the

perpendicular plane and which rotates aboutz at angular frequencyω0, the total magnetic

field will be

B(t) = B1 (cosω0tx− sinω0ty) +B0 z . (2.6)

Equation (2.5) implies that the magnetization will be forced to rotate around theB1 com-

ponent of the total field at a frequencyω1 = γB1. SinceB1 ≪ B0, the precession about

B1 will be much slower than that aboutB0, and the magnetization trajectory will trace

out a spiral on the surface of a sphere as portrayed qualitatively in Fig. 2.1. Note that the

spiral in the figure does not accurately depict the trajectory of the spin which, in a more

realistic scenario, would make many more turns around the static field as the direction of

M is canted away fromB0. A short pulse of RF excitation producing a fieldB1 for a time

t results in the tipping of the sample magnetization away fromB0 field by an angleω1t. As

noted earlier, the Larmor frequency is typically in the radio frequency band and therefore

these pulses are known as RF tipping pulses. Using radians asa measurement of angle, a

pulse that rotates the magnetization from the z-axis into the x-y-plane is called aπ/2 pulse,

and one that flips the magnetization is referred to as aπ pulse.

In practice, linearly-polarized oscillating magnetic fields are simpler to produce than ro-



CHAPTER 2. THEORETICAL BACKGROUND 15

tating fields. A linearly-polarized oscillating magnetic field can be expanded into the vector

sum of two counter-rotating fields, as shown in Fig. 2.2. Onlyone of these components ro-

tates in the same sense as the precession of the nuclear magnetization, and thus acts on the

spins. In the high field limit whereB0 ≫ B1, the counter-rotating component typically has

negligible effect.

Greater intuition and ease of calculation can be gained by transforming to a reference

frame that is rotating withB1 at angular frequencyω1. Using a simple transformation, the

effective field in this reference frame can be written

Beff = (B0 − ω1/γ) z+B1x
′ (2.7)

wherex′ is the axis in the transverse plane rotating at angular frequencyω1 along which

B1 is aligned. Whenω1 = ω0, the longitudinal component of the field disappears, and

the magnetization will precess aboutB1. Whenω is off resonance the magnetization will

precess aroundBeff at some angle between the longitudinal and transverse planes. Off

resonance excitation is of importance when analyzing the spectral bandwidth of tipping

pulses, and is also useful in manipulating spin systems involving multiple species.

2.1.4 Relaxation

After the application of aπ/2 RF pulse that brings the magnetization into the x-y-plane,

Eq. (2.5) implies thatM will simply precess about the z-axis. In the absence of any other

interactions, this precession would continue indefinitely. However, inevitable interactions

between nuclear spins and the environment, as well as interactions between spins within

the ensemble, cause the magnetization to eventually returnto its equilibrium state of align-

ment with the static magnetic field. Although numerous microscopic mechanisms causing

nuclear relaxation have been identified, they can be classified in terms of two phenomeno-

logical parameters. The first consists of relaxation processes that return the magnetization

to its thermal equilibrium state aligned with the background field, and is known as spin-

lattice relaxation or longitudinal relaxation. The secondconsists of processes that lead to

the destruction of coherent precession of the magnetization about the z-axis, as the spins

come into thermal equilibrium with each other, and is known as spin-spin or transverse

relaxation. The characteristic timescales for these relaxation processes are conventionally
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denotedT1 andT2, respectively. The inverse of these two relaxation times correspond to the

phenomenological relaxation rates for the longitudinal and transverse components ofM.

Longitudinal relaxation involves processes that exchangeenergy between the spin sys-

tem and the thermal reservoir of the surrounding environment (the “lattice”). The phe-

nomenological equation that describes the time evolution of the z-component of the mag-

netization as it returns to thermal equilibrium is

dMz

dt
= −Mz −M0

T1
(2.8)

with solution

Mz(t) =Mz(0)e
−t/T1 +M0(1− e−t/T1) (2.9)

whereT1 is the longitudinal relaxation time. This time scale can be quite long for pure

materials in liquid or gas form and sets a limitation on the rate at which experiments can be

performed. For pure deionized waterT1 > 1 s is typical, whereas for pure3He gas it can

be much longer, ranging from hours to days with careful preparation of the container [57].

Strongly paramagnetic particles in the fluid or the container walls are particularly effec-

tive at enhancing relaxation through collisions. Copper sulfate, which is paramagnetic, is

often added to water samples (phantoms) used in evaluating NMR systems specifically to

decreaseT1, and thus decrease the amount of time one must wait for thermal equilibrium to

be attained. In the experiments described in this thesis, oxygen, which is also paramagnetic,

is added to3He gas for the same purpose. This is discussed further in Sec.4.4.

As nuclear spins precess in a magnetic field, the coherence oftheir alignment decreases

because they each inevitably experience slight variationsin field strength and hence Lar-

mor frequency through interactions with other spins. This leads to the random accumu-

lation of relative phase between spins (dispersion), and hence irreversible degradation of

the coherence of the precession. These variations in field strength can be caused by mo-

mentary interactions between spins during collisions or byrandom diffusive motion. The

phenomenological equation that describes the decay of the transverse components of the

magnetization is
dMx,y

dt
= −Mx,y

T2
(2.10)

with solution

Mx,y(t) =Mx,y(0)e
−t/T2 . (2.11)
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In this case,T2 is the spin-spin relaxation time. There is a hard limit thatT2 ≤ T1, but

typically the spin-spin relaxation time is significantly shorter than the spin-lattice relaxation

time. In many situations, the background field will have slight inhomogeneities leading to

variations in the Larmor frequency for each spin. This will cause additional dephasing of

the spins. The resulting envelope of the detected oscillation remains exponential, but with

a shorter decay constant denotedT2
∗ < T2.

Collectively, when equations (2.5), (2.8) and (2.10) are combined and written in a form

appropriate to the rotating frame, they are known as the Bloch equations:

dMx

dt
= γ (MyB0 +MzB1 sinωt)−

Mx

T2
(2.12)

dMy

dt
= γ (−MxB0 +MzB1 cosωt)−

My

T2
(2.13)

dMz

dt
= γ (−MxB1 sinωt−MyB1 cosωt)−

Mz −M0

T1
. (2.14)

This set of phenomenological equations describe a great deal of the magnetization dynamics

observed in NMR, including the work described in this thesis.

2.1.5 Signal Detection and Noise

It was noted in Sec. 2.1.3 that the sample magnetization could be rotated away from the z-

axis through application of an oscillating magnetic fieldB1. This field is typically created

by an AC current flowing in an RF resonator such as a wire loop, asolenoid, or a birdcage

coil [58]. The birdcage coil used for the experiment described in this thesis is discussed in

Sec. 3.4. Similarly, the precession of nuclear spins in a magnetic field after a tipping pulse

is applied will induce an EMF in the coil. It is this EMF that corresponds to the signal that

is detected in conventional NMR and MRI.

Any process that causes a finite magnetization to form in the x-y-plane will subsequently

lead to a free induction decay (FID). That is, the Bloch equations (2.12) and (2.13) imply

that the transverse components of the magnetization will precess about the z-axis, while the

magnitude of both longitudinal and transverse components of M decay due to spin-lattice

and spin-spin relaxation mechanisms. For situations whereT2 ≪ T1, the time dependence

of the magnetization will then be

M(t) = [M0 cosω0tx+M0 sinω0ty] exp(−t/T2) . (2.15)
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Figure 2.3: Quadrature detection scheme. The reference oscillator signal is split into two

signals, one of which is phase shifted by 90◦. The phase sensitive detector (PSD) outputs

the difference between the NMR signal and the reference oscillator.

Using complex notation, where the y-component of the magnetization is mapped to the

imaginary axis, Eq. (2.15) can be written

M+(t) =M0 exp(iω0t) exp(−t/T2) (2.16)

whereM+ indicates the transverse component of the magnetization. The EMF that is in-

duced in the coil will thus be an exponentially decaying sinusoid at the Larmor frequency.

The precessing magnetization described by Eq. (2.16) is complex, having real and imag-

inary components. These components can be separated using the quadrature detection

scheme shown in Fig. 2.3. The output of a reference oscillator is set to the Larmor fre-

quency and is divided into two branches, one of which is shifted in phase by90◦. The

reference and the phase-shifted signals are mixed with the NMR signal using phase sen-

sitive detectors (PSD). The phase sensitive detector produces the product of the two input

signals. This results in a signal that contains terms that oscillate at the sum and difference of

the input signal frequencies. The higher frequency “sum” term is removed using a low pass

filter leaving the lower frequency “difference” term as the output of the PSD. The output

from one of the PSDs is in phase with the reference signal and is labelled the real compo-

nent. The result from mixing the NMR signal with the phase shifted branch is similar to the

real component, but is shifted in phase by 90◦. This is the imaginary component. Using this

detection method, both the amplitude and the phase of the NMRsignal can be extracted.

The size of the EMF induced in the coil depends on a number of factors, including the

volume of the sample and the magnitude of the magnetization at thermal equilibrium. Using
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Eqs. (2.1), (2.3), and (2.4) and assuming the high temperature limit whereγ~B0 ≪ kBT ,

the equilibrium magnetization of a sample of spin-1/2 particles can be written

M0 =
NSγ

2
~
2B0

4kBT
. (2.17)

The signal detected by the coil is related to the field that would be produced by a current

flowing through the coil such that

S = − ∂

∂t

∫

Vs

B1(x, y, z)

i
·M dV (2.18)

where the integral is over the volume of the sample [59]. Here, B1(x, y, z) is the spatial

profile of the field produced by the coil with currenti. The magnitude of the signal is then

|S| = ω0K(B1/i)xyM0Vs, where(B1/i)xy is the transverse component ofB1/i, andK

describes the result of integrating the field profile over thevolume of the sample. A good

coil design produces largeB1(x, y, z) in the vicinity of the sample for a given current.

The voltage signal received from the precessing spins must compete with the electronic

noise of the detection system. To good approximation, the total noise is often white, mean-

ing that the distribution in voltage fluctuations at the spectrometer is nearly Gaussian, and

the power spectral density is constant for a given bandwidthover all center frequencies. A

measure of the relative strength of the signal compared to the noise is the signal-to-noise-

ratio (SNR), which is the magnitude of the signal strength divided by the root-mean-square

(RMS) amplitude of the total noise.

There are a number of measures that can be taken to reduce noise in an NMR exper-

iment. The most basic step is the placement of RF shielding around the probe coil or

resonator to minimize the influence of external sources of noise. Also low noise amplifiers

are used and are placed as close as possible to the coil to boost the signal above any noise

that may be picked up along the transmission line.

Once physical noise sources have been minimized, there are further methods that can

be employed to improve the SNR. The first is the use of signal averaging: the experiment is

repeatedN times and the results are added. Since the signal is coherent, the associated EMF

is summed (proportional toN). At the same time, the phase of the noise signal is random

and the associated EMFs add in quadrature (proportional to
√
N ). The net improvement in

SNR increases as
√
N . There is a practical limit to how much the SNR can be improved
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through signal averaging, since each factor of 2 requires 4 times as many acquisitions. At

some point the duration of the experiment becomes prohibitively long and other means of

improving the SNR must be explored.

Another method for reducing noise is by the selection of the receiver bandwidth∆f

through analog or digital filtering. The RMS voltage from a white noise source is propor-

tional to
√
∆f , and therefore, the bandwidth used in signal acquisition must be optimized in

order to maximize the SNR. The receiver bandwidth should be large enough to be sensitive

to the frequencies of the NMR signal. One component of the apparatus that influences the

bandwidth, and hence the noise, is the structure of the RF coil used to generateB1 fields

and detect the signal from precessing nuclear spins. This coil is usually a part of a tuned

resonant circuit with a finite bandwidth. The frequency response of a resonator can be

characterized by the quality factorQ which, for highQ factors, is defined asQ = f0/∆fp,

wheref0 is the resonant frequency, and∆fp is the full-width-at-half-maximum (FWHM) of

the power spectrum. A highQ is desirable in a MRI coil because of the increased response

to the small signal from the sample.

Issues associated with SNR play a significant role in the experiments described in this

thesis because of the relatively small signal available from thermally polarized3He gas. At

all points in the design of the experiment, care was taken to minimize external sources of

noise and to optimize the acquisition parameters.

2.1.6 Spatial Localization

The magnets used in NMR are typically constructed so as to be as homogeneous as possible,

so that the entire sample is immersed in a field of uniform strength. This ensures that the

frequency at which spins precess is independent of location. The goal of MRI is to map

spatial properties of the sample. This is done through the addition of linear gradients to the

homogeneous background field, so that the total magnetic field becomes

B = (B0 +G · r)B̂0 (2.19)

whereG is the gradient vector,r is the position, and̂B0 is the unit vector aligned with

the background magnetic field. There are two configurations of field gradient implied by

this equation that are used in MRI: axial gradients, which byconvention are directed along
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(a) (b)

Figure 2.4: Pictorial representation of the (a) longitudinal and (b) transverse magnetic field

gradient configurations implied by Eq. (2.19). The arrows point along the z-axis, which is

the direction of the background magnetic field. In practice,G · r ≪ B0.

the z-axis parallel to the main field, and transverse gradients, which are directed along the

x- or y-axes perpendicular to the main field. Figure 2.4 illustrates the functional nature of

these gradient fields. As a result of Maxwell’s equations, the production of a field gradient,

as implied by Eq. (2.19), also creates orthogonal gradientsterms, known as concomitant

gradients. In high field MRI, the contributions of these concomitant gradients to the total

field are small and, to a good approximation, may be neglected.

The field described by Eq. (2.19) causes the Larmor frequencywithin the sample to

depend on position:

ω(r) = γB0 + γG · r . (2.20)

The linear dependence of the Larmor frequency on location inthe magnetic field gradient

forms the basis of MRI. Through the use of pulsed magnetic field gradients, it is possible

to create three dimensional images of the sample.

The signal acquired from spins precessing in a magnetic fieldgradient is simply the

superposition of contributions from across the sample. Using exponential notation and

ignoring relaxation, the time- and gradient-dependent signal coming from a small volume

of the sample may be written

dS(G, t) ∝ ρ(r)dV exp [iω(r)t] (2.21)

whereρ(r) represents the sample density at positionr, andω(r) = γB0 + γG · r is the

precession angular frequency as a function of position along the field gradient. Neglecting

relaxation in this manner is possible when the applied magnetic field gradient dominates

the dephasing of spins. Using quadrature detection at the Larmor frequency removesγB0
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from the signal. Under these conditions, the total signal is

S(t) =

∫

ρ(r) exp [iγG · rt] dV (2.22)

where the integral is evaluated over the entire volume of thesample and the constant of

proportionality has been ignored. This integral represents a Fourier transform (FT),1 a

point that can be made more obvious through the substitution

k = (2π)−1γGt . (2.23)

The signal can then be expressed in reciprocal- or k-space notation as

S(k) =

∫

ρ(r)ei2π k·rdV . (2.24)

Similarly, the inverse Fourier transform ofS(k) returns the sample density as a function of

position along the gradient:

ρ(r) =

∫

S(k)e−i2π k·rdk . (2.25)

Imaging the sample densityρ(r) is reduced to the measurement ofS(k) through the appli-

cation of time dependent linear magnetic field gradientsG(t) during the acquisition. This

quantity is then Fourier transformed to revealρ(r). The role of magnetic field gradients in

the mapping of k-space is described below. The MRI pulse sequence used in this thesis is

then described in Sec. 2.1.9.

2.1.7 Slice Selection

Although it is possible to directly acquire three-dimensional data sets spanning much of

k-space in order to produce an image of the entire volume, it is frequently more convenient

to only excite a thin slice of the sample and generate a pseudotwo-dimensional image. This

is accomplished through the use of an RF tipping pulse that istransmitted while a magnetic

field gradient is applied.

A short pulse of RF radiation at frequencyω will necessarily have a finite spectral

bandwidth. The RF pulse can be written asψ(t) = A(t) exp[i(ωt)], whereA(t) represents

1A brief review of Fourier transforms is given in App. A.
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Figure 2.5: Sinc RF pulse of Eq. (2.26) and its Fourier transform, which is known as the

boxcar or tophat function.

its amplitude or envelope. Through the convolution theorem, the Fourier transform of the

product of two functions is equal to the convolution of the Fourier transforms of the indi-

vidual functions. The frequency spectrum ofψ(t) is then the convolution of the Fourier

transform of the envelope functionA(t) and the Dirac delta function centered at frequency

ω. An RF pulse that is frequently used in MRI is

R(t) = R sinc(at) cos(ωt) (2.26)

where

sinc(x) =
sin(πx)

πx
(2.27)

and thusR(t) is known as a sinc pulse. The frequency spectrum of a sinc pulse has constant

amplitude across bandwidth∆ω = 1/a which is centered aroundω. This Fourier transform

and inverse Fourier transform pair is shown in Fig. 2.5. The constant amplitude and well

defined bandwidth of this type of pulse are particularly useful in MRI because of the degree

of control it gives in selective excitation.

When an RF pulse is applied at the same time as a linear magnetic field gradient, only

the spins whose Larmor frequency lie within the bandwith of the pulse will be excited.

For aGz gradient applied along the z-axis and a sinc pulse of bandwidth ∆f , a slice of

width ∆z = ∆ω/γGz is excited. Thinner slice selection is achieved by using longer RF

pulses, which have a narrower bandwidth, or by using stronger magnetic field gradients,

which cause the spin precession frequency to vary more rapidly as a function of position.

For pulses that have an amplitude dependent spectrum, care must be taken to properly

account for the dynamics of spins that are only partially tipped away from the z-axis during
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excitation.

It should be noted that aπ/2 slice selection RF pulse causes a linear variation in the

phase of spins to build up because of the dependence of the Larmor frequency on position

along the field gradient. This must be refocused by applying amagnetic field gradient of

the opposite polarity and time integral equal to half that ofthe original gradient pulse [60].

2.1.8 Echoes

The decay of the signal strength during an FID that occurs while a field gradient is applied is

due to the dephasing of the spins as they each experience slightly different Larmor preces-

sion. Hahn realized that this is an inherently reversible process and demonstrated this fact

by generating the first spin-echoes [61]. Figure 2.6 illustrates the formation of a spin echo

as viewed in the rotating frame. First aπ/2 RF pulse is applied to tip spins into the trans-

verse plane, producing an FID which decays with time constant T ∗
2 . This decay is caused by

the dephasing of spins via spin-spin interactions and magnetic field inhomogeneities. The

distribution of spin orientations across the sample is represented by the shaded arc shown

in the figure. At a later timeτ , a π RF pulse is applied. This has the effect of inverting

the phase of the spins. Immediately after theπ RF pulse, the same magnetic field inho-

mogeneities that caused the spin phases to diverge now refocus the magnetization. This is

illustrated in the fifth panel of Fig. 2.6. The signal amplitude then increases as a function of

time, peaking at a time2τ and subsequently decaying back to zero. This peaked signal is a

spin echo. The amplitude of the echo will be smaller than the initial signal amplitude of the

FID by a factor ofexp(−2τ/T2). Recall thatT2 is the time constant for an FID when spin-

spin processes are the only ones that contribute to the decay. In the absence of diffusion,

the field inhomogeneity effects responsible for makingT ∗
2 < T2 are eliminated.

In Sec. 2.1.6 it was shown that to produce an image of the sample, a map of k-space must

be acquired. Movement in k-space is accomplished through the application of magnetic

field gradients. The k-vector, defined by Eq. (2.23), dependsboth on the magnetic field

gradient strength and on time. Acquiring a signal during theapplication of a constant

amplitude magnetic field gradient, a process called frequency encoding, will map out a line

in k-space. For example, aπ/2 RF pulse followed by a positive x-directed field gradient

of constant amplitude will causekx to increase linearly at a rateγGx starting from an
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Figure 2.6: Spin-echo sequence in the rotating reference frame. Initially, the magnetization

is in thermal equilibrium. Aπ/2 RF pulse at timet = 0 rotates the magnetization into

the transverse plane. As spins precess, they dephase because of spin-spin interactions and

field inhomogeneities. Aπ pulse is applied at timet = τ , flipping the phase of the spins.

The reversible processes that previously caused spins to dephase now work to refocus them,

forming an echo att = 2τ .

initial value of zero. The k-vector can be thought of as growing in magnitude along the

positivekx axis. As the gradient is applied, spins dephase according tothe local Larmor

frequency. Similarly, a negative x-directed gradient willcause the k-vector to increase

along the negativekx axis. The Fourier transform of this line spanning the positive and

negative k-axis will produce a projection image of the sample along the direction of the

field gradient.

A more efficient method for mapping out a line in k-space spanning the positive and

negative axes is the gradient-echo. A gradient-echo is produced by first applying a negative

gradient pulse of durationτ (taking the spins tok0 = −γGτ ) followed by a continuous

positive gradient such thatk(t) = k0 + γGt. As k(t) approaches 0, the spins will rephase,

and an echo will form. The amplitude of the detected signal subsequently decays as the

k-vector increases further. The initial gradient pulse in this example is often called a rewind

pulse, and the second gradient (applied during data acquisition) is called the read gradient.

An alternative method for mapping the negative and positivekx axes uses a spin echo.

After the π/2 RF pulse, a positive rewind field gradient is applied, takingthe spins to

k0 = γGxτ . This is followed by aπ pulse that inverts the phase of the spins, taking them

to −k0. The application of the read field gradient then produces a gradient echo as the

k-vector passes through 0. One advantage of the spin-echo over the gradient echo is that

theπ RF pulse refocuses the spin dephasing caused by background field inhomogeneities.

This permits the mapping of plus and minus k-vectors as well as refocusing field inhomo-

geneities yielding a stronger signal. The gradient-echo isoften preferred for rapid imaging

sequences or where the absorption of RF power in the subject is an issue.
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Figure 2.7: Simple pulse sequence that can be used to acquirea two dimensional map of

the signal amplitude in k-space. The Fourier transform willreveal an image of a slice of the

sample. One of the possible trajectories through k-space for this pulse sequence is shown

in Fig. 2.8.

2.1.9 Mapping k-Space

In order to produce two-dimensional images of a sample, it isnecessary to acquire a two-

dimensional map ofS(k) (which happens in Eq. (2.25)) in k-space. This is done using

orthogonal time-dependent magnetic field gradientsGx andGy to move through k-space

(via Eq. (2.23)), while acquiring data. A pulse sequence that accomplishes this task is illus-

trated in Fig. 2.7. One of the possible trajectories throughk-space for this pulse sequence

is shown in Fig. 2.8.

The pulse sequence begins with a slice selectiveπ/2 RF pulse along the z-axis, fol-

lowed by a refocusing magnetic field gradient pulse with the opposite polarity. A rewind

field gradient pulse is then applied along the x-axis, movingk-vector in the positivekx
direction. Next, a short field gradient pulse along theGy axis, called a phase encoding

pulse, is applied. This moves the k-vector in the negativeky direction, as shown in Fig. 2.8.

Immediately afterwards, aπ RF pulse inverts the phase of the spins. The net effect is to

move the k-vector from(kx, ky) to (−kx,−ky). The inversion of the k-vector with theπ

RF pulse also takes advantage of the refocusing of the dephasing, due to background mag-

netic field inhomogeneities in the spin echo that is producedatkx = 0. Finally, the data is

acquired as the read gradient is applied and the k-vector moves in the positivekx direction.

Repeating this sequence multiple times using different amplitudes for the phase encoding
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Figure 2.8: One of the possible k-space trajectories for theFourier imaging pulse sequence

shown in Fig. 2.7.

field gradient pulse produces a two-dimensional map of k-space that is Fourier transformed

to produce an image of the sample (cf. Eq. (2.25)). This pulsesequence is closely related to

one used in the experiments described in this thesis. One should be aware that many other

methods for acquiring k-space images exist.

A complete and continuous map ofS(k) would yield a perfect image. However, real

data sets are discrete and finite in extent.Nx data points are acquired during the frequency

encoding phase of the sequence, sampled at regular time intervals∆τ (called the dwell

time). This is repeated forNy phase encoding gradient pulse amplitudes. The extent of

k-space that is actually sampled is thereforeNx byNy points and produces an image data

set of the same dimensions.

The area represented by an image is called the field of view (FOV). Using the properties

of the Fourier transform, the FOV along the x-axis is

FOVx =
1

∆τγGx
(2.28)

while along the y-axis it is

FOVy =
Ny

2γ
∫

Gy maxdt
. (2.29)

The digital resolution in each dimension can be found by dividing the FOV by the respective

number of points. These resolutions define the dimensions ofa pixel (picture element) of

the image. If the resolution along the z-axis is included, the resulting dimensions define

a voxel (a volume picture element). The resolution along thez-axis is usually determined

by the thickness established by slice selection. Although less common, it is also possible

to acquire full three-dimensional k-space maps, which can then be used to create volume

images through a three-dimensional Fourier transform.
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The finite area of k-space that is sampled results in the production of truncation arti-

facts, such as Gibbs ringing, which is manifested by ripplesin image intensity near sharp

edges. Qualitatively, the k-space map provides a cosine Fourier series representation of

the image. For k-vectork = (kx, ky), kx is the frequency of the cosine function along the

x-direction, and similarly,ky is the frequency along the y-direction.S(kx, ky) provides the

coefficients for the cosine series. In this mapping, large k-space vectors are responsible for

high frequency contributions to the image, whereas small k-vectors contain low frequency

information. The origin in k-space (zero frequency component) sets the overall intensity of

the image. In truncating the region of k-space that is sampled, some of the high frequency

information needed to represent sharp edges is removed. Theresult is akin to the ripples

produced when a square wave is generated from a truncated Fourier series.

The true resolution of an image must be evaluated using the Rayleigh criterion [62],

which sets the minimum separation between point spread functions that can be resolved by

the eye. The maximum resolution depends on the width of the features that are imaged.

This is influenced by a number of factors such asT ∗
2 , the SNR, the imaging parameters, and

diffusion. An MR image can be thought of as the convolution ofthe FID line shape with

the idealized image. The resolution is therefore limited bythe FWHM of the FID spectrum,

which is given byΓ = (πT ∗
2 )

−1. The optimal resolution of an image is obtained by setting

the pixel separation so as to be approximately equal to this width. Diffusion, especially

during the read gradient, plays a significant role in limiting image resolution because the

signal is attenuated during the acquisition phase. This issue plays a role in experiments

described in this thesis and is discussed further in the following section (see Eq. (2.35)).

2.1.10 Velocity Phase Encoding and Diffusion

MRI is a powerful tool for imaging stationary samples. However, it can also be used for

quantifying motion. One of the earliest methods used to track fluid motion, called a time-

of-flight measurement, involves using slice-selection, orsome other selective excitation, to

tag a group of spins at one location and then probe them at a later time, so as to infer the

displacement [4]. The method used in this thesis and described below is called velocity-

phase-encoding (VPE). In this method, pulsed magnetic fieldgradients are used to store the

velocity information in the phase of the image.
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The discussion to this point has focused on the use of magnetic field gradients to probe

the spatial properties of a sample. These gradients can alsobe used to directly probe the

motion of spins. The effect of magnetic field gradients on thephase of a particle in motion

was first presented by Carr and Purcell [63] and later by Hahn [64]. As a spin moves

through a region of space in which a magnetic field gradient exists, the Larmor frequency

changes as displacements along the gradient direction takeplace. This is true both for

the coherent motion of a spin packet and for individual spinsundergoing random diffusive

motions. The phase accumulated by a spin (in the rotating frame) moving along a path in a

time dependent gradient is given by

φ(t) = γ

∫ t

0

G(t′) · r(t′) dt′ . (2.30)

If the spin moves at constant velocity, such thatr(t) = r0 + vt, then the phase becomes

φ(t) = γ

(
∫ t

0

G(t′) · r0 dt+
∫ t

0

t′G(t′) · v(t′) dt′
)

. (2.31)

The first term represents the total area under the gradient-time graph. The second term

represents the first moment of the gradient pulse. We can define a vector from the first

moment term

p = γ

∫ t

0

t′G(t′) dt′ (2.32)

such that it gives the phase shift along the gradient at any position∆φ(r) = p ·v(r). Com-

monly used forms ofG(t) are bipolar with a pulse of trapezoidal, half-sine, or othershape

followed by a delay, and then a second pulse with the same shape but opposite polarity.

Figure 2.9 shows a bipolar pulse constructed using half-sine shaped lobes. The duration of

each lobe isτ and the time between the leading edges of the pulses is∆. The p-vector for

this bipolar pulse is given by

p = γ|G|max

(

2∆τ

π

)

Ĝ (2.33)

whereĜ is the field gradient direction unit vector. The effect of thebipolar pulse on sta-

tionary spins can be understood by looking at Eq. (2.31). Thesecond integral term will

disappear becausev(r) = 0, leaving only the first term. After the first lobe of the bipolar

pulse, the stationary spins will accumulate a phase ofφ = γG · rτ . The second lobe has
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Figure 2.9: Bipolar gradient pulse used in velocity phase encoding and diffusion measure-

ments.τ is the length of each half sine lobe and∆ is the time between the leading edges of

the pulses.

the same shape but opposite sense, and so it will unwrap the phase acquired during the first

lobe. Thus, for stationary spins, the bipolar pulse has no effect. For spins moving at con-

stant velocity along the direction of the field gradient, thefirst term again goes to zero at the

end of the pulse pair, but this time the second term is non-zero. As the spins move, the local

field strength changes during the bipolar pulse, and the second lobe no longer undoes the

action of the first. As a result, a spin moving at constant velocity will accumulate a phase

∆φ = p · v. Similar to the manner in which the field of view (FOV)was defined, the field

of speed (FOS) is defined

FOS=
2π

|p| . (2.34)

Care must be taken to ensure that the maximum velocity expected in the measurement is

less than the FOS, so as to avoid phase wrap errors.

The application of a bipolar gradient pulse during an imaging sequence will cause a

phase shift that is proportional to velocity, but in order todetermine the change in the phase

due to motion, a reference is needed. One approach is to acquire two successive images:

a reference image acquired with the bipolar pulse turned offand a VPE image with the

bipolar pulse turned on. A pixel by pixel phase subtraction of the images yields a map of

the velocity in the direction of the gradient.

In the discussion to this point, spins have been assumed to beperfectly stationary, or to

be in uniform motion at constant velocity. In a fluid or gas, each particle executes a random

walk as it collides with other particles. That is, it undergoes self-diffusion. The displace-

ment of spins has a Gaussian distribution, and the RMS distance travelled by spins in time

t will be ∆x =
√
2Dt, whereD is the diffusion coefficient. During the application of a
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field gradient, motion will cause a spin to explore regions with different Larmor frequencies

resulting in variations in phase. This process is irreversible, and any attempt to undo the

accumulated phase of the spin will result in incomplete refocusing. Thus, particle diffusion

will attenuate the signal strength [63] during spin- and gradient-echoes sequences. In the

presence of a continuous gradient, the signal strength willchange with time according to

S(t) = S0 exp

(

−1

3
γ2G2Dt3

)

. (2.35)

Stejskal and Tanner demonstrated that the attenuation in signal strength caused by a bipolar

field gradient pulse could be used to measure the self-diffusion coefficientD [65]. For the

case of isotropic free diffusion during a half-sine bipolarpulse, the attenuation takes the

form [66]

ln

(

S

S0

)

= −Dγ2|G|2maxτ
2 (4∆− τ) /π2 (2.36)

whereD is the diffusion coefficient, and the times∆ andτ are shown in Fig. 2.9 [66].

Diffusion plays an important role in the VPE-MR images described later in this thesis.

The irreversible loss of signal during gradient pulses not only degrades SNR, but also limits

spatial resolution. One method of decreasing the loss of signal during the application of

a field gradient pulse is to make it shorter in time, due to the exponential dependence of

the signal strength onG2t3 as indicated in Eq. (2.35). This must be balanced against the

generation of induced eddy currents, which is described in Sec. 4.8.

2.2 Thermoacoustics

The first calculation of the viscous damping of sound in a tubewas reported by Helmholtz,

although his results were presented without showing the derivation [67]. Kirkhhoff was

the first to present the theory; he also expanded the calculated results to include heat con-

duction to the walls. A detailed account of this work is givenby Rayleigh in his book

Theory of Sound[24]. Kramers [26] used Kirkhhoff’s work in an attempt to explain the

spontaneous emission of sound from a capillary tube that is closed at one end as the other

end is removed from liquid nitrogen or helium, an effect known as Taconis oscillations.

Ultimately, that explanation was deemed unsatisfactory. Nikolaus Rott built on the work of

Kramers, and developed a successful and versatile theory that laid the groundwork for the
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field of thermoacoustics [27]. In the second half of this chapter, I will present a few aspects

of Rott’s theory that are relevant to this thesis. In particular I will focus on the oscillatory

flow of gas in a cylindrical tube. The experimental work in thelater chapters focuses on

this system. The notation used here follows that of Swift in his bookThermoacoustics: A

Unifying Perspective for some Engines and Refrigerators[53]. This book makes extensive

use of concepts from thermodynamics, fluid mechanics, and acoustics. For those who are

unfamiliar with these topics, I recommend Bejan’sAdvanced Engineering Thermodynam-

ics [68], Landau’sFluid Mechanics[69] and Kinsler’sFundamentals of Acoustics[70] as

excellent sources of complementary information.

2.2.1 Acoustic Approximations

A simple standing-wave thermoacoustic engine is depicted in Fig. 2.10. Also shown is the

coordinate system used in this section and a few of the lengthscales of interest that will

be discussed. The device is a half-wavelength acoustic resonator with velocity nodes at

the end walls and a pressure node in the center. The wave propagation direction is along

the x-axis, and the wavelength isλ = a/f , wherea is the sound speed, andf is the

oscillation frequency. The heat exchangers facilitate heat flow into and out of the gas. The

thermoacoustic stack is a structure designed to maintain loose thermal contact with the gas.

It is the interactions between the oscillating gas and the temperature gradient along the

stack between the heat exchangers that gives rise to the workdone to the gas. A qualitative

description of the operation of this device is given at the end of this section.

We begin by looking at the acoustic aspect of thermoacoustics. In acoustics, it is gen-

erally assumed that the time dependent part of all variablesis small, and that the amplitude

varies aseiωAt about the mean value. A subscriptm is used to denote the mean value and

a subscript 1 is used to show the complex amplitude of the oscillating component. For

example, the gas densityρ and temperatureT are written

ρ(x, y, z, t) = ρm(x) + ℜ
[

ρ1(x, y, z)e
iωAt

]

, (2.37)

T (x, y, z, t) = Tm(x) + ℜ
[

T1(x, y, z)e
iωAt

]

. (2.38)

whereℜ indicates the real part of a complex quantity. It is assumed that only the acoustic

oscillation can cause gradients perpendicular to the wave propagation direction, and there-

fore mean values only depend onx. One advantage of this complex notation is that all time



CHAPTER 2. THEORETICAL BACKGROUND 33

Figure 2.10: Schematic of a simple standing-wave thermoacoustic heat engine.

derivatives can be replaced by∂/∂t ≡ iωA. In the small amplitude limit, the oscillating

part of each parameter is much smaller than its mean value (e.g. |p1| ≪ pm). The acoustic

oscillations are assumed to be purely sinusoidal with no mean flow. This implies that the

mean pressure has no spatial dependence due to the absence ofsteady flow. Under these

assumptions, the gas displacementξ and velocityu can be written

ξ(x, y, z, t) = ℜ
[

ξ1(x, y, z)e
iωAt

]

, (2.39)

u(x, y, z, t) = ℜ
[

u1(x, y, z)e
iωAt

]

. (2.40)

The velocity and displacement amplitudes are related byu1 = ∂ξ1/∂t = iωAξ1. The mag-

nitude of the displacement amplitude is always shorter thanthe wavelength, but it can often

be a significant fraction of the lengths of some of the components used in thermoacoustic

devices, such as the stack or heat exchangers described below. The velocity components

in they andz directions are assumed to be much smaller thanu1. Consequently, it is as-

sumed that the gradients in pressure perpendicular to the wave propagation direction are

also small, and the pressure can be written

p(x, y, z, t) = pm + ℜ
[

p1(x)e
iωA t

]

. (2.41)

Fluid properties in thermoacoustics are typically assumedto follow the ideal gas law,

and therefore the equations of state for the pressurep and the internal energy per unit mass

η are

p = ρRT (2.42)

and

η =
RT

γideal− 1
(2.43)
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whereR is the ideal gas constant divided by the molar mass, andγideal = cp/cv is the ratio of

the isobaric specific heat and the isochoric specific heat. Acoustic waves consist of coupled

pressure and displacement oscillations. The ideal gas law implies that variations in pressure

give rise to variations in temperature. The speed of sound ofan ideal gas isa =
√
γidealRT .

Other thermodynamic properties of the gas can be derived using Eqs. (2.42) and (2.43).

Viscous, thermal diffusion, and mass diffusion effects aremost important in the direc-

tion perpendicular to the displacement of the gas, and are characterized by three length

scales. The thermal penetration depth is defined as

δκ =
√

2k/ωAρcp =
√

2κ/ωA (2.44)

wherek is the thermal conductivity of the gas,κ is the thermal diffusivity, andcp is the

isobaric specific heat per unit mass.δκ is a measure of the characteristic distance heat

can diffuse in a timeTA/π. The temperature of an imaginary gas parcel that is located a

distance much greater thanδκ from the solid boundaries of the device will not be in thermal

contact with the walls. For a structure where good thermal contact is desired, such as a heat

exchanger, one wants the mean distance between a parcel of gas and the nearest wall to

be approximately equal toδκ. Thermoacoustic stacks are designed to maintain reasonable

thermal contact with the gas: while the gas is in motion little thermal energy is transferred

between the gas and the stack but at the turning points of the gas motion, good thermal

contact with the walls is established. The viscous penetration depth is

δν =
√

2µ/ωAρ =
√

2ν/ωA (2.45)

whereµ andν are the dynamic and kinematic viscosities, respectively.δν represents the

characteristic distance momentum can diffuse in a time ofTA/π. Again, a parcel of gas

that is located a distance much greater thanδν will move freely without feeling drag from

the stationary walls. The acoustic viscous boundary layer (AVBL) thickness is of orderδν .

Finally, the mass-diffusion penetration depth is

δD =
√

2D/ωA (2.46)

whereD is the mass-diffusion coefficient (cf. Sec. 2.1.10).δD represents the characteristic

distance an atom or molecule can diffuse in a timeTA/π. Note that the Prandtl number

σ = µcp/k = (δν/δκ)
2 (2.47)
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is a measure of the ratio of viscous to thermal effects. It is of order 2/3 for pure monatomic

ideal gases and significantly smaller for some gas mixtures.The Prandtl number is of great

importance because viscous effects can lead to significant losses associated with friction

between the gas and the walls, reducing the efficiency of a thermoacoustic device. For

example, thermoacoustic stacks have pore dimensions of order δκ, so for a Prandtl number

equal to one, this leads to significant losses. Lowering the Prandtl number will therefore

reduce viscous losses. Another relevant dimensionless number is the ratio of thermal to

mass-diffusion effects

L = k/ρcpD = (δκ/δD)
2 . (2.48)

Like the Prandtl number,L is of order one for ideal gases [71]. Simple kinetic theory for

an ideal gas also predicts thatσ andL are independent of pressure and temperature [72].

The dimensionless numberL is of interest in thermoacoustic mixture separation processes

[71], where it plays a role in governing the mass separation flux, and contributes additional

losses to the viscous boundary layer because of diffusion.

The importance of the length scales outlined above can be illustrated through a quali-

tative description of the action of the thermoacoustic heatengine shown in Fig. 2.10. The

outer walls form a simple tube that is closed at both ends making this aλ/2 resonator with

velocity nodes at the ends and a pressure node at the center. The thermoacoustic stack

is slightly offset from one of the ends and is sandwiched between two heat exchangers.

Heat is injected into the system at the hot heat exchanger, which is closest to the end. The

other heat exchanger is held at ambient temperature, thereby setting up a temperature gra-

dient along the stack. The stack is made from a material with low thermal conductivity to

minimize heat conduction between the heat exchangers. The plate spacing of the stack is

designed such that the gas is in good thermal contact with thewalls at the turning points,

but weak thermal contact while the gas is in motion.

Figure 2.11 shows a cartoon of a parcel of gas undergoing a thermodynamic cycle in

the stack of a standing wave thermoacoustic heat engine. It is the temperature gradient

along the stack that provides the source of energy and the feedback mechanism needed to

drive oscillations in the gas. To begin, imagine that the parcel of gas is in the leftmost

position where it is compressed by the acoustic standing wave (recall that the closest end

wall is located to the left of this figure) and yet its temperature is lower than that of the

adjacent stack material. Heat is transferred from the stackto the gas parcel, causing it to
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Figure 2.11: Cartoon showing snapshots of an imaginary parcel of gas undergoing a ther-

modynamic cycle in the stack of a standing wave thermoacoustic heat engine. The temper-

ature gradient is such that the stack gets progressively hotter as one moves to the left. The

closest end wall is located further to the left.

expand. The parcel then moves to the right, away from the end wall, losing thermal contact

with the stack in the process. As the parcel approaches the rightmost position the local

pressure in the standing wave is reduced, thus allowing it toexpand and cool. However,

the temperature gradient along the stack is steep enough so that as the gas parcel slows

down and comes back into thermal contact with the stack (at the rightmost extreme of its

excursion), it finds itself hotter than the local temperature of the wall. As a result, heat is

transferred from the gas to the stack, and the parcel volume decreases. At this point the

parcel reverses direction and while it is in motion, thermalcontact between the gas and the

wall is once again reduced until the turning point at the leftis reached, and the cycle repeats.

Through this cycle the gas undergoes expansion at high pressure and compression at low

pressure resulting in net work being done on the gas. All of the gas in the stack undergoes a

similar thermodynamic cycle and the net effect is the generation of acoustic power from the

flow of heat applied to the hot heat exchanger and rejected by the cold heat exchanger. The

displacement amplitude of the gas combined with the temperature changes associated with

pressure oscillations sets a lower limit on the minimum temperature gradient∇T required

along the stack, imposed by the hot and cold heat exchangers,to sustain oscillations.

2.2.2 Rott’s Thermoacoustics

Prior to Rott, the theory of acoustic oscillations in a tube was limited to dimensions much

larger than the AVBL. Kirchhoff and Kramers worked in the limit where the viscous pen-

etration depthδν is much less than the tube radiusR. In this limit, viscous and thermal
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diffusion effects need not be considered. Rott extended themodel of Kramers to situations

whereR ∼ δν , and discovered that the viscous layer is responsible for many of the ther-

moacoustic effects that had been observed. Thermoacoustictheory starts with the continuity

equation
∂ρ

∂t
+∇ · (ρv) = 0 (2.49)

the momentum equation

ρ

[

∂v

∂t
+ (v · ∇)v

]

= −∇p+∇ · σ′ (2.50)

and the general equation of heat transfer

ρT

(

∂s

∂t
+ v · ∇s

)

= ∇ · k∇T + (σ′ · ∇) · v (2.51)

for fluid mechanics [69]. Heres is the entropy per unit mass,v the velocity of an in-

finitesimal volume of the fluid, andσ′ is the nine-component viscous stress tensor. For

most situations, gradients in viscosity can be neglected and —with respect to momentum

effects— the flow can be considered as being incompressible.With these approximations,

Eq. (2.50) can be simplified to

ρ

[

∂v

∂t
+ (v · ∇)v

]

= −∇p + µ∇2v (2.52)

whereµ is the dynamic viscosity. From this starting point, a numberof further simplifica-

tions are then employed for application to thermoacoustic phenomena.

As mentioned in the previous subsection (Sec. 2.2.1), the time dependent component

of all variables is assumed to be small, and therefore products of these small variables can

often be neglected. For example, the term(v · ∇)v in the momentum equation (2.52)

can be neglected relative to∂v/∂t. Further simplifications are possible through noticing

that derivatives with respect tox tend to be of order1/λ and can be neglected relative to

derivatives with respect toy or z which tend to be of order1/δν and1/δκ. Based on these

simplifications and substitutingiωA for time derivatives, the continuity equation (2.49) can

be written

iωρ1 +
dρm
dx

u1 + ρm∇ · v1 = 0 , (2.53)
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the momentum equation (2.52) becomes

iωAρmu1 = −dp1
dx

+ µ

(

∂2u1
∂y2

+
∂2u1
∂z2

)

(2.54)

and the heat-transfer equation (2.51) is

iωAρmcpT1 + ρmcp
dTm
dx

u1 = iωAp1 + k

(

∂2T1
∂y2

+
∂2T1
∂z2

)

. (2.55)

These are the general equations of thermoacoustics in the low amplitude limit. With his

derivations of these equations, Rott was able to quantitatively explain the origin of Taconis

oscillations, which was experimentally verified by Yazakiet al. [73]. His work was then

applied to explain the cooling effect of pulse-tube refrigerators, and inspired the design of

new refrigerators [34] and thermoacoustic Stirling heat engines [35, 36, 38, 74].

2.2.3 Ducts

Although Eqs. (2.53), (2.54) and (2.55) are much simpler than Eqs. (2.49), (2.50) and

(2.51), greater intuition can be gained through introducing yet further simplifications ap-

propriate to the flow of an inviscid gas in a short segment of tubing or a duct. For tubes

of diameter much larger than the thickness of the AVBL, the viscosity of the gas may be

neglected. It is useful to define the total volume flow rate

U1(x, t) =

∫ ∫

u1(x, y, z, t)dydz . (2.56)

For an inviscid fluid, the velocity is independent ofx andy, thereforeU1 = Au1, with A

being the area of the duct. Assuming the mean temperatureTm has nox dependence, the

relationship between the mean pressure and the mean densityunder isentropic conditions is

ρma
2 = γpm. The variations in pressure and density are then related by(dp1/dρ1)s = a2.

For a lossless ideal gas in a duct of constant cross-section,the continuity equation (2.53)

can be written

p1 = − γidealpm
iωAA∆x

∆U1, (2.57)

= − 1

iωAC
∆U1 (2.58)
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(a) Compliance (b) Inertance

Figure 2.12: Diagrams illustrating the influence of the compliance and inertance of a duct

on gas flow. (adapted from Swift [53])

where∆x indicates the length. The complianceC appearing in Eq. (2.58) is defined

C =
V

γidealpm
(2.59)

where the volumeV = A∆x and1/γidealpm represents the compressibility. The compliance

describes the springlike behaviour of the duct (see Fig. 2.12a). A duct with a large volume

or compressibility will behave like a softer (more compliant) gas spring.

Using a similar procedure, the momentum equation (2.54) canbe rewritten as

∆p1 = −iωA
ρm∆x

A
U1 (2.60)

= −iωALU1 (2.61)

where

L =
ρm∆x

A
(2.62)

represents the inertance, a quantity that describes the inertial behaviour of the gas in the

duct (see Fig. 2.12b). As an acoustic wave propagates through a segment of a duct that acts

as a pure compliance, the volume velocity experiences a change in magnitude and phase,

represented by∆U1 in Fig. 2.12a. For an acoustic wave passing through a segmentof a

duct that acts as a pure inertance, it is the acoustic pressure amplitudep1 that is modified.

If we allow a gas to become viscous but restrict the discussion to a duct whereδν is

much smaller than the hydraulic radiusrh of the tube, it can be shown that the momentum
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equation becomes

∆p1 = − iωA∆x/A

1− (1− i)δν/2rh
U1 (2.63)

= −ZU1 (2.64)

= −(iωAL+Rν)U1 (2.65)

where

Rν ≈ µΠ∆x

A2δν
(2.66)

represents the viscous resistance,Π is the perimeter of the duct, andZ = Rν + iωL is the

complex flow impedance. An acoustic wave propagating through this duct will experience a

pressure amplitude drop much like the voltage drop across a lossy inductor in an AC circuit.

For a narrow duct where the inertial mass and thereforeL become negligible, the duct will

be analogous to a resistor.

Many thermoacoustic devices can be treated as a series of ducts with different diameters.

The joining conditions require that all of the gas leaving one section must enter the next,

implying thatU1 should be continuous between ducts. The pressure variationp1 must also

be treated similarly because discontinuities in pressure would result in shock waves. Each

duct can be characterized by an acoustic impedance in terms of its complianceC, inertance

L and viscous resistanceRν . These elementary thermoacoustic components are directly

analogous to AC electric circuit components, allowing conventional methods to be used to

determine the frequency response of complex systems. In this regard, the pressure and vol-

ume velocity are analogous to AC voltage and current, respectively. A compliance behaves

like a capacitor, an inertance like an inductance, and a viscous resistance as a resistor. An

acoustic resonator can be modelled and analyzed in the same fashion as an equivalent elec-

tronic resonator might be modelled using lumped or distributed circuit elements, including

the use of phasor diagrams. This analogy can provide significant intuition, allowing one

to manipulate the geometry of a thermoacoustic structure tocontrol the relative phase of

the pressure, displacement, and velocity, and thereby movethe gas through some desired

thermodynamic cycle.

An example of a lumped element AC circuit model of an acousticresonator is shown

in Fig. 2.13. The device on the left is a double Helmholtz resonator, which consists of two

spherical bulbs of volumeV that act like compliances connected by a narrower duct of area
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Figure 2.13: Double Helmholtz resonator and equivalent AC circuit.

A and length∆x that behaves like an inertance. The equivalent AC circuit involving two

capacitancesC (associated with the compliances) and an inductanceL (associated with the

inertance) is shown on the right. The combination of capacitances give a total capacitance

of C/2 and a resonant frequency of

ω = 2πf =

√

2

LC
. (2.67)

Dimensional analysis of this equation using SI base units for the inertance (kg/m4) and the

compliance (m4s2/kg) reveals the correct units forωA (s−1).

The definitions given above for the compliance, inertance, and viscous resistance are

often sufficient for modeling the acoustic properties of a device that can be treated as a

simple series of ducts. For more complex behaviour that includes heat flow, especially in

the presence of a temperature gradient, a full thermoacoustic treatment is required.

2.2.4 Radial Velocity Profile in a Cylindrical Tube

The radial velocity profile of gas in the acoustic boundary layer of a cylindrical tube is

central to the work described in this thesis. The viscous interaction of a gas oscillating

between widely-spaced parallel plates (l ≫ δν) was first investigated by Rayleigh [24] in

the nineteenth century. Arnott’s method for calculating the velocity profile for an arbitrary

geometry [75] has been used to find solutions for circular andrectangular pores as well as

other configurations.

Rott’s momentum equation (2.54) is a differential equationfor u1(y, z), with u1 = 0 at

the wall. The solution is

u1 =
i

ωAρm
[1− hν(y, z)]

dp1
dx

(2.68)

wherehν is a complex function that depends on the geometry of the tube. Integrating both

sides of Eq. (2.68) overy andz (i.e. the area of the tube) gives the volume velocityU1. If
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the resulting equation is rearranged, one finds

dp1
dx

= −iωAρm
1− fν

U1

A
(2.69)

wherefν represents the transverse spatial average ofhν(y, z). Substituting Eq. (2.69) into

Eq. (2.68) yields a useful expression for the gas velocity asa function of position for a duct

of arbitrary cross-section

u1(y, z) =
1− hν(y, z)

1− fν

U1

A
. (2.70)

The complex functionshν(y, z) andfν have been calculated for a cylindrical geometry as

well as parallel plate, rectangular and pin array configurations [53]. Measurements related

to the acoustic flow in the parallel plate [76] and pin array [77] configurations have been

performed. Of interest here is the result obtained for a uniform circular pore of radiusR,

for which

hν =
J0[(i− 1)r/δν]

J0[(i− 1)R/δν]
(2.71)

and

fν =
2J1[(i− 1)R/δν ]

J0[(i− 1)R/δν](i− 1)R/δν
(2.72)

wherer =
√

y2 + z2 and theJα(x) are Bessel functions of the first kind.

Figure 2.14 shows the real and imaginary parts ofu1A/U1 from Eq. (2.70) plotted at

t = 0 for various values of the ratioR/δν . ForR/δν . 2, all of the gas is in the AVBL.

For larger values ofR/δν , the gas near the center of the tube is able to move freely. In

the limit that the tube radius is much larger than the viscouspenetration depth, the viscous

interaction with the wall becomes negligible, and the gas velocity is independent of radial

position (plug flow). In the experiments described in this thesis,R/δν ≈ 4. In this situation,

the motion of the gas near the walls is strongly influenced by viscous effects, while near the

center of the tube it is much less so. Using VPE-MRI techniques (Sec. 2.1.10), the velocity

profile inside a cylindrical tube is measured. The results yield maps analogous to Fig. 2.14

that are then directly compared to Eqs. (2.70), (2.71) and (2.72).

2.2.5 DELTA EC

DELTAEC is an anacronym for Design Environment for Low-amplitudeThermoAcoustic

Energy Conversion [78]. It is a software package that is usedfor evaluating the performance
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Figure 2.14: Theoretical oscillatory velocity profile for gas in a cylinder of radiusR. The

real and imaginary parts ofu1A/U1 are shown for several values of the ratioR/δν .

of thermoacoustic devices that is freely available online from the Los Alamos National Lab-

oratory Thermoacoustics Group. DELTAEC numerically integrates in one spatial dimension

the equations of Rott’s thermoacoustics for a series of segments, such as the ducts, com-

pliances, heat exchangers and thermoacoustic stacks, described above. The software also

includes segments that model many other useful functions, such as transducers for conver-

sion between acoustic and electric power and regenerators,which are integral to Stirling

engine and pulse-tube refrigerator designs.

Modeling using DELTAEC begins with the user defining the geometrical aspects of the

problem as a series of interconnected segments. The gas conditions (mean pressure, mean

temperature, frequency, initial volume flow rate, etc.) arealso defined or allowed to vary

as free parameters as necessary, in order to arrive at a solution. The coupled equations

(2.53) and (2.54) for the pressure amplitudep1 and the volume flow rateU1 are sequentially

integrated for each segment subject to the requirements that p1, U1 andTm are continuous

from one segment to the next. Some of the variables are set be varied in order to arrive

at a solution that satisfies the equations and the boundary conditions. Whenever heat flow

is relevant, Eq. (2.55) is solved simultaneously with (2.53) and (2.54). DELTAEC also

provides many capabilities that are useful in the design process, such as finding a series of
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solutions as a particular parameter is varied. Any of the outputs of the model can then be

plotted against this varied parameter. Empirical approximations for some non-linear effects,

such as turbulence and other loss mechanisms, can also be included in models.

The apparatus I built to drive acoustic oscillations in a gasconfined to a cylindrical pore

is presented in the next chapter (Sec. 3.2). The DELTAEC model that was used to simulate

the frequency response of this device is discussed in Sec. 4.5, and a sample output file from

the simulation is presented in App. B.

2.2.6 Reynolds, Dean and Womersley numbers

Rott developed his theory for thermoacoustics in the small amplitude limit because he was

most interested in the onset conditions for Taconis oscillations. Perhaps surprisingly, the

theory works for a broad variety of practical applications.However, as designers push to

create high power thermoacoustic devices in compact packages, the small amplitude limit

starts breaking down, and non-linear effects begin to manifest themselves. The onset of

non-linear effects such as turbulence, mass streaming, andjetting in an oscillating fluid,

have been the subject of much recent research.

In fluid mechanics, several dimensionless numbers are conventionally and conveniently

used to differentiate between flow regimes, as well as to determine the similtude of flows in

different geometries and in fluids with different physical properties. The most well-known

of these is the Reynolds number (Re), which provides a measure of the ratio of inertial to

viscous forces during steady flow. It is used to delineate thetransition from steady laminar

to turbulent flow. The definitions of several dimensionless numbers including the Reynolds

number are given in Table 2.1; note thatV andD represent the characteristic velocity of the

fluid and diameter of the pore or channel. For most situationsthe transition from laminar to

turbulent flow occurs near a Reynolds number of about 2000. Other factors such as surface

roughness can alter the onset point.

In the experiments described later in this thesis, fluid is forced to flow through channels

that change direction, that is, the flow path is bent. At high flow rates there can be a

significant pressure drop across these bends. The Dean number (De) is conventionally used

for classifying steady flow in a bent tube [79, 80]. It is the product of the Reynolds number,

and the square root of the curvature ratioD/2R, whereR is the mean radius of the bend.
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Table 2.1: Dimensionless numbers related to viscous flow in apipe.

number symbol definition application

Reynolds Re
ρV D

µ steady straight flow

Dean De ρV D

µ

(

D

2R

)1/2

steady flow curved tubes

Womersley α
D

2

(

ωρ

µ

)1/2

pulsatile flow straight tubes

The relevant geometry is shown in Fig. 2.15. For low Dean numbers (De≪ 1), where the

flow velocity is small or the radius of the bend is large, flow patterns are largely unchanged

from those encountered in straight tubes. As the flow rate increases, or as the bend is

made tighter, inertial forces begin to disturb the flow and the velocity of the fluid increases

toward the outer periphery of the bend. Figure 2.16 shows examples of primary (axial) and

secondary (transverse) flow patterns in a bent cylindrical tube calculated for De=96 and

De=606. As De increases, the peak velocity of the axial flow moves toward the outside

of the bend and the secondary flow rate increases. The onset ofturbulence is estimated

to take place near De=5000, resulting in significant losses manifested by a pressure drop

across the elbow. An excellent review of steady and oscillatory flow in curved pipes has

been presented by Bergeret al. [81].

The fluid motion encountered in the experiments described inthis thesis are purely

oscillatory with no steady flow component. The Reynolds and Dean numbers therefore have

limited applicability, and yet another dimensionless number is required. The Womersley

numberα is conventionally used to classify pulsatile flow in a straight tube (oscillatory

flow superimposed on a steady flow, although the limiting caseof pure oscillatory flow

is encompassed by the definition). It was originally developed in the context of trying to
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Figure 2.15: Dimensions relevant to calculating the Dean number. R is the mean radius of

the bend and D is the diameter of the tube.

understand blood flow in the body. The Womersley number is theratio of the oscillatory

inertia force to the shear force, and is used to estimate the effect of oscillation frequency

and peak volume velocity on flow characteristics. Forα < 1, Poiseuille flow is observed at

the peak flow velocity, and forα > 10, plug-like flow is established.

Figure 2.16: Calculated flow patterns for low and intermediate Dean numbers in a cylindri-

cal tube (adapted from McConalogue and Srivastava [82]). The inner radius of the bend is

to the left (denoted I) and the outer radius to the right (denoted O).

The nature of unsteady flow in a bent tube has been studied [83,84, 85], but little

progress has been made in generalizing the results. The Reynolds, Dean, and Womersley

numbers, along with the curvature ratio, all play a role in determining the flow regime,

and the variety of flow patterns that can be produced is incredibly complex. Progress has

been made toward understanding a number of limiting cases, but empirical methods and

numerical simulations are critical for the general case.



Chapter 3

Apparatus

The goal of the work presented in this thesis is to measure themotion of gas undergoing

acoustic oscillations in the viscous boundary layer, usingthe techniques of MRI. In this

chapter, I describe the design and construction of the apparatus built to perform these ex-

periments. In Sec. 3.2, I describe an acousto-mechanical resonator that is used to drive

a column of gas in simple harmonic motion. I also describe some of the instrumentation

used to monitor and characterize the resulting flow. In Sec. 3.3, I present the design of the

gas handling system used to prepare and manipulate gas mixtures. Finally, in Sec. 3.4, I

describe a birdcage coil resonator that was built to enable resonant excitation and detection

of nuclear spin precession, and thereby enable MRI experiments to be performed on the

oscillating gas.

3.1 Design Motivation

Before presenting the design of the apparatus, some “back ofthe envelope” estimates are

summarized here to motivate choices that were made regarding an appropriate oscillation

frequency and amplitude, including an estimate of the viscous boundary layer thickness.

These qualitative descriptions will be expanded later in the thesis.

Typical MR imaging acquisition times span the range from milliseconds to seconds and

achieve spatial resolutions of order millimeters. The period of the gas motion must be long

enough that the imaging sequence can resolve the velocity atseveral discrete phases of

oscillation. Based on these rough numbers, it was decided tochoose a nominal operating

47
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frequency of 1 Hz with a displacement amplitude of order 2 cm.Pure3He gas samples

can have very long longitudinal nuclear relaxation times [57], ranging from hours to days

in length, depending on conditions in the cell. SinceT1 is the time scale for nuclear mag-

netization to return to thermal equilibrium after a perturbation, the use of pure3He could

result in a situation where one would have to wait an inordinate amount of time between

acquisitions. Fortunately,T1 can be reduced through the addition of a paramagnetic gas

such as oxygen [86, 87], thereby decreasing the time needed for the3He magnetization to

relax to thermal equilibrium. In anticipation of the extensive signal averaging required for

these imaging experiments (because of the weak signal available from thermally polarized
3He) it was felt thatT1 should be reduced to a value comparable to the period of the acous-

tic oscillations. This would allow for approximately one acquisition per acoustic cycle. An

O2 partial pressure of around 1 atm is sufficient to bring the3He nuclear relaxation time

T1 close to 2 s [86]. Having previously performed NMR experiments on cells containing
3He at pressures of around 2 atm with some success [87], it was decided that a similar3He

partial pressure should be used in this experiment as well. Finally, in order for most of the

gas to be in the acoustic boundary layer, the viscous penetration depthδν cannot be too

much smaller than the radius of the tube. For a mixture of 1 atmof O2 and 2 atm of3He, a

kinetic theory calculation the viscosity (as outlined in App. C) along with Eq. (2.45) leads

to δν ∼ 0.2 cm. This in turn implies that a tube radiusR in the range0.4 − 1.2 cm (i.e.

chosen such thatR/δν ≈ 2− 6) would place a reasonable fraction of the gas in the viscous

boundary layer.

3.2 Acousto-mechanical Resonator

The acoustic wavelength in air at 1 Hz is greater than 300 m, making a purely acoustic

approach to the design of an oscillator for this experiment impractical. Instead, an acousto-

mechanical resonator, shown in Fig. 3.1, was designed. It uses two coupled mercury-filled

U-tube resonators as large travel pistons to move the gas in harmonic motion. The sys-

tem is driven by an electric motor, coupled to a locomotive-style piston that compresses a

berrylium-copper bellows, which is in turn attached to a compliance (referred to as the pis-

ton compliance). The displacement amplitude of the bellowsis adjustable, providing one

means for controlling the amplitude of the gas oscillations. A 1.5 m tube connects the
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Figure 3.1: Schematic diagram of the acousto-mechanical resonator, drawn roughly to scale. The piston assembly is

described in Sec. 3.2.1 (see Figs. 3.3 - 3.4), the compliances are described in Sec. 3.2.2 (see Fig. 3.9), the U-tube assembly

in Secs. 3.2.3 through 3.2.5 (see Figs. 3.5 - 3.7), and the pressure transducers in Sec. 3.2.6 (see Figs. 3.9 and 3.10). The

gas handling system that connects to the air lines and experiment fill lines is presented in Sec. 3.3 (see Figs. 3.11-3.13).
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piston/compliance assembly to one of the U-tube resonators. This length of tube serves

to distance the motor and other magnetic components of the drive system from the MRI

magnet. The role of the compliance is to act as a soft spring, reducing the force exerted on

the mercury in the U-tube. The second U-tube resonator is coupled to the first through the

gas in a 1.5 m length of tube passing through the MRI magnet. This “acoustic flow tube”

has a low compliance and creates a stronger coupling betweenthe two liquid-filled (i.e.

U-tube) resonators than that which exists between the drivepiston and the closest U-tube

resonator. Following the second U-tube resonator, another1.5 m length of tube leads to

a second compliance (referred to as the end compliance) thatis identical to the first. This

ensures that the entire acousto-mechanical resonator is symmetric about its midpoint, inside

the MRI magnet.

Coupled identical harmonic oscillators have two normal modes. In the low frequency

mode, the masses move in unison. In the high frequency mode, the masses move in an-

tiphase, such that when one mass is at its positive maximum excursion, the other mass is

at its negative maximum. The frequency of the lower mode is equal to the resonant fre-

quency of the isolated oscillators. The frequency of the higher mode relative to that of the

lower mode is determined by the strength of the coupling between the resonators. For the

acousto-mechanical resonator (AMR) described above, it isthe motion of the gas in the

acoustic flow tube that is of interest. In the high frequency mode, the pressure variations in

the gas are largest, and the displacement is small. In the lowfrequency mode, it is the gas

displacement oscillations that are maximized. In order to study gas motion in the AVBL,

the operating point of the AMR was chosen to be near the frequency of the low mode. The

frequency response and operating point of the AMR is discussed further in Sec. 4.5.

The tubing used in the construction of the apparatus is primarily 15.9 mm OD× 9.5 mm

ID poly(methyl methacrylate) (PMMA) tube. When the acoustic flow tube was first filled

with a 3He-O2 mixture, the pressure in the system was observed to drop at analarming

rate. It was surmised that the PMMA is too permeable to heliumgas to be used in this

application. Both the horizontal and vertical runs of tubing in the experimental region

were replaced with appropriately formed lengths of 15 mm OD× 13 mm ID soda lime

glass. Despite the smaller wall thickness, the leak rate slowed considerably. The details of

the leak rate measurement and the improved performance of the soda lime glass are given

in Sec. 4.1. Note that the nominal length of the glass acoustic flow tube (from one free
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Figure 3.2: Schematic of the coupler with the flanges and bolts in place and a dimensional

drawing of the static radial seal coupler. The Buna-N O-rings are compressed between the

coupler body and the walls of the glass or plastic tubing. Theflanges are epoxied to the

tubing and the brass nuts and bolts hold the tubes together against the force of the internal

pressure of the gas. The flanges and coupler are made from PMMAplastic.

mercury surface to the other) is 1.48(2) m. The straight run of tube between the two bends

is 1.12(1) m long and the bends have a mean radius of curvatureof 0.9(2) cm. The acoustic

flow tube pressure transducer is located 2.5 cm from the bend (see Fig. 3.1).

The individual sections of the AMR are modular and are connected using the simple

static radial seal couplers shown in Fig. 3.2. To hold these joints together against the 3 atm

internal pressure, each coupler is spanned by three 1/4-20 brass bolts fastened through

external flanges that are glued to the tubes. In the case of thePMMA tube, the flanges are

glued in place using Weld-On # 16 Plexiglass Glue Adhesive. In the case of the glass tube,

Hysol Tra-Bond F112 epoxy adhesive was used to attach the flanges. This design allows

for parts to be easily exchanged in order to perform experiments on different geometries

and flow conditions. Prior to filling the system with mercury,it was pressure tested to 5 atm

using air.

In the following several subsections, I will describe the components of the AMR in

greater detail, moving from right to left in Fig. 3.1. I startwith the piston assembly

in Sec. 3.2.1, then the compliances in Sec. 3.2.2, and finallythe U-tube resonators in

Sec. 3.2.3. Next, I describe the system used to adjust the amount of mercury in the U-tubes

in Sec. 3.2.4. I then describe the transducers used to measure the mercury displacement



CHAPTER 3. APPARATUS 52

in Sec. 3.2.5 and the pressure amplitude in Sec. 3.2.6. Finally, I describe the gas handling

system used to fill the experiment with the gas mixture, as well as to remove the gas and

separate the O2 from 3He in Sec. 3.3.

3.2.1 Piston Assembly

The side and top views of the drive mechanism for the AMR are depicted in Fig. 3.3. A

photograph is shown in Fig. 3.4. It is a locomotive-style piston in which the rotational

motion of the variable speed DC electric motor is used to produce sinusoidal linear motion.

The entire assembly is mounted on a 14 cm× 51 cm× 1.3 cm brass plate fastened to the

top of a wooden box that aligns the drive system with the axis of the MRI magnet. The DC

electric motor drives a brass cam through a cog-and-chain gearing system. The chain loops

around a large drive gear and a smaller driven gear. The latter sits below the brass plate and

is attached to the 6.4 mm steel shaft of the cam. The shaft passes through the mounting plate

to the brass cam via a cylindrical ball bearing assembly. Theconnecting rod is attached to

the cam through a cylindrical plane bearing, and leads to a universal joint connected to a

hardened steel piston rod. This rod connects though a linearbearing to a flange soldered

to a berrylium-copper bellows that is, in turn, soldered to the brass end-plate of the piston

compliance. The displacement amplitude of the bellows can be adjusted by changing the

radial distance from the center of the cam shaft to the rod endconnection. The bellows

has a mean radius of 2.12 cm, and for the work presented in thisthesis, the displacement

amplitude of the piston was 0.55 cm. Piston frequencies up to1.65 Hz can be generated

with this mechanism in its current configuration.

The outer diameter of the bellows is 5 cm. With a pressure difference of 2 atm across

the face, there is static force of approximately 400 N for themotor to work against. At the

point of greatest compression of the bellows, the backlash in the electric motor is released

causing the drive system to jerk. To ameliorate this issue, asystem of springs was imple-

mented to compensate for the back reaction force exerted on the piston by the gas. Four

28.5 cm springs with spring constants of 13 N/cm each are compressed between 1.27 cm di-

ameter steel bolts mounted near the cam and a flange that moveswith the bellows. The bolt

mounting plate is threaded to enable easy adjustment of the bolts, and is rigidly fastened

to the brass mounting plate of the piston assembly. The boltsare used to adjust the spring
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Figure 3.3: Side and top views of the drive piston assembly. The springs used in compen-

sating for force exerted by the internal pressure of the bellows, have been omitted.

compression until the net force on the bellows is zero at the midpoint of the piston travel.

The end of each spring is trapped in a hole bored into the face of each bolt. Also mounted

in the face of each bolt and running along the axis of each spring is a 0.64 cm diameter

aluminum rod that ultimately passes through a clearance hole in the bellows flange. As the

piston operates the bellows flange slides on the four aluminum spring center rods but the

spring ends move with the flange. The motor must still work against the force arising from

variations in spring length, but this has been minimized by making the spring length long

compared to the amplitude of the motion. Implementation of the spring loaded counterbal-

ance system was an important component of the system design,as it greatly reduced the

higher order harmonic content of the drive.
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Figure 3.4: Photograph of the piston assembly highlightingelements of the spring-loaded

pressure compensation system. Only one of the four springs is in place so that the center

rods can also be seen.

3.2.2 Compliances

The two compliances, located at either end of the AMR, act like soft gas springs that isolate

motion of the coupled mercury columns from the environment.A direct consequence is

that the coupling between the drive piston and the U-tube resonators is weak (i.e. they are

coupled via the piston compliance). The body of each compliance is made from a 9.6 cm

length of 9.93 cm ID copper tube sandwiched between two square end plates with 12.7 cm

sides. Face seal O-ring grooves are machined into the end plates and 6 symmetrically

spaced bolts compress the assembly to contain the internal pressure.

The construction of the piston compliance and the end compliance differ slightly. One

face of the piston compliance is a 1.27 cm thick brass plate with a 4.24 cm diameter hole

leading to the bellows. The plate and bellows are soldered together and coupled via this

hole. The other face of the piston compliance is made from a 1.27 thick PMMA plate.

It is glued using Weld-On # 16 Plexiglass Glue Adhesive to thetube leading to the U-tube

resonators. Also attached to the plastic plate is a pressuretransducer that is described further

in Sec. 3.2.6. Both faces of the end compliance are made from 1.27 cm thick PMMA. The

side leading from the U-tube resonators is, again, glued to the PMMA tube. The other end

plate is rigged with a pressure transducer mount. A photograph of the end compliance is

shown in Fig. 3.9.
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In order for the AMR to operate over a wide range of internal pressures, the effective

spring constant of the two compliances must be small compared to that of the restoring force

caused by gravity acting on the mercury in the U-tubes. The following section, Sec. 3.2.3,

describes the mechanical resonance of the U-tubes. As the compliances become stiffer, the

restoring force they exert on the mercury increases, raising the resonant frequency. The ef-

fective diameter of the compliances is much larger thanδν , and so they can functionally be

approximated as ducts with compliancesC = 1.75× 10−9 m3 Pa−1, using Eq. (2.59). Mul-

tiplying the acoustic pressure amplitudep1 (Eq. (2.58)) by the internal area of the PMMA

tubeAt = 7.54×10−5 m2 and relating the volume flow rateU1 to the acoustic displacement

amplitudeξ1 (i.e. U1 = iωu1 = iωAξ1), the magnitude of the force on the mercury caused

by the gas spring can be written

|F1| =
A2

t

C
ξ1 = Kξ1 (3.1)

whereK is the effective spring constant of the compliance, which evaluates to 3.2 N/m at a

total fill pressure of 3 atm. This represents approximately 10% of the mean spring constant

acting on the mercury (see Sec. 4.5), and shifts the resonantfrequency upward by a small

amount.

3.2.3 U-tube Resonators

A U-tube, as the name implies, is a U-shaped tube with long vertical sections. A volume of

liquid moving in a U-tube of constant cross-section will undergo simple harmonic motion

with a resonant frequency

f = 2π
√

2g/l (3.2)

whereg is the gravitational constant andl is the linear length of the fluid. A photograph of

one of the U-tube resonators used in this work is shown in Fig.3.5.

The two U-tubes were constructed from 15.9 mm OD× 9.5 mm ID PMMA tube. The

section with the180◦ bend has an inner diameter of 4.1 cm and was formed by bending the

tube around a semi circular jig as it was gently warmed with a heat gun. Care was taken

not to over-heat the plastic, which results in bubbling and discoloration. Slow, even heating

produced the highest quality bends of constant radius of curvature, but some collapse of the

circular cross-section was unavoidable. The effect of the change in cross-sectional area of
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Figure 3.5: Photograph of one of the U-tubes after having been removed from the AMR.

The mercury is visible in the vertical plastic section on theleft. The vertical glass section on

the right is wrapped in copper foil for the height measurement system. Couplers and flanges

can be seen at the bottom ends of the vertical sections. The mercury height adjustment

piston is mounted to the ring stand post behind the U-tube. Nearly all of the mercury has

been displaced out of the piston and into the U-tube.



CHAPTER 3. APPARATUS 57

the tube in the vicinity of these bends on the resonant frequency of the U-tube is discussed

in Sec. 4.5.

Each180◦ bend is extended by two 18 cm-long vertical tubes. The vertical sections

closest to the acoustic flow tube are made from 15.0 mm OD× 13.0 mm ID soda lime

glass and are wrapped in copper foil. This foil facilitates the mercury height measurement

system discussed in Sec. 3.2.5. The other vertical sectionsare made from PMMA tubing.

Individual sections are connected using the cylindrical couplers and bolted flange assembly

shown in Fig. 3.2. Each U-tube is attached to an aluminum ringstand using custom non-

magnetic clamps. The mercury level adjustment system, described in Sec. 3.2.4, connects

to the bottom center of the bends via a 0.64 cm diameter stainless steel tube that is glued in

place using Emerson and Cuming Stycast 1266 epoxy.

Mercury was chosen as the working fluid because it is very dense, has a low vapor

pressure, is a good conductor and —most importantly— neither the vapour nor the liquid

increase the nuclear relaxation of3He [88]. The high density of the fluid means that the

restoring force due to gravity and the large mass will dominate the resonant behaviour of the

U-tubes. As was shown in Sec. 3.2.2, the effective spring constant associated with the air in

the compliances only has a small effect on the resonant frequency. The low vapour pressure

of Hg (0.0012 Torr at 20◦ C [56]) ensures long term stability in the amount of fluid over

time, and prevents the gas mixture from becoming polluted. The electrical conductivity of

the mercury is exploited for measuring the displacement of the liquid, as will be described

in Sec. 3.2.5. Precautions were taken to minimize the potential hazard should the mercury

be released from the apparatus. This included building a spill containment system and

the installment of a mercury spill kit. Aside from its well known toxicity, mercury has

some unique physical properties that make it difficult to work with; most notably, it forms

amalgams with most metals. Exceptions include iron, steel,and a few other metals.

3.2.4 Mercury Level Adjustment

Being able to change the amount of mercury in the U-tubes allows for the manipulation of

the resonant behaviour of the coupled oscillator system. Italso provides a natural means for

removing the liquid from the U-tubes altogether in order to exchange parts. Two approaches

were taken in the design of the mercury level adjustment system, both of which involved
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displacing the liquid from a reservoir.

The first approach involved a large brass valve in which the body acted as the reservoir

and the bellows could then be used to displace the fluid. Just prior to filling with mercury,

it was realized that the lead-based solder that sealed the bellows to the body of the valve

would dissolve in the mercury quite rapidly, and that the copper bellows would also slowly

be consumed. Consequently, this particular system was never put into service.

The final design of the mercury level adjustment system is outlined in Fig. 3.6. The

cylindrical body is built from the same PMMA tubing materialas used for the U-tubes

(9.5 mm ID). The plunger is machined from PMMA and uses two series O-rings to seal

against the cylinder walls. It is threaded into a brass ball joint that decouples the plunger

from the adjustment screw. The screw is made from a length of 1/4-20 brass threaded rod

machined to mate with the socket of the ball joint, so that it can raise or lower the plunger

as desired. Affixed to the top of the piston is a female threaded brass insert that guides

the adjustment screw. A wing nut tightened against another nut provides leverage to turn

the screw. Epoxied to the bottom of the piston is a length of flexible 0.64 cm diameter

PVC tubing that leads to the U-tube. A short length of stainless steel tube is epoxied to the

bottom of the U-tube using Emerson and Cuming Stycast 1266 epoxy. The connection to

the PVC tube is made through a stainless steel union.

After the reservoir has been charged with mercury, it can be attached to the U-tube.

This is most easily done with the reservoir in a horizontal orientation, and held physically

lower than the bottom of the steel attachment tube. Once the seal is made, the mercury

can be injected into the U-tube by advancing the plunger withthe threaded rod. The piston

can then be returned to a vertical orientation and raised to allow the mercury to enter the

U-tube. This process can be reversed to remove the liquid from the U-tube, or to detach

the reservoir altogether. The linear length of mercury in the U-tube can be estimated by

measuring the travel of the plunger as the fluid enters the U-tube. This information can

then be used to estimate the resonant frequency of the liquid(cf. Eq. (3.2)).

3.2.5 Mercury Displacement Measurement

The mercury in the U-tubes acts as a liquid piston that is coupled to the gas in the acoustic

flow tube. Knowing the position and velocity of the liquid piston as a function of time
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Figure 3.6: Cross-sectional view of the mercury height adjustment system.

provides information about the motion of the gas that can be used for comparison with

VPE-MR images. In the process of developing a suitable method for measuring the mer-

cury height as a function of time, a number of techniques wereexplored. The first method

involved two thin capacitor plates placed inside the vertical section of a U-tube and elec-

trically insulated from the mercury by a thin layer of epoxy.As the mercury filled the

space between the plates, the capacitance would increase. Ultimately, it proved to be too

difficult to adequately insulate the mercury from the platesand to reliably feed electrical

leads through the walls. The second trial technique used a length of fine stainless steel

wire running along the inside of a vertical tube. The electrical resistance of the mercury

column was much smaller than that of the steel wire, and formsa parallel high conductance

path with the wire. As the mercury level rises, the total resistance measured between the

ends of the wire is reduced. This system showed promise at first, but the mercury oxide

layer that forms on the free surface of the liquid would also tend to coat the wire, forming

an electrically insulating layer. At this point, the readings would become intermittent and
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unreliable.

The final design of the system used for displacement measurements is again a capacitive

method, as shown in Fig. 3.7. One plate of the capacitor is formed by wrapping copper foil

around the vertical glass section of the U-tube. The copper foil is held in place using

electrical tape. The mercury itself acts as the second electrode of the capacitor. Electrical

contact to the mercury is made through the stainless steel tube that leads from the bottom of

the U-tube to the liquid height adjustment system describedin Sec. 3.2.4. The theoretical

capacitance per unit length of this coaxial capacitor is

C

L
=

2πkgε0
ln(b/a)

(3.3)

wherekg is the dielectric constant of the glass (6.32 for soda lime glass [56]),ε0 the permit-

tivity of free space, anda andb are the inner and outer radii of the glass tube, respectively.

The mercury height is then proportional to the capacitance.In practice, the height of the

mercury column is determined by measuring the current flow through the capacitor in re-

sponse to a 0.500 VRMS, 1.000 kHz AC voltage using a Stanford Research Systems SR830

DSP lock-in amplifier. The calibration and evaluation of this system is described in Sec. 4.3.

3.2.6 Pressure Transducers

The gas dynamics in the central acoustic flow tube involve coupled velocity and pressure

oscillations. The velocity is directly measured using VPE-MRI, and can be inferred from

the mercury displacement. A measurement of the acoustic pressure amplitude provides

complementary information to the mercury displacements. The pressure amplitudep1 is

much smaller than the mean pressurepm making a total pressure measurement insensitive to

the small variations. A differential pressure transducer can be used to measure the variations

relative to the mean pressure. A special mount was designed that incorporates an acoustic

low pass filter to hold the reference port of a two port differential pressure transducer at the

mean pressure thereby measuring onlyp1.

The acoustic pressure amplitudep1 is measured at three points along the apparatus.

These points are indicated as PT in Fig. 3.1. The transducersare Nova Sensor NPC-1210-

005D-3L two-port differential piezoresistive pressure sensors with a nominal range of 5 psi

(34000 Pa). A photograph of one of these transducers and a custom-designed mounting
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Figure 3.7: Mercury height measurement system. The plasticsections are made from

PMMA tube. The vertical section on the left (closest to the MRI magnet) is made from

15 mm OD× 1 mm wall thickness soda lime glass and is wrapped in copper foil. The

mercury height is determined by monitoring the capacitancebetween the copper foil and

the liquid.

interface attached to the end compliance is shown in Fig. 3.9. The pressure transducer has

two ports, both of which couple to the mounting interface using O-ring static radial seals.

Thep1 measurement port hole passes through into the AMR volume. The mean pressure

port ends in a small volume. A 0.80 mm diameter hole is drilledperpendicular into each

port mount hole and an Upchurch Scientific NanoPortTM assembly is epoxied to the face

of the mount. These are used to connect the ports through a 37 cm length of 0.13 mm ID

capillary tube. The capillary tube acts like an acoustic resistance, and the volume around

the mean pressure port acts like a compliance forming an acoustic low pass filter. The cutoff

frequency of the filter was measured to be 0.08 Hz. At the operating frequency of 1.31 Hz

used in the VPE-MRI experiments the pressure amplitude at the reference port is 6% ofp1.

The pressure sensors make use of a resistive bridge network in which two parallel legs

of the bridge involve piezoresistive elements. Changes in pressure induce strain on these

elements, thereby causing their resistance to change. A constant current source and instru-
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Figure 3.8: (left) Top view of the Nova Sensor NPC-1210 two-port differential pressure

transducer mount. The dotted lines indicate the views for the cutaway drawing (right). The

reference port is connected to the differential port via capillary sealed to the body using

Nanoport assemblies. The capillary combined with the reference port volume form an

acoustic low pass filter. The tubes of the pressure transducer join to the mount using static

radial seals with Buna-N O-rings. A photograph of a mount andtransducer is shown in

Fig. 3.9

Figure 3.9: Photograph showing a pressure transducer interface mount on the end compli-

ance. The pressure transducer is near the bottom of the interface mount.
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mentation amplifier were constructed for each sensor to monitor changes in sensor resis-

tance and hence pressure. The circuit diagram is shown in Fig. 3.10. The calibration of

these pressure transducers is discussed in Sec. 4.2.

Figure 3.10: Schematic diagram of the pressure transducer circuit. All unmarked resistors

are precision wire-wrapped with a nominal value of 100 kΩ±1%. The opamps have a sup-

ply voltage of±12 V. The transducer is functionally represented by the resistance bridge

inside the dashed box, with the variable resistors representing the piezoresistive elements.

The LT1460 5 V reference combined with the left-most opamp and the 1.66 kΩ resistor

form a 1.5 mA constant current source. The three opamps on theright make up an instru-

mentation amplifier with a signal gain of 3 and a common mode gain of 1. The output is

single-ended and can be read by any voltmeter. The low-pass RC filter at the output has a

cutoff frequency of∼600 Hz and is intended to remove high frequency noise.

3.3 Gas Handling System

The AMR is filled with two different gas mixtures (see Fig. 3.1). The acoustic flow tube,

located between the two U-tubes, is filled with a nominal mixture of 2 atm3He and 1 atm

O2. The compliances, which bookend the two U-tubes, are filled with 3 atm of dry air. In

order to manipulate the composition of the gas mixture in theacoustic flow tube, balance
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the overall pressure distribution (to keep the mercury slugs in place), and to add or remove

gas from the system, the gas handling system (GHS) shown in Fig. 3.11 was built.

Figure 3.11: Schematic diagram of the gas handling system.

The GHS is composed of two separate sections. One is for working with the3He and

O2 mixture in acoustic flow tube, and the other is for adjusting the air pressure in the

compliances. The gas mixture system is built around a stainless steel manifold with eight

valved ports. The various elements, connected to the manifold, include gas bottles for
3He and O2, a cold finger for cryopumping, a pressure gauge, a pumping line, and fill line

leading to the acoustic flow tube. Additionally, provision is made to access a large buffer
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volume that is normally coupled to the rest of the system by pressure relief valves set to

activate at a pressure difference of 5 atm. These valves protect against accidental over-

pressure in the case of rapid boil-off from the cryopump, or afailure of the regulator from

the high pressure O2 bottle. The 5 litre buffer volume captures any gas that escapes, so that

the 3He can later be recovered. The compressed air section of the GHS involves a small

manifold with connections to a pressure regulated air supply line and a pumping line. The

mixture and air sections of the GHS use a common rotary vacuumpump for evacuating the

gas. The two sides of the GHS are also indirectly linked, connecting the mixture system

and the air system by a Walker regulator, which is a pressure controlled value.

Each of these components and the operating procedure for theGHS are outlined below.

The manifold and pressure gauge used to prepare the gas mixture are discussed in Sec. 3.3.1.

The cryopumping system is presented in Sec. 3.3.2. The compressed air system and Walker

regulator are described in Sec. 3.3.3. Finally, the systemsused for filling the AMR with a

gas mixture and for recovering the3He are outlined in Sec. 3.3.4.

3.3.1 Gas Manifold

The manifold provides a central connection between the gas bottles, the cryopump, the

rotary vacuum pump, the acoustic flow tube, and a pressure gauge. There is a sixth connec-

tion that ends in a KF 16 flange for miscellaneous connectionsor venting to atmosphere.

The pressure gauge is an Ashcroft general purpose digital vacuum-100 psi gauge (model

25D1005PS02LV&100#-BL) with 0.25% full scale accuracy (13Torr). A second Ashcroft

pressure gauge is connected to the compliance fill lines, as shown in Fig. 3.11. The man-

ifold was constructed from a 7.62 cm× 2.54 cm× 2.54 cm block of stainless steel. A

2.4 mm diameter hole was drilled lengthwise through the bodyand six equally spaced thru-

holes were drilled along the width. A 0.637 cm OD stainless steel tube was welded in place

at each opening, and connected to a SwagelokR© model SS-4h stainless steel valve.

3.3.2 Cryopump

When a substance, such as activated charcoal or Zeolite, is cooled to cryogenic tempera-

tures, gas molecules will adsorb to its surface. This process, which is called cryopumping,

can be used to evacuate a volume. The gas can later be releasedby warming the substrate
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(or “sorb”). The reversibility of this pumping process is exploited in the GHS to move3He

gas between volumes.

The cryopumping system consists of a cold finger at the end of awand that can be

inserted into a Dewar containing liquid helium, and a U-shaped cold trap that is located

between the wand and the manifold. The wand is made from 1.27 cm OD thin-walled

stainless steel tube. This material has a low thermal conductivity which helps prevent the

transport of heat from room temperature down into the Dewar.An 8.5 cm length of 1.27 cm

OD copper tube is brazed to the end of the stainless steel section forming the body of the

cold finger. A small packet made from fine copper mesh and containing 3.0 g of aquarium-

grade activated charcoal was placed inside the copper tube.Copper has a much higher

thermal conductivity than stainless steel, and provides good thermal contact between the

charcoal sorb and the liquid helium. A 100 cm length of 1.27 cmmean diameter flexible

stainless steel bellows connects the top of the wand to the cold trap. The other end of the

bellows is mounted 200 cm above the ground, providing sufficient maneuverability for the

insertion of the wand and cold finger into helium Dewars of various sizes. A 76 cm, 0.64 cm

OD stainless steel tube connects the flexible bellows to the cold trap.

The pumping rate of the cryopump and the desorption rate as the sorb warms can be

controlled by the depth to which the wand and cold finger are inserted into a liquid helium

Dewar. This is best done with a Dewar that is relatively empty, having a liquid depth of

around 10 cm. As the cold finger is slowly lowered into the Dewar, vapour begins to cool

the sorb. The temperature of the sorb decreases as it is inserted further, and maximum

cooling is achieved with the cold finger immersed in liquid. The process can be reversed to

control the rate that gas desorbs from the charcoal surface.

The function of the cold trap is to remove impurities (especially O2) from the 3He

gas as it is transferred to and from the experimental volume and/or the storage bottle via

cryopumping. During the transfer process, gas passes through the cold trap twice, which

increases its effectiveness at filtering out the oxygen. A drawing of the U-shaped cold trap is

shown in Fig. 3.12. It is constructed of 0.64 cm OD stainless steel with the straight sections

being made from thin-walled tube. One of the vertical arms contains an 8.5 cm length of

1.27 cm OD copper tube, similar to that employed in the cold finger. Inside this segment

is fine copper mesh packet filled with 3.2 g of Zeolite 5A. Zeolite 5A is a ceramic sorb

material with a characteristic pore size of 5 Å that is safe touse with high concentrations of
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Figure 3.12: Sketch of the cold trap. All of the stainless steel tube, including the thin-walled

sections, have a 0.64 cm OD. The copper section holds a coppermesh packet containing

3.2 g of Zeolite 5A. The U-shaped design facilitates insertion into a Dewar flask filled with

liquid nitrogen.

O2. The amount of sorb used in the cold trap is sufficient for trapping most of the O2 in the

acoustic flow tube as the mixture is removed from the experiment and the3He is returned

to the storage bottle.

The cold finger is cooled to 4 K by inserting it into a liquid helium Dewar and the cold

trap is cooled to 77 K by immersing it in a liquid nitrogen Dewar. The binding energy of
3He to the Zeolite surface is relatively small at 77 K therefore very little of it adsorbs to the

Zeolite surface. On the other hand, O2 has a much higher binding energy to the Zeolite and

at 77 K of most the gas adsorbs to the surfaces. The binding energy for 3He to the activated

charcoal is large enough at 4 K that the gas can be evacuated from the AMR to pressures

less than 0.1 Torr. To remove residual water and other impurities adsorbed to the charcoal

and Zeolite, both the cold finger and the cold trap were heatedto 150◦ C using heating tape

while being evacuated by the rotary pump.

3.3.3 Compressed Air System and Walker Regulator

The two compliances, the piston bellows, and the PMMA tubes connecting the compliances

to the U-tubes and connected volumes are filled with dry compressed air (see Fig. 3.1).

The compressed air is supplied from a centralized source. The pressure of the air is reg-

ulated to approximately 3 atm absolute to mitigate over-pressure hazards and is measured
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using another Ashcroft model 25D1005PS02LV&100#-BL pressure gauge. The air mani-

fold is connected to the same rotary vacuum pump that services the mixture manifold (see

Fig. 3.11).

A Walker regulator is a pressure dependent valve and can be used to maintain zero

pressure difference between two volumes as they are evacuated. The purpose for including

this device in the GHS was to keep the3He/O2 mixture in the acoustic flow tube and the air

in the compliance at the same pressure as the gas is removed from the AMR. A schematic

of the Walker regulator design is shown in Fig. 3.13. The device consists of a 9 cm diameter

× 6 cm high cylindrical chamber that is connected to the compliant volumes at either end

of the acoustic flow tube. Passing through the center of this chamber is the pumping line

connected to the acoustic flow tube of the AMR. In the middle ofthe pumping line are

two cylindrical seals that are spanned by a flexible latex finger cot. To operate the device,

the cryopump is used to evacuate the acoustic flow tube through the finger cot, and the

rotary pump is used to evacuate the compliances. If the air pressure in the compliances is

greater than that of the gas mixture in the acoustic flow tube,the finger cot will collapse

and the cryopump flow rate will be reduced or stopped. Conversely, if the air pressure in

the compliances is less than that of the gas mixture in the acoustic flow tube, the finger cot

will inflate and the flow rate to the cryopump will be maximized. In order to monitor the

status of the finger cot, the front face of the cylindrical airchamber is made from transparent

PMMA. As long as the maximum rate of change of pressure in the compliances is less than

that in the acoustic flow tube, the Walker regulator will maintain a small pressure difference

between the two volumes. In this way, only one valve (controlling the air pumping rate)

needs to be adjusted during the AMR evacuation process.

Unfortunately, the Walker regulator did not perform as wellas expected. The volume

of the acoustic flow tube is much smaller than that of the compliances. The pressure in

the acoustic flow tube therefore changes more rapidly with the addition or removal of gas.

When pumping the acoustic flow tube through the Walker regulator the latex valve did not

sufficiently restrict the flow. Consequently, the pressure change in the acoustic flow tube

was too rapid to adjust the air pumping rate accordingly to maintain the displacement of the

mercury. Another issue with the Walker regulator is that thelatex from which the finger cot

is made becomes brittle and cracks during the span of months between usages. The finger

cot therefore requires replacement before each usage. It issimpler to bypass the Walker
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Figure 3.13: Schematic of the Walker regulator used in the GHS.

regulator and manually control the pumping of the gas by alternating between removing

mixture from the acoustic flow tube tube and air from the compliances.

3.3.4 AMR Filling and 3He Recovery Procedures

To charge the apparatus with 3 atm of gas, care must be taken tomaintain a small pressure

difference across the mercury in the U-tubes, so that it is not displaced beyond a maximum

excursion of 9 cm. Exceeding this level will result in gas being forced from one chamber to

the other (compliance to acoustic flow tube or vice versa) through the bottom of the U-tube.

The 3He bottle (Fig. 3.11) has an internal volume of approximately 2500 cm3. When

it was first opened, the pressure read 657 Torr. The combined volume of the manifold,

acoustic flow tube, fill line, and the room temperature cold finger is about 500 cm3. In

order to achieve the desired pressure of 2 atm (1520 Torr) in the acoustic flow tube, the

cold finger was first used to extract an appropriate amount of3He from the storage bottle.

This gas was then expanded to the acoustic flow tube. Impurities are removed from the gas

during this procedure as it passes through the cold trap. To charge the apparatus with gas,

the entire system is first pumped out and then the cold trap temperature is lowered to 77 K

by filling the Dewar flask with liquid nitrogen. The wand and cold finger are then lowered

into a liquid helium Dewar, and a quantity of gas is cryo-pumped from the3He bottle. Once

the storage bottle and manifold pressure are less than 1 Torr, the valve to the3He bottle

is closed, and the cold finger is slowly withdrawn to release the gas into the manifold.
3He is admitted into the acoustic flow tube until the mercury columns reach their upper-
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most travel limit (∼ ±7 cm) in the visible vertical sections of the U-tubes. Air is then

administered to the compliances until the mercury columns approach their lower limits.

This procedure is repeated until the pressure in the AMR reaches an absolute pressure of

1520 Torr. The acoustic flow tube is then valved off from the GHS, and the cold finger is

once again lowered into the liquid helium Dewar. This extracts the remaining3He from

the manifold and filling tube. With the cold finger still in theDewar, the valve to the

cryopumping system is closed. Next, the regulator on the O2 bottle is set to just over

2280 Torr in preparation for completing the mixture. A similar metering procedure is then

employed to add O2 from its storage bottle to the acoustic flow tube with air being added

to the compliances as necessary until the total pressure reaches approximately 2280 Torr.

The mercury resonators are then leveled by ensuring that the3He-O2 gas mixture and air

pressures are equal, at which point the entire AMR is valved off from the GHS using valves

attached to the compliances and to the acoustic flow tube as shown in Fig. 3.1.

The GHS is also used to remove the gas from the AMR and separatethe O2 from

the 3He. After filling the acoustic flow tube with the gas mixture, the manifold and fill

line contain primarily O2. This is discarded by evacuating the manifold and fill line with

the rotary vacuum pump. The cold trap is then cooled to 77 K by filling the Dewar with

liquid nitrogen and the cryopumping wand is inserted into a liquid helium Dewar until it

is immersed in liquid. The valve to the acoustic flow tube is then opened, admitting the

gas mixture into the manifold. The process used in filling theAMR is then reversed. Air

is pumped out of the compliances until the mercury level is displaced by approximately

7 cm. The valve to the cryopump is then opened slightly, to control the pumping rate,

until the mercury is displaced to the opposite extent of its travel. This is repeated until the

valves to the rotary pump and cryopump can be opened to the system fully, without worry

of a large pressure difference across the mercury. Once the pressure is below 1 Torr, the

acoustic flow tube fill line is valved off from the manifold. Atthis point, the gas mixture

has passed through the cold trap into the cold finger, which collects most of the O2. The
3He is then transferred back into the storage bottle. The coldfinger is slowly warmed by

raising the wand out of the liquid helium Dewar, and the3He makes a second pass through

the cold trap as it enters the manifold and storage bottle volumes. Once the cold finger has

warmed to room temperature, the valve to the storage bottle is closed. The cold trap is then

warmed, and the manifold and cold finger are pumped out with the rotary pump, discarding
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the filtered O2 and the leftover3He.

3.4 Birdcage coil

An integral piece of equipment required for MRI is the RF coilused to applyB1 tipping

pulses and to detect the precessing nuclear magnetization.A perfectly homogeneous trans-

verseB1 field can be produced in an infinitely long conducting cylinder by an axial surface

current of amplitude proportional tosin θ, whereθ is the azimuthal angle. The birdcage

coil approximates this ideal surface current distributionwith a finite number of evenly-

distributed axial current rungs, in which the phase of the current varies assin θ. Thus, at

any instant of time, an approximation to thesin θ axial current density distribution is pro-

duced. The birdcage coil was first reported by Hayes as an improvement over the saddle

coil [58]. A schematic diagram and lumped-element equivalent circuit for a “low-pass”

birdcage coil design is shown in Fig. 3.14. This coil involves two conducting azimuthal end

rings that are joined by capacitors alongN equally spaced axial rungs. The inductance of

the end rings and rungs, combined with capacitance of the capacitors, forms a transmission

line withN/2+ 2 modes. The lowest frequency mode produces the most homogeneousB1

field and is doubly degenerate with counter-rotating circularly polarized fields. Quadrature

drive and reception will break the degeneracy. This reducesthe power required to tip the

spins by a factor of 2 and increasing the SNR by
√
2. The birdcage coil used in this work

has only a single coupling coil, thus producing a linearly-polarizedB1 field normal to the

area enclosed by the coupling coil.

The 48 MHz birdcage coil used in this work was built around a former consisting of a

22 cm length of 42 mm OD diameter× 5 mm wall thickness PVC tube. Top view and end

view photographs of the birdcage coil are shown in Figs. 3.15and 3.16. A freely distributed

Java program, called Birdcage Builder [89], was used to estimate the dimensions of the end

rings and rungs, as well as the capacitance needed to achievethe desired resonant frequency.

The completed coil has 3 cm-wide end rings and six 21.0 cm-long × 5.2 mm-wide axial

rungs, all fabricated from 0.15 mm-thick copper sheet. The capacitors are placed at one

end of the resonator and are formed by inserting a 70µm sheet of Teflon between the end

ring and a 10.5 mm-wide by 3 cm long copper pad at the end of eachrung. Pressure is then

applied to each capacitor via PVC caps that are fastened to the PVC former using 6-32 nylon
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Figure 3.14: Schematic diagram of a low-pass birdcage coil (left) showing the geometric

configuration of conductors and capacitors. The diagram on the right indicates the lumped

element equivalent circuit. Points A and B connect to pointsC and D, respectively.

6/6 molded bolts. The Birdcage Builder software is limited to performing calculations

for a set of predetermined frequencies. The closest value tothe desired frequency was

42.56 MHz. The nominal valve of each capacitor for this frequency is 56 pF. Coupling to

the birdcage coil is accomplished through a single rectangular loop. The loop is attached to

the former using two 1/4-20 nylon 6/6 molded bolts. The spacing between the coupling loop

and the birdcage coil is varied to optimize the impedence match between the coil and the

transmission line. Another single turn loop is fastened to the opposite side of the birdcage

coil. The spacing between this coil and the birdcage is used to tune the frequency of the

resonance with a range of approximately 200 kHz.

The birdcage coil was tuned to the3He Larmor frequency at a magnetic fieldB0 of

1.5 T. The impedance of the coil must also be matched to the transmission line for optimal

efficiency. To measure the frequency response, the coil is connected to an RF frequency

generator set to sweep over a bandwidth of 500 kHz. A directional coupler is placed in

line with the signal to measure the reflected signal. An oscilloscope, triggered by the sync

signal from the frequency sweep, is then used to monitor the reflected signal. A zero in

the reflected signal is seen at resonance under critical coupling conditions. Course tuning

of the coil is done by adjusting the capacitances by tightening or loosening the screws that

hold the capacitor caps in place. Fine tuning is accomplished by moving the tuning coil

closer to or further from the birdcage. The tuning must be accompanied by adjustments to

the matching circuit, which are done by moving the coupling coil closer to or further from

the birdcage. The frequency response andB1 field homogeneity of the birdcage coil are
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discussed in Sec. 4.6.

Figure 3.15: Top view photograph of the birdcage coil. One end ring is visible on the left.

The PVC caps used to apply pressure to the capacitors and thereby adjust the capacitances

are visible on the right. The single turn coupling coil can beseen edge-on near the bottom

of the image. The tuning coil is similarly visible near the top. Nylon bolts and wingnuts

are used to adjust the spacing of these coils relative to the resonator.

In order to fit the birdcage coil around the acoustic flow tube in the imaging region of

the magnet, the plastic former was split lengthwise with a slitting saw on a milling machine.

The end rings thus form a C shape, allowing the former to open at one end. The copper

end rings opposite the opening act as hinges. The gap in the end ring is placed at a point

where the azimuthal current is zero and thus the resonance ofthe coil is not influenced. The

birdcage is positioned around the acoustic flow tube, and held in place via a pair of PMMA

end caps. The end caps have a 16 mm wide slot cut from the edge tothe center. They are

glued to one half of the PVC former allowing the structure to open and close. An end view

photograph of the open birdcage coil is shown in Fig. 3.16.
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Figure 3.16: End view photograph showing the birdcage coil in the open position. The

resonator is closed once it has been placed around the acoustic flow tube.



Chapter 4

Characterization of the Apparatus

Much of the apparatus built for this project, and described in Ch. 3, required calibration

and characterization. This chapter is organized as follows. It begins with a discussion of

the diffusion of helium through the walls of the acoustic flowtube in the imaging region,

and modifications that were made to inhibit this effective leak (Sec. 4.1). The discussion

then moves to issues related to gas composition, acoustics and mechanical resonances. This

is followed by a presentation of the calibration of the pressure and mercury displacement

transducers (Secs. 4.2 and 4.3). The determination of relevant thermophysical and transport

properties of the3He-O2 gas mixture is discussed in Sec. 4.4. The frequency responseof the

AMR and a DELTAEC model that was developed to simulate the behaviour of the system are

presented in Sec. 4.5. The second half of the chapter deals with issues related to magnetic

resonance. A measurement of the homogeneity of the RF fields produced by the birdcage

coil used in subsequent MRI experiments is described in Sec.4.6. Finally, the shimming

of the mainB0 field and the development of pulsed magnetic field gradient driven eddy

current compensation techniques are discussed in Secs. 4.7and 4.8.

4.1 Permeability of the Acoustic Flow Tube

When the acoustic flow tube of the AMR was first filled with a mixture of 2 atm3He and

1 atm O2, the level of the mercury in the U-tubes was observed to displace toward the

middle of the apparatus over the course of a few days. The AMR had previously been

pressure tested with air to 5 atm, and no indication of a significant leak had been observed.

75
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Figure 4.1:ln(p/p0) as a function of time for acoustic flow tubes made with PMMA and

soda lime glass.

The effect was therefore attributed to the diffusion of helium gas through the walls of the

acoustic flow tube, which were made using PMMA. To quantify the leak, the gas mixture

was removed and the acoustic flow tube was refilled with 2 atm of4He and the compliances

were filled to an equal pressure of air. The pressure in the acoustic flow tube was then

logged over a period of a few days. Prior to making each pressure measurement, the amount

of the air in the compliances was adjusted until the mercury in the U-tubes returned to

zero displacement. The pressure was recorded from the Ashcroft gauge connected to the

compliances (see Fig. 3.11). The decrease in the pressure inthe acoustic flow tube is the

result of gas diffusing through the walls. Soda lime glass ismuch less permeable to helium

and oxygen than PMMA, and thus using this material instead should reduce the leak rate.

The acoustic flow tube, including the vertical sections of the U-tubes closest to the MRI

magnet, were rebuilt using soda lime glass tube with an innerdiameter of 1.30 cm and a

wall thickness of 1 mm. Once the acoustic flow tube was replaced with soda lime glass, the

leak rate was again tested using the procedure outlined above.

For gas diffusing through the wall of a container of fixed volume, the pressure as a
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function of time is

p(t) = p0e
−Ct (4.1)

wherep0 is the initial pressure at timet = 0 andC is a rate constant related to the per-

meability of the walls and the geometry of the container [90]. Figure 4.1 shows a plot

of ln(p/p0) as a function of time for the PMMA and soda lime glass acousticflow tubes.

From the slopes of straight lines fit to the data the time constant for the PMMA tube is

CPMMA = 5.3×10−7 s−1 and the time constant for the glass tube isCg = 0.5×10−7 s−1. The

permeability of soda lime glass to helium isKg = 7.5×10−16 std. cm3/s·mm/cm2/Torr [91].

The measured leak rate constant for the glass acoustic flow tubeCg was compared to the

calculated time constant for helium diffusing through the soda lime glass walls obtained

usingKg. The observed leak rate is much higher than what is predictedsolely for helium

diffusion through glass. This excess is attributed to gas diffusing through remaining com-

ponents in the vicinity of the acoustic flow tube that are still made from plastic, such as the

tube couplers and the pressure transducer mount. Although asignificant improvement in

performance is evident, a measureable loss of gas occurs each day. In order to keep the in-

ternal pressure of the AMR constant, O2 is added to the acoustic flow tube and air is added

to the compliances to maintain constant pressure.

The soda lime glass tubing is 0.03 mm larger in outer diameterthan that of the PMMA.

This is convenient because it allows the tube couplers to be used with only a slight modi-

fication to the inner diameter. The inner diameter of the sodalime glass is 0.35 mm larger

than that of the PMMA. This change has a more dramatic effect on the experiment as it

alters the velocity profile of the gas. The estimated viscouspenetration depth in the gas

mixture is of order 0.2 cm, as will be shown Sec. 4.4. The nominal value of the ratioR/δν
will therefore increase from 2.4 for the PMMA tube to 3.3 for the glass tube. The largest

effect of changing the tube diameter in the vicinity of the mercury was to alter the behaviour

of the U-tube resonators. The amplitude of the mercury displacement in the glass tube is re-

duced relative to that in the PMMA tube by the ratio of their internal cross-sectional areas,

as will be discussed in further detail in Sec. 4.3. The influence of this change in diameter

on the resonant behaviour of the U-tube resonators is discussed in Sec. 4.5.
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4.2 Pressure Transducer Calibration

The pressure transducers described in Sec. 3.2.6 required calibration to determine the cor-

respondence between pressure differences and voltage output. The calibration was done in

situ, but without any mercury in the U-tubes. The capillary connecting the two ports of

each transducer was removed so that the reference port was held at atmospheric pressure.

A 1000 Torr full scale MKS Baratron absolute capacitance manometer was connected to

the unused port of the manifold and the valves between the manifold and the AMR were

left open. A positive differential pressure calibration was performed by first raising the

pressure in the AMR by approximately 200 Torr and then slowlyventing this overpressure

while recording the voltage outputs of the Baratron gauge and the differential transducers.

A negative differential pressure calibration was performed in an analogous manner after

first using the rotary vacuum pump to lower the pressure in theAMR by approximately

200 Torr. The pressure calibration data and a typical plot ofthe dynamic pressure differ-

ential transducer output while being driven by the AMR are shown in Fig. 4.2. Linear

regressions of the calibration data yield sensitivities of41.39(6) Torr/V, 43.64(6) Torr/V

and 41.96(6) Torr/V for the transducers located near the piston, the acoustic flow tube, and

the end compliance, respectively.

4.3 Mercury Displacement Transducer Calibration

The mercury displacement transducer is described in Sec. 3.2.5. It was calibrated with

3 atm of a3He-O2 mixture in the acoustic flow tube. The copper foil wrapped around the

glass tube precludes a visual (optical) measurement of the mercury level in that segment.

Instead, the measurement of the relative height of the mercury column was performed on

the vertical plastic branch of the U-tube. The mercury levelwas manipulated by adjusting

the pressure of the air in the compliances. Increasing the pressure moves the liquid toward

the acoustic flow tube, and vice-versa. The position of the liquid was measured relative

to the bottom coupling flange on the vertical tube. The volumeof mercury displaced by

a change in level∆y is proportional to the area of the tube. The fluid displacement in

the glass tube was inferred from measurements of displacement in the PMMA tube using

∆yg = (Ap/Ag)∆yp = 0.57(1)∆yp, where the subscriptg denotes the glass andp the
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Figure 4.2: Left: Pressure transducer calibration. The data have been vertically separated

by 50 Torr for clarity. Right: A typical time-resolved pressure measurement. In both plots

the squares are from the transducers near the piston, the circles are from the transducers

near the middle and the triangles are from the transducers near the far end.

plastic. The phase offset of the lock-in amplifier was set so that changes in capacitance

result in a variation of the real component of the display. The real component of the reading

on the lock-in was then recorded along with the level of the mercury. A straight line with

an offset was then fit to the data. The slope of this line with anoutput voltage scaling of a

factor of 10 V/500 nA for the lock-in amplifier voltage outputwere used to arrive at a final

calibration of 0.82(3) cm/V for both capacitors. The mercury height data and the best fit

lines are shown in Fig. 4.3.

4.4 Gas Properties

To connect the measurement of the velocity profile of the gas with theory, one needs to

know the thermophysical properties of the gas mixture. The theoretical velocity profileu1
(Eq. (2.70)) depends on the viscous penetration depthδν (Eq. (2.45)), which in turn depends

on the dynamic viscosityµ and densityρ of the mixture. A comparison of the VPE-MRI

measurement was also made against the predictions of a modelfor the AMR created using
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Figure 4.3: Plot of mercury displacement in the vertical glass section of the U-tube

as a function of current through the capacitor. Both data sets yield the same slope:

0.0164(5) cm/nA.

DELTAEC, as will be presented in Sec. 4.5. The thermophysical properties of the mixture

were input to the model through an external fluid file. This fileconsists of a series of user

defined polynomial coefficients that are used to calculate the density, the specific-heat at

constant pressure, the thermal conductivity, the square ofthe sound speed, and the dynamic

viscosity of the gas. Appropriate coefficients were determined using kinetic theory and

interpolation of empirical data, as described below.

First, the precise composition of the gas mixture must be determined. Following the

procedure described in Sec. 3.3.4, the acoustic flow tube wasfilled with a mixture of ap-

proximately 2 atm of3He and 1 atm of O2 at a temperature of 20◦ C. Although the partial

pressures of3He and O2 can be determined at the time of filling from known internal vol-

umes and pressures in the the manifold, the pressure in the AMR changes over time as3He

gas diffuses through the walls (cf. Sec. 4.1). It also changes as the ambient temperature

of the apparatus changes. Regular adjustments were made to the gas mixture in the acous-

tic flow tube to maintain the system at a constant pressure. O2 was added or some of the

mixture was removed, and the air pressure in the complianceswas adjusted to return the
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mercury to equilibrium. The total pressure of the gas in the acoustic flow tube is measured

with each adjustment. In order to determine the makeup of themixture it is sufficient to

measure the partial pressure of one of the two components.

As discussed in Sec. 2.1.4, the longitudinal relaxation timeT1 of 3He decreases with the

addition of a paramagnetic gas such as O2 or nitric-oxide (NO). For example, Archibaldet

al. [87] studied the dependence of the relaxation rate,1/T1, of 3He on the concentration of

NO. In a field of 1.5 T and at room temperature they found1/T1 = 0.0502(3)×[NO]s−1

where [NO] is expressed in amagat.1 Similarly, Saamet al. measured the relaxation of
3He in the presence of O2 and found1/T1 = 0.45(1)×[O2] s−1, again with [O2] expressed

in amagat [86]. A density of 1 amagat of O2 would therefore result in a3He longitudinal

relaxation time of 2.22(5) s. If collisions with paramagnetic gas molecules are the dominant

relaxation process, then a measurement ofT1 can be used to determine the concentration of

O2 in the mixture. The other relaxation mechanisms that one might consider include dipole-

dipole interactions between3He atoms, collisions with mercury vapour, interactions with

the wall, and the diffusion of3He in magnetic field gradients. The longitudinal relaxation

time for pure3He due only to dipole-dipole interactions within the gas is estimated by

Newburyet al. to be1/T1 = 1.34 × 10−5[3He] s−1 [92], which is negligible compared to

the effect observed for O2. Timsit has measured the effect of various metal surfaces onthe

relaxation of3He and noted that mercury vapour did not cause any appreciable relaxation

over a time scale of order104 s [88]. The relaxation of3He associated with walls made of

various glasses (and with various coatings) has been measured by several groups [88, 57].

Relaxation times in excess of 104 s were routinely measured. Finally, diffusion of3He

in magnetic field gradients should be considered. A particleundergoing a random walk

in a magnetic field gradient will experience variations in magnetic field strength. If the

spectral density of this changing field is non-zero at the Larmor frequency, nuclear spin flips

(and hence relaxation) can be induced. Schearer and Walters2 showed that the relaxation

associated with Brownian motion in a magnetic field gradientyields a relaxation rate [94]

1

T1
=

2

3
γ2G2

〈

U2
〉 τc
ω2
0(ω

2
0τ

2
c + 1)

(4.2)

1An amagat is a unit of density equivalent to the density of an ideal gas at atmospheric pressure and 0◦ C

(1 amg≈ 44.6 mol/m3).
2Gamblin independently derived a similar result using a classical random walk argument [93].
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whereG = ∂B/∂x is the magnitude of the transverse magnetic field gradient,〈U2〉 is

the mean square molecular velocity,τc is the time between collisions, andω0 is the mean

Larmor frequency. TakingG = 10 G/cm as the worst case scenario (gradients near the ends

of the acoustic flow tube where it leaves the MRI magnet) yields values ofT1 ∼ 104 s. Even

this is likely to be an underestimate as the time required for3He to diffuse half the length

of the acoustic flow tube (τ ∼ l2/D) is of order104 s as well.

The estimates presented above indicate that O2 will completely dominate the3He lon-

gitudinal relaxation time, and hence the O2 density can be inferred from a measurement

of T1. These measurements were regularly made as necessary usingthe inversion-recovery

method. First, the nuclear magnetization is inverted with aπ pulse after which it immedi-

ately starts to relax back to equilibrium. After a delayτ , aπ/2 pulse is applied to measure

the z-component of the magnetization at that time. The inversion-recovery sequence is then

repeated for different delay timesτ and the resulting signal is compared to the function

S(τ) = S0(1− 2e−τ/T1) , (4.3)

which is simply Eq. (2.9) withMz(0) = −M0. In practice it is often difficult to achieve

perfectπ pulses, and hence the inversion of the magnetization is imperfect. This can be

remedied to some extent by replacing the coefficient of 2 appearing in Eq. (4.3) by a variable

b such that1 ≤ b ≤ 2. Fitting this empirical function to the data typically resulted in a value

of b = 2 within a 2% uncertainty, indicating that the quality of theπ pulses was very good.

A sample T1 inversion-recovery data set is shown in Fig. 4.4 along with afit to Eq. (4.3).

The O2 density inferred from these data is 1.40(4) amagat (1.50(5)atm at 20◦ C). With a

total gas pressure of 3.013(15) atm, the remaining 1.51(4) atm is associated with3He.

Once the composition of the gas mixture has been determined,its thermophysical prop-

erties can be calculated using kinetic theory and the ideal gas law. Treating the mixture as

an ideal gas, the mean molar mass isM = x1M1 + x2M2 wherex1 andx2 are the3He

and O2 molar fractions andM1 andM2 are the respective molecular masses. The mixture

density isρm = Mpm/RT whereR is the universal gas constant. Similarly, the isobaric

heat capacity per mole isCp = x1Cp1 + x2Cp2 which leads to an isobaric heat capacity per

unit mass ofcp = Cp/M . The same method is used to calculate the isochoric heat capacity

per mole and heat capacity per unit mass. With these quantities in hand, the heat capac-

ity ratio γideal = Cp/Cv and the sound speeda =
√

γidealRT/M can then be calculated.
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Figure 4.4: Amplitude of the NMR signal as a function of time for an inversion-recovery

experiment. The solid line represents a fit to Eq. (4.3) yielding T1 = 1.59(4)s.

The viscosity, thermal conductivity, mass diffusion coefficient and thermal diffusion ratio

of the mixture are then calculated using the procedure presented inMolecular Theory of

Gases and Liquidsby Hirschfelder, Curtiss and Bird [72]. The approach is based on the

Chapman-Enskog theory using a Lennard-Jones (6-12) potential. The details of the imple-

mentation of the transport coefficient calculations used inthis work are given in App. C.

4.5 DELTA EC Model and AMR characterization

DELTAEC is an important tool that is often used during the preliminary design of thermoa-

coustic devices (see Sec. 2.2.5 for a brief introduction). The algorithm is based on Rott’s

thermoacoustics, which was developed in the low amplitude limit where the time depen-

dent components of pressure, velocity, etc. are small (see Sec. 2.2). Practical devices often

operate outside of this limit and consequently the results generated through integration of

the appropriate differential equations are often inadequate. A number of empirical tech-

niques have consequently been incorporated into DELTAEC to improve the correspondence

between model calculations and the performance of real devices. This is done by inserting
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Figure 4.5: Schematic of the DELTAEC model of the AMR.

segments that modify the solution process. For example, at high volume flow rates, changes

in gas flow direction are associated with additional pressure drops, known as minor losses,

that are not accounted for in linear DELTAEC models. Additional segments can be added

to a model that compensate for these minor losses to improve the agreement between the

model and measurements used to characterize the device.

One of the goals for building the AMR and attempting to study gas motion using VPE-

MRI is to be able to ultimately create acoustic flow conditions that are found in practical

devices, but that are not accurately modelled in DELTAEC. To this end, a DELTAEC model

for the AMR was developed for comparison with VPE-MRI data.

The model of the AMR comprises eight distinct components. From right to left in

Fig. 4.5 these are the bellows, the piston compliance, the piston duct, the piston U-tube

resonator, the acoustic flow tube, the end U-tube resonator,the end duct and the end com-

pliance. The bends in the tubing are neglected for the time being. The duct and compliance

components are modelled using the DUCT segment. In DELTAEC, a DUCT is simply a

tube where the perimeter, the cross-sectional area, and thelength are used to define the

dimensions. The bellows is also modeled as a duct, in which the average of the inner and

outer diameters is used to calculate the cross-sectional area and the perimeter is an effective

value set so as to give the correct surface area for the convolutions of the walls.

The U-tube resonators are modelled using the VESPEAKER segment, which simulates

a voice coil driver that is in series with the flow. A voice coilbehaves like a damped mass

and spring resonator with an electromagnetic drive consisting of a resistive coil that moves

a permanent magnet. The U-tube resonators can also be modelled as a damped mass and

spring resonator which means that they can simulated using the damped harmonic oscillator

parameters of the VESPEAKER segment with the electromagnetic drive parameters set to
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zero.3

Empirical mass, spring constant and damping coefficients for each U-tube were estab-

lished by measuring the decay of free oscillations of the mercury at atmospheric pressure.

First the mixture was removed from the acoustic flow tube and the AMR was brought to

atmospheric pressure. The piston duct and acoustic flow tubewere disconnected from the

top of the piston U-tube. The piston drive was set near the resonant frequency and the pis-

ton duct was temporarily connected to excite oscillations in the mercury. The piston duct

was then decoupled from the U-tube allow the mercury to oscillate freely. The output of the

mercury displacement transducer was recorded for 10 s. A similar procedure was employed

to measure the free oscillation decay for the end U-tube resonator.

The equation of motion for a damped mass and spring harmonic oscillator with a linear

resistive force can be written

d2x

dt2
+

b

m

dx

dt
+
k

m
x = 0 (4.4)

wherem is the mass,b the damping coefficient andk is the spring constant. The solution is

of the form

x(t) = Ae−Γt/2 cos(ωt+ α) + x0 (4.5)

wherex0 is the initial position,A is the amplitude of the motion,Γ = b/m andα is the

phase of the oscillation. The angular frequency of the motion is given by

ω2 = ω2
0 −

Γ2

4
=

k

m
− b2

4m2
(4.6)

whereω0 =
√

k/m is the angular resonant frequency of the oscillator in the absence of

damping. The VESPEAKER model requiresk, m, andb to define the behaviour of the

damped oscillator. Equation (4.5) was fit to the data from each U-tube withA, Γ andα

as free parameters. It was immediately evident that there was an additional exponentially

decaying offset in the data. That is, the mercury displacement was best fit by an empirical

function of the form

x(t) = x0 + A cos(ωt+ φ)e−Γt/2 + A1(1− e−Γ1t/2) (4.7)

3In practice, it was necessary to assign a non-zero value for the coil resistance to avoid a divide by zero

error. The value of this resistance has no effect on the outcome of the model calculations with the other

electrical parameters of the VESPEAKER segment set to zero.
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Figure 4.6: Free decay of mercury oscillations in the pistonand end U-tube resonators. The

solid line in each plot is the result of fitting Eq. (4.7) to thedata. The dashed lines represent

the exponentially decaying offset. The parameters extracted from these fits are: (a)ω =

7.383(1) s−1, Γ = 0.569(2) s−1, Γ1 = 0.35(2) s−1 (b)ω = 7.405(3) s−1, Γ = 0.730(5) s−1,

Γ1 = 0.63(4) s−1

whereA1 is the offset amplitude andΓ1 the second decay constant. Mercury displace-

ment data for both the piston and end U-tubes are shown in Fig.4.6, along with fits of

Eq. (4.7). The contribution of the exponentially-decayingoffset term in Eq. (4.7) is also

plotted. Agreement between the fit and the data is very good. The VESPEAKER segment

is not capable of modeling the exponentially decaying offset, and so this piece of informa-

tion is disregarded in the model. Mechanisms that might be responsible for this effect are

discussed later in this section.

Two of the variables extracted from the fits of Eq. (4.7) to thedata were used to establish

corresponding parameters in the VESPEAKER segments of the DELTAEC model:Γ andω.

However, this is not sufficient. A third parameter, either the effective spring constant or the

effective mass of the U-tube resonators, needs to be specified. The frequency of the damped

oscillationω depends on the undamped resonant frequency of the systemω0. An expres-

sion for the theoretical valueω0 can be used to completely determine the VESPEAKER

parameters.
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(a) Simple U-tube (b) One wider vertical arm (c) Consticted U-tube

Figure 4.7: Models of the U-tube resonator. (a) Simple U-tube with uniform cross-sectional

area. (b) Uniform cross-sectional area through the bend andone wider vertical section. (c)

A constriction in the bend.

One method for analyzing the resonance of an undamped simpleharmonic oscillator

is to look at the total mechanical energy of the system [95]. The sum of the kinetic and

potential energies is

E = K + U =
1

2
mv2 +

1

2
kx2 . (4.8)

wherev is the velocity of the fluid. Three physical models of the U-tube resonator are shown

in Fig. 4.7, in order of increasing complexity. To begin, consider the simple U-tube shown

in Fig. 4.7a. It has a uniform cross-sectional areaA and the total mass of liquid is given by

m = ρAL, whereρ is the fluid density andL is the linear length of liquid. Assuming that all

of the fluid moves at the same velocity, the kinetic energy isK = 1
2
ρALv2. The potential

energy associated with a displacementx away from equilibrium isU = gρAx2, where

g is the gravitational constant. From these expressions we can define an effective spring

constantkeff = 2gρA and effective massmeff = ρAL. The natural resonant frequency of

the system is thenω2
0 = 2g/L.

The analysis is similar for the case shown in Fig. 4.7b, in which one of the two vertical

sections of the U-tube involves a segment of lengthlg that has a larger areaAg. The re-

mainder of the tube (including the bend) has areaAp and lengthlp. The subscripts here are

intended to refer to the glass and plastic tubes used in the construction of the real apparatus.

Recall that the displacement of liquid is measured in the glass tube. The potential energy
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associated with a displacementx is now

U =
1

2
ρgAg

(

1 +
Ag

Ap

)

x2 . (4.9)

The effective spring constant of this system is thenkeff = ρgAg(1+Ag/Ap). If the amplitude

of the displacement is small so that|x| ≪ lg, then the volume of liquid in each section

remains approximately constant and the kinetic energy can be written

K =
1

2
ρAg

(

lg + lp
Ag

Ap

)

v2g (4.10)

giving an effective mass ofmeff = ρAg(lg+lpAg/Ap). In practice this is not a good assump-

tion. The maximum excursion of the mercury is comparable tolg. From this perspective,

one is better off using Eq. (4.9) to extract an effective spring constant rather than using

Eq. (4.10) to extract an effective mass. The analysis procedure was thus to extractΓ and

ω from fits of Eq. (4.7) to the mercury oscillation decay data (e.g. Fig. 4.6) and then rely

on tube dimensions to provide an effective spring constantkeff (through Eq. (4.10)). The

effective mass was then assigned so as to give the natural resonant frequency implied by

Eq. (4.6) (i.e.ω2
0 = keff/meff). The effective mass, spring constant, and damping coeffi-

cients extracted from this analysis were then used in the DELTAEC VESPEAKER model of

the U-tube resonator.

A number of assumptions are buried in the semi-empirical resonator model described

above. The first of these is that the plastic section of the U-tube has a constant cross-

sectional area. In the process of forming the resonators thetubing collapsed slightly and

thus the cross-sectional area in the vicinity of the bend is smaller than the nominal area

Ap. This situation is shown in Fig. 4.7c. Under these conditions, the velocity of the liquid

through the bend will be higher than in the straight plastic section, increasing the total

kinetic energy. This is not a significant issue and in practice is accounted for by using an

effective mass. The second assumption is that the displacement amplitude is small. As

noted above, this is a poor assumption and the primary motivation for not using Eq. (4.10)

to define the effective mass. Accounting for large amplitudedisplacements leads to the

following nonlinear differential equation

E =
1

2
ρAg

[

lp
Ag

Ap
+ lg +

(

1−
A2

g

A2
p

)

x

](

dx

dt

)2

+ ρgAg

(

1 +
Ag

Ap

)

x2 (4.11)
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where now the effective mass in the kinetic energy term is a function of displacement.

Another effect that could have a significant impact on the performance of the model is

associated with the flow of liquid through the junction between the glass and plastic tubes.

As a real fluid flowing through a tube experiences a sudden change in diameter, some kinetic

energy is dissipated. For steady flows losses are typically of the formE ∝ Kv2 wherev is

the velocity of the fluid andK is a loss coefficient. In general, the value ofK associated

with a sudden enlargement of tube diameter is greater than that for a sudden contraction

in diameter. For an oscillatory flow, this assymetry resultsin a mean pressure difference

across the junction. This effect has been used previously tobuild a “gas diode” which in

effect leads to a partial rectification of flow driven by the net pressure difference across the

constriction [96]. It may play a role in the work described here, in that it may contribute to

the exponentially decaying offset observed during the mercury free decay experiments.

The remaining pieces of information that must be entered into the DELTAEC model are

the conditions of the gas in the system. There are two fluids used in the AMR. The two

compliances and associated volumes contain dry air and the acoustic flow tube in the imag-

ing region is filled with a mixture of3He and O2. DELTAEC has a number of “built in”

fluids that can be used to construct device models, includinga model for air. It also has

the capability for accepting “user defined” fluids. A file defining the3He-O2 mixture used

in this work was created using parameters derived from measurements of mixture compo-

sition and calculations of relevant thermophysical and transport properties as outlined in

Sec. 4.4. The remaining parameters required by the DELTAEC model include the mean

internal pressure, the mean temperature, the drive frequency, and the amplitude of the drive

volume velocity, all of which are measured. The drive volumevelocity is estimated by cal-

culating|Upiston
1 | = ω|ξpiston

1 |Apiston, where all three parameters on the right hand side of this

expression are determined from measurements.

The DELTAEC model of the AMR was tested against measurements of mercury dis-

placement under a variety of conditions. The photodiode trigger pulse, pressure transducer,

and mercury displacement transducer outputs were recordedfor a period of 5 s at various

drive frequencies. The time data were then fit to a sinusoidalfunction to extract the am-

plitude and phase relative to the trigger pulse of the pressure and mercury displacement

oscillations.

The initial characterization of the AMR model was performedat atmospheric pressure,



CHAPTER 4. CHARACTERIZATION OF THE APPARATUS 90

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 1.6

 1  1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8

H
g 

A
m

pl
itu

de
 (

cm
)

frequency (Hz)

(a) Piston U-tube

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 1  1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8

H
g 

A
m

pl
itu

de
 (

cm
)

frequency (Hz)

(b) End U-tube

Figure 4.8: Measured (data points) and modelled (curve) frequency response of the AMR

when the entire apparatus is filled with air at atmospheric pressure.

and with the entire volume (including the acoustic flow tube)filled with air. The only vari-

able that was adjusted to improve the correspondence between the model and the measured

response was the volume displaced by the bellows as it was moved by the piston. The fre-

quency response of the mercury displacement under these conditions is shown in Fig. 4.8,

along with predictions of the DELTAEC model. The model had difficulties converging on

a solution at frequencies below1.15 Hz. Here, and in subsequent plots showing the fre-

quency response of the AMR, conversion from measured mercury displacement amplitude

ξ1 to volume flow rateU1 is obtained throughU1 = ωAAgξ1 and is typically known to 2%.

The mercury filled U-tube resonators form a coupled harmonicoscillator with two natural

modes, with the gas in the acoustic flow tube acting as the coupling agent. The low fre-

quency mode is characterized by in-phase motion of the mercury in the two resonators and

yields the highest gas displacement amplitudes. The high frequency mode involves anti-

phase motion of the mercury, producing large amplitude pressure oscillations and small

amplitude gas displacement near the center of the acoustic flow tube. These two modes are

associated the two peaks in mercury displacement amplitudethat are evident in Fig. 4.8.

The internal pressure of the system is approximately 3 atm when the acoustic flow

tube is charged with an appropriate gas mixture for MRI. The higher pressure causes the

frequency of both natural modes to increase. This is due to the stiffening of the compress-

ibility of the gas, which is inversely proportional to pressure, in the compliances as well
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as in the acoustic flow tube. In order to test the response of the system and to compare

its behaviour with the DELTAEC model, the frequency response was measured again with

the3He-O2 gas mixture in the acoustic flow tube and a corresponding amount of air in the

compliances. The external fluid model of the gas mixture was inserted into the acoustic

flow tube section of the AMR in the model. The data and the modelcalculations are shown

in Fig. 4.9. Only the lower frequency mode is still visible inthe same frequency window.

The maximum of the measured mercury displacement amplitude, and hence the mercury

velocity amplitude, shows an increase in going from 1 atm to 3atm internal pressure. This

is the result of stronger coupling between the piston and theU-tubes at higher pressure. It is

evident that there are significant additional losses at higher amplitude that are not accounted

for in the model, which assumes laminar flow.
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Figure 4.9: Measured frequency response of the AMR when charged to 3 atm, and the pre-

dictions of the DELTAEC model assuming laminar gas flow throughout. The only damping

damping included here is associated with the mercury.

The Reynolds (Re), Dean (De) and Womersley (α) numbers are used for classifying

flow patterns in tubes for straight steady flow, flow around bends, and pulsatile flow, re-

spectively. A description of these dimensionless numbers can be found in Sec. 2.2.6 and

their definitions are given in Table 2.1. The AMR has four 90◦ elbows that cause the gas

flow to transition between horizontal motion (in the piston duct, end duct, and acoustic flow

tube) and vertical motion (in the U-tubes); see Fig. 3.1. Thetwo elbows fabricated from

PMMA (containing air) have a mean bend radiusR = 2.5 cm while those fabricated from
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glass (containing the3He-O2 mixture) haveR = 0.9 cm. Typical Reynolds, Dean, and

Womersley numbers for air at 1 atm, for air at 3 atm, and for a3He-O2 mixture at 3 atm un-

der conditions found in the AMR, are listed in Table 4.1. The Reynolds and Dean numbers

are calculated using the measured peak mercury velocity at 1atm and 3 atm. The Reynolds

numbers are all well below the value of order 2000 at which which self-maintaining turbu-

lence is observed in steady pipe flow. The Womersley numbers are in the transitional range

between Poiseuille-like flow (α<1) and plug flow (α>10) and thus do not lead one to antici-

pate unstable flow. In fact, a comparison of the conditions inthe acoustic flow tube with the

experimental conditions reported by Kurzweget al. [97] strongly support the hypothesis

that flow in this region of the apparatus should be laminar. The Dean numbers for gas flow

through the elbows, on the other hand, are large enough that significant secondary flows are

expected; however they are still well below the typical transition threshold for the onset of

turbulence at De∼5000 [81]. Here it is worth noting that the ratio of the tube radius to the

mean bend radius is of order 0.7 for the glass elbows and 0.2 for the plastic elbows. For

ratios this large, deviations from the Dean-like flow patterns illustrated in Sec. 2.2.6 can be

expected [81]. This could lead to additional losses as the gas moves through the elbows at

peak velocity; however, it is not even remotely possible to reconcile the anticipated mag-

nitude of these losses [98] with the increase in damping thatwas observed when the mean

pressure in the AMR was increased from 1 atm to 3 atm.

Table 4.1: Peak Reynolds, peak Dean, and Womerseley numbersfor air at 1 atm and 3 atm,

and for a 3 atm 50-50 mixture of3He-O2 at an AMR operating frequency of 1.3 Hz.

Number Air 1 atm Air 3 atm 1.5 atm3He-1.5 atm O2

Reynolds 230 680 270

Dean 99 370 230

Womerseley 3.5 6.0 6.1

Instead, the mechanism underlying the enhanced damping observed at higher pressure

is almost certainly caused by the flow of mercury around the 180◦ bends in the two U-

Tubes. As was the case for gas flow through the 90◦ elbows, secondary (Dean) flows will

be established in the mercury as it oscillates. Taking the mean bend radiusR of a U-tube

to be2.25 cm, the inner diameterD of the tube to be0.95 cm, the acoustic frequency to
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be1.31 Hz and the kinematic viscosity of mercury to be1× 10−7 m2/s, one obtains a peak

Dean number of 3400 for a measured peak displacement amplitude of 0.5 cm and 17000

for a measured peak displacement amplitude of 2.5 cm. Here itis important to recall that

the mercury displacement amplitudes are measured in the larger diameter glass tube. Thus,

mercury dispacement amplitudes in the acrylic bends are larger than measured amplitudes

by a factorAg/Ap ∼ 1.75 (see Sec. 4.3). These estimates imply a transition from laminar to

turbulent flow at De∼ 5000 for a peak measured displacement amplitude of order0.7 cm

at a frequency of1.31 Hz, corresponding to a peak velocity amplitude of 12 cm/s. The

measured peak velocity amplitude of the mercury in Fig. 4.8 is 18 cm/s and in Fig. 4.9 is

37 cm/s, suggesting losses due to turbulent flow in the mercury are to be expected.

The observed non-linear (amplitude dependent) damping wasmodeled in DELTAEC by

introducing MINOR segments for each U-Tube, which introduce pressure drops propor-

tional toU2
1 . The coefficients governing the MINOR segment losses were then adjusted

through a trial and error until satisfactory agreement was reached between the model and

the data. Caution is required in interpreting the physical meaning of the MINOR loss coeffi-

cients. In particular, the MINOR segments should not be viewed as a model for dissipation

in the gas; rather they serve as an empirical model for dissipation in the mercury. In princi-

ple this could also be modeled by introducing a velocity dependent mechanical resistance

in the VESPEAKER segments used to model the U-Tubes.
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Figure 4.10: Same measured AMR response as shown in Fig. 4.9.Minor loss segments

have been added to the DELTAEC model to account for the observed additional damping.



CHAPTER 4. CHARACTERIZATION OF THE APPARATUS 94

Figure 4.10 shows the measured frequency response of the mercury displacement am-

plitude at 3 atm along with the predictions of the DELTAEC model after the MINOR loss

coefficients were optimized. It is evident that there is a marked improvement in the agree-

ment between the model and the data. The measured phase of themercury displacement

in both U-tubes as well as the results of the model are shown asa function of frequency in

Fig. 4.11a. The phase reference for the model was shifted by0.5 rad to compensate for the

timing of the photodiode trigger pulse. Also plotted in thisfigure is the model prediction

for the phase of the gas in the vicinity of the birdcage coil. The VPE-MRI experiments

that will be described in Ch. 5 were performed at an acoustic frequency of1.31 Hz. At this

frequency the motion of the mercury in the two U-tubes is nearly in phase. The solid line

in Fig. 4.11a shows the DELTAEC model prediction for the phase of the gas velocity in the

acoustic flow tube. The model indicates that the gas displacement amplitude and phase can

be estimated from the average of the measured mercury displacement versus time data. The

results are shown in Fig. 4.11b along with the DELTAEC model prediction for gas displace-

ment near the birdcage coil. Again there is good qualitativeagreement between the model

and the data.

On average, the displacement amplitude data lie within 10% of the model predictions.

The data appear to reach their maximum amplitude at a slightly higher frequency, and reveal

a slightly broader peak, both of which are indications that damping is still underestimated

in the DELTAEC model. Improving the level of agreement between the modeland the

data would likely require further characterization of the amplitude dependent losses in the

U-Tubes.

4.6 Birdcage Coil RF Field Homogeneity

In MRI, the application of RF tipping pulses and the inductive detection of nuclear spin

precession (i.e. signal acquisition) is done through RF coils or resonators tuned to the

Larmor frequency. In order for all of the spins in the coil to experience the same tipping

pulses, theB1 field must be homogeneous over the volume of the sample. Underthese

conditions, the sensitivity of the RF coil to spin precession will also be homogeneous.

The RF field homogeneity inside of the birdcage coil was evaluated using a cavity per-

turbation method similar to that outlined by Hayden and Hardy [99]. The shift in the res-
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Figure 4.11: (a) Phase of the mercury displacement in the (+)piston and (×) end U-tubes.

The dashed and dotted lines are the phases from the DELTAEC model for the mercury at

the piston and end sides of the acoustic flow tube, respectively. The solid line is the model

prediction for the phase of the gas displacement at the location of the birdcage coil. The

VPE measurements were performed at a frequency of 1.31 Hz which is marked by the

vertical dashed line. (b) The mean displacement amplitude of the mercury in the U-tubes.

The line is the DELTAEC model prediction.

onant frequency of a tuned coil is measured as a small sphere of dielectric or conducting

material is scanned through the sample volume. A dielectricsphere will perturb the elec-

tric field of the RF resonator while a conducting sphere will influence both the electric and

magnetic fields. It is therefore possible to directly probe the RF electric field but more

challenging to isolate just the magnetic contribution. Fortunately in the quasistatic limit ap-

propriate to the birdcage coil used in this work, the RF electric fields are entirely confined

to the capacitors around the end ring. This was confirmed by scanning a 4 mm diameter

Teflon sphere, which has a dielectric constantη = 2.1, through the sample volume; no shift

in the resonance of the coil was observed at the level of 1 partin 105. The implication is

that all subsequent resonant frequency shifts caused by theconducting spheres described

below are a result solely of RF magnetic field perturbations.

The resonant frequency of the birdcage coil was measured using the phase-locked-loop

(PLL) circuit depicted in Fig. 4.12. This circuit uses feedback to maintain a constant phase

shift between the signal provided by the function generatorand signal detected by the RF
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Figure 4.12: Phase locked loop used in the cavity perturbation measurement of the birdcage

RF magnetic field homogeneity.

coil. The function generator is operated as a voltage-controlled-oscillator (VCO), in which

the output RF frequency depends on the voltage applied to VCOinput. The output of the

VCO is inductively coupled to the resonator through the coupling loop. A small pickup

loop located on the opposite side of the resonator is then used to monitor the RF fields

excited in the birdcage coil. The direct coupling (mutual inductance) between the coupling

coils and pickup coils is very small. The RF coil behaves likea forced-damped oscillator,

and in general there is a phase shift between the driving signal applied to the coupling coil

and that received by the pickup coil. When the drive frequency matches the resonance of

the RF coil this phase shift is 90◦. The phase shift is measured using a Mini-Circuits SRA-

2CM phase sensitive detector (PSD). This device mixes two RFsignals producing an output

that is the product of the two inputs, and which can be decomposed into a superposition of

signals at the sum and difference frequencies of the inputs.The component oscillating
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at the sum of the two input frequencies is typically at a much higher frequency than the

component oscillating at the difference frequency, and canbe removed using a low pass

filter. For small phase angles the amplitude of the componentat the difference frequency is

proportional to the phase difference. One of the PSD inputs is derived from the output of the

RF generator by way of directional coupler. The other input is the signal from the pickup

loop, after being is amplified to the same level as the reference signal. The low pass filter

then removes the component of the PSD output at the sum frequency, and the remaining

signal at the difference frequency is fed back to the VCO input of the function generator

to complete the loop. The net result is that the RF output frequency tracks the resonant

frequency of the birdcage coil. Perturbations to this frequency, caused by the insertion of a

small conducting sphere are reflected in the VCO frequency output. The VCO input signal,

which is proportional to the frequency shift, is measured using an oscilloscope.

Small 4.07(5) mm diameter spheres of Teflon and steel were used to perturb the RF field

inside the birdcage coil. The experimental setup is depicted in Fig. 4.13. The beads were

attached to a fine nylon thread running through the resonator(parallel to its axis) and over

a pulley to a counter weight, providing tension. A set of Vernier calipers with 0.01 mm

precision fixed to the lab bench were used to position the beadalong the length of the

resonator. The VCO input voltage was monitored using a digital oscilloscope set to scan

at 1 s/div providing 10 s of recording time. After the bead wasinserted and the PLL had

stabilized, the oscilloscope was stopped. The change in voltage caused by the insertion of

the bead was then measured using the cursors. Measurements were made along the axis of

the coil as well as at radial displacements of 1.67(5) cm and 2.93(5) cm.

The resonant frequency of the birdcage coil drifted in time at a rate where some care

had to be taken to not compromise the perturbation measurement. The uncertainty caused

by this effect was minimized by rapidly inserting the bead into the RF coil and measuring

the shift on a timescale of order 1 second. The Vernier calipers were first adjusted to set the

bead position and then a bight of thread was withdrawn to remove the bead from the coil,

as shown in Fig. 4.13. The bight was then released, allowing the counter weight to pull the

bead back into position, at which point the oscilloscope trace was stopped and the change

in voltage was measured.

Figure 4.14 shows the measured frequency shift caused by themetal sphere as a func-

tion of position. These data directly reflect the relative RFmagnetic field amplitude. The
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Figure 4.13: Experimental setup used in the cavity perturbation measurement.

homogeneity of this field is very good over an axial distance of 4 cm and out to a diameter

of 4.86 cm, a volume over which the measured frequency shift varies by less than 10%.

The frequency response of a resonant circuit such as the birdcage coil can be charac-

terized by a Quality factor. This dimensionless number is measured by finding the ratio of

the resonant frequency and the full-width-at-half-maximum (FWHM) of the power spec-

trum. The loaded Quality factor of the birdcage coil, isolated from conducting surfaces,

was measured to be 440.

4.7 B0 Field Homogeneity

In order to obtain artifact-free MRI images, the static magnetic fieldB0 must be as homo-

geneous as possible. This ensures that all of the spins in thesample have the same Larmor

frequency. Imaging magnets typically employ a superconducting solenoid carrying a per-

sistent current to produce this field. Often, it is not intrinsically homogeneous at the level

required for MRI. In order to improve homogeneity the magnetmust be shimmed. That is,

small spatially-inhomogeneous magnetic fields are added toB0 in order modify the overall

profile of the field. The term “shim” originates from the use ofsmall pieces of ferromag-

netic sheet metal placed in the field to improve the homogeneity of electromagnets. Modern

magnets are typically shimmed using specially-designed coil sets that produce linear and

non-linear magnetic field gradients that can be independently controlled by adjusting the



CHAPTER 4. CHARACTERIZATION OF THE APPARATUS 99

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0.14

-6 -4 -2  0  2  4  6

∆f
 (

M
H

z)

axial distance (cm)

r=0cm
r=1.67cm
r=2.93cm

Figure 4.14: Frequency shift of the birdcage coil as a function of position during a cavity

perturbation measurement performed using a conducting sphere, as described in Sec. 3.4.

The resonant frequency was 48.351 MHz. The different datasets reflect measurements per-

formed at various radial distances from the axis of the coil.

appropriate currents.

The imaging magnet used in this work is a 30-cm-bore Oxford Instruments Horizontal

Superconducting Magnet System 80/300 operated at 1.5 T. Theimaging system consists of

a Tecmag Apollo console controlled by NTNMR version 2.4.21 software. The x, y, and

z linear magnetic field gradients are driven using Techron 8607 gradient amplifiers that

are controlled via NTNMR through an 18-bit DAC. The imaging magnet is equipped with

superconducting shims that were set and left in persistent mode when the magnet was first

cooled. Inserted into the bore of the magnet is a set of room temperature (i.e. resistive)

shim coils that are driven by an array of constant current sources. The current delivered to

each coil is independently set by adjusting a 10 turn potentiometer.

The homogeneity of the magnetic field can be characterized bymeasuring the FID from

a sample. This can be done either in the time domain or, by performing a Fourier transform

(FT), in the frequency domain. In the time domain, an improvement in shimming leads to a

larger initial signal amplitude and a slower decay of the signal over time. In the frequency
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domain, improvements are characterized by an increase in the area under the curve and a

narrowing of the linewidth. In fact, the linewidth characterizes the distribution of Larmor

frequencies over the sample.

Figure 4.15: Tube coil used to image the water phantom.

The initial round of magnetic field shimming was performed using an 88µmol/cm3

CuSO4-water solution as a sample or a “phantom.” The CuSO4 was added to lower the
1H nuclear relaxation timeT1 to about 0.15 s. At this point, the AMR had already been

assembled and pressure tested in situ, prior to energizing the magnet. Consequently the

acoustic flow tube obstructed the axis of the magnet. In orderto place the water sample

near the center of the magnet a special tuned tube coil was built. As shown in Fig. 4.15,

this resonator fits around the acoustic flow tube. The cylindrical former for the tube coil

has a pair of holes perpendicular to its axis and has been cut in half lengthwise so that it

can be assembled around the the acoustic flow tube. The coil itself is made with copper

sheet wrapped around the former creating a single turn inductor. The two ends of this

inductor are brought close together, with only a thin Teflon sheet between them, forming a

capacitive junction. The area and spacing of these capacitor plates is then adjusted to set the

resonant frequency to 64 MHz (the1H Larmor frequency in a 1.5 T field). At resonance,

this coil produces aB1 field along its axis. Two 10 ml phantoms were placed in the tube

coil, one above and the other below the acoustic flow tube. Once in place, the resonator and

phantoms could be translated along and rotated about the z-axis of the magnet with ease.

The superconducting shims and, initially, the room temperature shims (see Table 4.1)

were adjusted through a trial and error process in which the FID from the water phantom

was used as an indicator. NTNMR provides a numerical indicator called ‘Shim Units’ that
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Table 4.2: List of the shims used to improve the homogeneity of the overall magnetic field.

Function indicates the spatial dependence of the z-component of the small shim fields that

are superimposed onB0. The x- and y-components of these shim fields are assumed to have

negligible effect on the overall field, which is true as long asB0 is large. Gradient Order

is the largest exponent in the function describing the field.Interaction Order indicates the

relative sequence in which the shims must be adjusted. When ahigher interaction order

shim is adjusted, all of the shims of lower interaction ordermust subsequently be adjusted

in order to optimize field homogeneity.

Common Function Gradient Interaction

Shim Name Order Order

X x 1 0

Y y 1 0

Z z 1 0

Z2 2z2 − (x2 + y2) 2 1

ZX zx 2 2

ZY zy 2 2

2XY xy 2 1

X2-Y2 x2 − y2 2 1

Z3 z[2z2 − 3(x2 + y2)] 3 2

Z4 8z2[z2 − 3(x2 + y2)] + 3(x2 + y2)2 4 2

is the sum of the magnitude points in the data. This is essentially a numerical integral

of the acquired signal magnitude. A larger number indicatesthat the initial magnitude

of the FID is larger, or that the decay time is longer, or both,all of which indicate an

improvement in average field homogeneity regardless of the line shape. First the x, y, and z

shims were optimized. One of the second-order shims was thenadjusted and the x, y, and

z shims were re-optimized in accordance with the interaction order outlined in Table 4.2.

If an improvement was observed, this procedure was then repeated for each of the same

higher order shim until no further gains were made. This procedure was then repeated for

each of the higher-order shims until no further improvementseemed possible. After the

initial round of shimming with the water phantom at 64 MHZ the3He signal was found
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at 48.6 MHz using the birdcage coil and additional shimming adjustments were made to

optimize the signal coming from the gas volume. At this point, the linewidth of the3He

signal in the frequency domain seemed limited to a real component FWHM of 30 Hz.

To make further improvements inB0 field homogeneity, the orthogonalization and op-

timization routine developed by Michal was employed [100].The spatial dependence of

the magnetic field gradients used in shimming is based on spherical harmonics. These shim

fields should ideally be orthogonal to one another with minimal interaction. That is, the

total field in the vicinity of the sample is of the form

B = B0+ ∼∞
i=0 aigi (4.12)

where the functionsgi describe the spatial dependence of the shim fields. In practice, the

shim fields are not perfectly orthogonal. This situation is exacerbated by the magnetic

susceptibility of the sample which can alter the field profileof bothB0 and the shims them-

selves. The procedure presented by Michal produces a set of composite shim fields that are

orthogonal. A composite shim is composed of a number of shimswhose control currents

are adjusted proportionately. The procedure implemented in this work, which differs in

some respects to the original prescription, is presented below.

The technique is based on numerically integrating

I =

∫

S(ω)ω2dω (4.13)

whereS(ω) is the line shape data from the Fourier transform of the FID. If the maximum

is located atS(0), this integral gives the second moment of the spectrum.I varies paraboli-

cally with the strength of the applied shim field. As the current flowing through a shim coil

moves away from its optimum value, the width of the spectrum increases. The weighting

factorω2 in the integrand increases the magnitude ofI for a broader spectrum. The bottom

of the parabola formed by plottingI as a function of shim current represents the optimum

shim value for any one shim control. In practice only three spectra yielding three measure-

ments ofI are required. One spectrum is acquired at an initial shim valued0 producing

a second momentI0. Two more spectra are acquired with the shim current increased and

decreased by a symmetric amountd relative tod0 yielding second momentsI+ (for d+ d0)

andI− (for d− d0). The new optimum shim setting is then

a =
I− − I+

4dA
(4.14)
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whereA is the quadratic coefficient given by

A =
I+ + I− − 2I0

4d2
. (4.15)

The next shim field that is to be adjusted can be orthogonalized relative to the previous shim

using the Gram-Schmidt orthonormalization procedure [101]. This is done by applying

currents to two shim coils simultaneously with offsetsdi anddj and calculating the second

moment for the resulting spectra on the basis of Eq. (4.13). Once the four second moment

integrals have been calculated, the interaction coefficient of the gradients is given by

Cij(i 6= j) =
I++ − I+− − I−+ + I−−

8didj
(4.16)

where the plus and minus signs indicate the polarity of the current offsetsdi anddj applied

to shimsi andj. For example, the spectrum for theI++ term is acquired with both shims

set to the high current setting. The orthogonal composite shim is then given by

g′ = gj − Cijgi . (4.17)

This composite shim can then be optimized by acquiring spectra with symmetric current

as described above for a single shim using Eqs. (4.13), (4.14), and (4.15). A third shim

can then be orthonormalized to the composite shim, the new composite shim that is created

can be optimized, and so on, until all of the available shim controls have been adjusted.

In principle, one complete cycle through all of the available shim controls should produce

an optimally-homogeneous field but in practice further improvements can be achieved with

two or more passes. After applying several iterations of this method the3He line width

in the acoustic flow tube was reduced from a FWHM of 30 Hz to about 5 Hz. A sample

spectrum is shown in Fig. 4.16.

4.8 Pulsed Magnetic Field Gradients

MRI pulse sequences require the application of linear magnetic field gradient pulses in order

to measure the spatial distribution of nuclear spins in the sample. The shape and timing of

magnetic field gradient pulses are set in NTNMR using a “shapetable” and a parameter

defining the duration of the pulseτ . The shape table consists of a list ofn numerical values
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Figure 4.16: Typical3He FID lineshape at 48.6 MHz after performing the Michal shimming

procedure. The line has a FWHM of 5.1 Hz.

that range from -100 to 100 and that are proportional to the amplitude of the gradient pulse.

The time between points isτ/n. Another parameter called the "gradient amplitude", which

ranges between -100 and 100, is used to specify the total amplitude of the pulse.

An Oxford Instruments 265/235 Gradient Coil System was inserted into the bore of the

room temperature shim cylinder. The x, y, and z linear gradient set of this insert were used

in this work. The inner diameter of this insert is 23.5 cm and the x, y, and z gradient coils are

nominally calibrated to produce 0.12174 G/cm/A, 0.11431 G/cm/A, and 0.11511 G/cm/A

respectively. The location of the isocenter of the magneticfield gradients is also specified

relative to the ends of the former by the manufacturer. The Techron 8607 Gradient Ampli-

fiers used to drive currents through the gradient coils each have a current monitor output

with a calibration of 20 A/V. In the absence of induced eddy currents, a measurement of the

current monitor output as a function of time could be used to calculate gradient strengths.

In practice, this at best provides a rough estimate. An accurate in situ measurement of the

magnetic field gradients produced at the location of the gas sample was performed using a

set of custom gradiometer coils. The MR imaging of a water phantom of known geometry

was used to calibrate gradient field strengths.

As magnetic field gradients are switched on and off (pulsed) in the magnet, it is possi-
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ble for eddy currents in conducting materials located near the coils to build up and decay.

These eddy currents alter the gradient fields to which the sample is exposed. Consequently,

the strength and time dependence of applied field gradients cannot always be directly in-

ferred from a measurement of applied currents. The conducting structures that surround

the linear gradient coil set include the cylindrical metal bore of the magnet itself, the room

temperature shim coil set, and a copper RF Faraday shield that is situated on the inner sur-

face of the gradient coil insert. The room temperature gradient shim set of the MRI magnet

includes x, y and z linear gradient coils that were not used, and whose current leads were

left unconnected. The strength of induced eddy currents depends on the time rate of change

of the magnetic fielddB/dt. A magnetic field gradient pulse with a square envelope will

induce large eddy currents because of the largedB/dt at the leading and trailing edges of

the pulse. From this perspective, it is desirable to apply long, low amplitude pulses. To

acquire images rapidly and to improve SNR by reducing effects related toT2 dephasing, it

is necessary to shorten the duration of gradient pulses which in turn increases the amplitude

of induced eddy currents. A compromise between these two goals must be reached.

The shape of the gradient pulse that is used in a pulse sequence depends on its intended

function (see Sec. 2.1). The two field gradient shapes employed in the VPE-MRI sequence

that will be described in Sec. 5.1 are the trapezoid and the half-sine. One method for re-

ducing eddy currents relative to those induced by square pulses is to employ pulse shapes

that expose conducting surfaces to lower values ofdB/dt. For example, frequency encod-

ing along the x-axis during data acquisition is often accomplished using a trapezoidal field

gradient envelope. A linear ramp brings the amplitude of thegradient up to the desired

value, at which point the current is held constant. After thesignal has been acquired from

the sample another linear ramp brings the amplitude of the field gradient back to zero. Any

eddy currents that circulate during the acquisition phase will alter the nuclear spin preces-

sion and create image artifacts. To reduce the influence of eddy currents on precession, the

dB/dt of the ramp can be reduced simply by increasing the amount of time taken to reach

the maximum. The role of read-rewind, phase-encoding, and velocity-phase-encoding field

gradients is to induce a net phase shift in the precession of the nuclear magnetization. There-

fore, it is the time integral of the pulse that is of interest.A variety of shapes are used to

generate these types of pulses; in this work the half-sine field gradient pulse shape was

used. This gradient pulse mimics the positive lobe of the sine function. AlthoughdB/dt
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is large near the leading and trailing edges of the pulse, it quickly decreases in magnitude

with time and is zero when the gradient is at its peak amplitude. The peak rate of change is

significantly less than a square pulse of similar area and duration.

Figure 4.17: Longitudinal and transverse gradiometer coils. The shaded areas represent

the locations of the coils. The coils are connected in seriesand counterwound so that the

voltage across either pair is the difference in induced EMF.The parameters is the distance

between the coils, which is used in Eq (4.18) to calculate thegradient strength.

Two gradiometer coil sets were used to measure the magnetic field gradients. One set

of coils was used to calibrate the z-gradient and the other set was used to calibrate the x-

and y-gradients. The physical arrangement of the coils in these gradiometers is shown in

Fig. 4.17. The longitudinal gradiometer consists of two identical coaxial coils. The coils

each haveN = 65 turns of wire, an areaA = 4.52(5) cm2, and they are separated by

a distances = 3.54(5) cm. When the z-axis magnetic field gradient is pulsed the EMF

E = NAdB/dt induced in the two coils will be different, because of the separation that

exists between them. If the coils are connected in series butcounterwound with respect to

one another then the voltage measured across the circuit will be the difference∆E between

the two EMFs. From a measurement of∆E the field gradient amplitude can be calculated:

G =

∫

∆E
NAs

dt . (4.18)

The transverse gradiometer operates in a similar manner. Its two coils are mounted so that

they lie in the same plane. The center to center separation ofthe two coils iss = 5.52(5) cm;

they are otherwise identical to the longitudinal gradiometer coils.

These gradiometers were used to measure the time dependent amplitude of the magnetic

field gradient pulses employed in the VPE-MRI sequence shownin Fig. 5.1. A special NT-
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NMR sequence was written to repeat a gradient pulse 128 times, using the same shape

table, timing, and field gradient amplitude as used in the imaging sequence itself. Both

trapezoid and half-sine pulse shapes were characterized for the x field gradient. The trans-

verse gradiometer output was connected to a PAR 113 pre-amp to amplify the net EMF

across the coils. This pre-amp has a 100 MΩ input impedance and provided a gain of 100.

The pre-amp output was monitored using a Tektronix TDS 7054 DPO digital oscilloscope.

After averaging, the oscilloscope was used to numerically integrate the EMF and display

the result as a function of time. This integrated signal is proportional to the field gradient

strength. The raw data were also transferred to a computer where they were numerically

integrated and analyzed using the Origin 8 SRV v8.0951 software package.

-0.2

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 0  1  2  3  4  5  6  7  8  9  10

∫ V
 d

t  
 (

nV
 s

)

time (ms)

Figure 4.18: Ringing in the z field gradient, observed in response to a 1 ms duration half

sine pulse.

First, the spatial linearity of the magnetic field gradientswas studied. While one of

the gradients was pulsed repeatedly and the response was monitored on the oscilloscope,

the gradiometer was translated through the imaging region near the isocenter of the field

gradient coils. The x and y field gradient maps revealed deviations from linearity of less

than 1% within a 9 cm radius of the isocenter. As soon as the first observations of the

z field gradient were made it was evident that a decaying oscillation occurred at the end
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of each pulse. This was surprising, because the x and y field gradients did not exhibit

this behaviour. An example of these oscillations can be seenin Fig. 4.18. The ringing

looks like an exponentially-decaying sinusoid with a frequency of 1.1085(3) kHz and a time

constant of 1.318(3) ms. The phase and amplitude of the ringing varied as the gradiometer

was translated along the z-axis, but the phase remained constant for any z-position as the

gradiometer was moved in the x-y plane. The exact origin of this ringing is unknown.4

One method for dealing with eddy currents is to modify the shape of the current pulse

sent to the amplifiers so as to achieve the desired magnetic field gradient pulse shape at

the sample location. The modification of the current pulse shape is known as preemphasis.

Typically the build up and decay of eddy currents are exponential in time, but multiple

time constants can be involved depending on the number and type of eddy current sources.

NTNMR has a built in preemphasis function that can be used to modify the field gradient

pulse shape tables before the waveform is sent to the amplifiers. For a gradient pulse that is

described in time byG(t), the preemphasis function produces an output

Gout(t) = G(t)
[

A0 + A1e
−t/τ1 + A2e

−t/τ2 + A3e
−t/τ3

]

. (4.19)

The NTNMR preemphasis function was applied to both the x and yfield gradients. Be-

cause the acoustic flow tube obstructs the axis of the magnet the center of the transverse

gradiometer was positioned 5 cm below and 4 cm to the side (along +x) of the tube, and was

aligned with the center of the z field gradient. Preemphasis adjustments were performed

while observing gradient pulses identical to those used in the VPE-MRI pulse sequence

that will be described in Sec. 5.1. The rewind pulse for the x field gradient, the phase en-

coding pulse along y, and each lobe of the VPE gradient along zall have a half-sine shape

and a 1 ms duration. The field gradient pulse shape was observed using the numerically

integrated gradiometer signal produced by the oscilloscope. The dominant time constant

was estimated by finding the time interval required for the tail of the signal to drop by a

factor of e−1 relative to its amplitude at the end of the applied pulse. Theamplitude pa-

rameter associated with this time constant was then adjusted by trial and error until the

4The origin of the ringing was unknown as of the date this thesis was sent to the external examiner. Addi-

tional experiments were performed between the thesis submission and examination dates. These experiments

revealed that the observed ringing is related to acoustic modes in the acoustic flow tube and not due to eddy

currents. That work is described in an addendum to the thesisin Appendix D. The discussion of the ringing

in terms of the eddy current hypothesis is retained throughout the thesis.
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Figure 4.19: Measured time integral of the gradiometer voltage during a y magnetic field

gradient pulse (a) without preemphasis and (b) with preemphasis. The solid lines show the

ideal shape of the 1 ms half-sine pulse.

lineshape could no longer be improved. This process was thenrepeated for two more time

constants. An example illustrating the improvement made tothe y magnetic field gradient

is shown in Fig. 4.19. The field gradient pulse produced usingpreemphasis compensation

is indiscernible from the ideal pulse shape represent by thesolid line.

The z magnetic field gradient required special treatment to compensate for the oscilla-

tions that occur at the end of the half-sine pulse. A special shape table was created that

counteracts the ringing as well as the exponentially decaying eddy currents. This shape ta-

ble was created using the Origin software package. The voltage signal from the gradiometer

was transferred from the oscilloscope to a computer and thenloaded into Origin. The data

were then numerically integrated and scaled so that the maximum amplitude had a value

of 100, corresponding to the maximum input value allowed in ashape table. The idealized

half-sine shape was then subtracted from the signal leavinga residual associated with eddy

currents. A function of the form

S(t) = A1e
−t/τ1 sinωt+ φ+ A0e

−t/τ0 (4.20)

was fit to the oscillating residual. The parametersA1 and τ1 represent the initial ampli-

tude and time constant of the decaying oscillation with frequencyω and phaseφ, and the

parametersA0 and τ0 represent the initial amplitude and time constant of the dominant
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exponentially-damped eddy current. The phase parameter inEq. (4.20) was then shifted by

90◦ to create a decaying oscillation that leads the induced oscillation. This phase-shifted

function was then added to the idealized half-sine shape table. The magnetic field gradient

pulse that was produced using this new shape table was then measured using the gradiome-

ter and the process repeated. In Fig. 4.18 the amplitude of the ringing component of the

signal is 15% of the maximum amplitude of the ideal half-sinepulse and has a time con-

stant of 1.3 ms. The shape table used in the pulse sequence anda bipolar field gradient

pulse measured using the gradiometer are shown in Fig. 4.20.With the compensated half-

sine shape table the maximum deviation after the end of the pulse as measured using the

gradiometer is reduced to approximately 2% of the maximum pulse amplitude.
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Figure 4.20: (a) Plot of the shape table used to null the ringing in the half-sine z field

gradient pulse. (b) The measured time integral of the gradiometer voltage during z magnetic

field gradient pulses.

4.9 Calibration of Magnetic Field Gradients

Quantitative analysis of VPE-MRI experiments requires accurate calibration of the mag-

netic field gradients used in the pulse sequences. Although the calibration of the ampli-

tude of the magnetic field gradients could be performed usingthe gradiometer along with

Eq. (4.18), MRI gives a more direct measure of how the field gradients affect the images
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Figure 4.21: The inner dimensions of the water phantom used in calibrating the magnetic

field gradients.

that are acquired. This includes the scaling of the image as well as any image artifacts

due to inhomogeneities inB0. After the VPE-MRI experiments were completed the gas

mixture was removed from the acoustic flow tube and the AMR wasdisassembled to allow

unfettered access to the center of the MRI magnet.

The images used in the calibration of the magnetic field gradients were acquired using

a phantom filled with an 8µmol/cm3 Cu-SO4-water solution inside of a 5.0 cm diameter,

5.0 cm long tube resonator tuned to 63.57 MHz. The phantom inner dimensions are shown

in Fig. 4.21. The imaging sequence was the same spin echo sequence as was used for3He,

and will be described in Sec. 5.1. The read-rewind and phase-encoding field gradient pulses

involved the same 1 ms half-sine shape. The other timings were varied to produce an echo

time TE , as shown in Fig. 5.1, of 52.4 ms. The mapping of k-space is 256by 256 points

with a SNR at the center of the echo withky = 0 of approximately 2500. No slice selection

was used in acquiring the images which are therefore two dimensional projections of the

water distribution in the phantom. The read gradient was applied along the x-axis, which

is in the horizontal direction perpendicular to the bore of the magnet. Two images were

acquired: one with the phase encoding gradient applied along the y-axis and the other with

the phase encoding in the z-direction, which is parallel to the bore of the magnet. The FOV

in the read and phase encoding directions were calculated based on the size of the water

phantom in the images. The magnetic field gradient strengthswere then calculated using

Eqs. (2.28) and (2.29).

The x-y projection image is shown in Fig. 4.22a. As can be seenthere are some imaging

artifacts in the phase encoding (vertical) direction. The distortion is primarily a skew effect



CHAPTER 4. CHARACTERIZATION OF THE APPARATUS 112

(a) x-y projection (b) x-z projection

Figure 4.22: Projection image of the water phantom in the x-yplane with 256× 256 points.

The dimensions of the phantom in the image are given in points, which can be scaled to

find the image FOV from the physical dimensions of the phantomspecified in Fig. 4.21.

where the top of the image is shifted to the left relative to the bottom, parallel to the x-axis.

This can be corrected by a shear mapping algorithm. The x-z projection image shown in

Fig. 4.22b reveals further evidence of the skew image artifact in the x-y plane. This can

be seen as a shift of the smaller diameter top of the the phantom to the left relative to the

bottom. This is consistent with the shift seen in the x-y image. These data reveal the nature

of residual inhomogeneities in theB0 magnetic field.



Chapter 5

VPE-MRI of Acoustic Motion in a Gas

The motion of gas in the acoustic viscous boundary layer has been studied since the mid-

1860s [67, 25, 24]. The publication of Rott’s theory in 1969 [27], explaining the rich

diversity of thermoacoustic phenomena, brought about a resurgence of research around

this topic. Lately there has been another push to develop imaging modalities capable of

capturing details of gas motion under conditions found in thermoacoustic devices. These

techniques, which were briefly noted in Ch. 1, include hot-wire anemometry [42], laser-

Doppler anemometry [43, 44], and particle-image velocimetry [43].

MRI has been used previously to acquire 2D images of thermally polarized3He mixed

with O2 [51] in a rat lung. It has also been used in conjunction with hyperpolarized3He

to produce velocity maps reflecting – amongst other things – the steady flow of gas in a

tube and the inspiration of gas into the lungs of a human subject [15]. In this chapter I

will describe time- and spatially-resolved measurements of gas velocities in the viscous

boundary layer (AVBL) obtained using VPE-MRI on thermally polarized3He mixed with

O2. The apparatus used to perform these experiments was described in Chs. 3 and 4.

The coordinate system used in this chapter follows the MRI convention in which slice

selection is performed along the z-axis, phase encoding is along the y-axis, and frequency

encoding is along the x-axis. The acoustic flow tube in the imaging region is therefore

parallel to the z-axis in this scheme, and the velocity of thegas will be a function of x and

y. This contrasts with the convention used in thermoacoustic theory (e.g. Sec. 2.2) which

has the acoustic wave propagating in the x-direction.

113
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5.1 Pulse Sequence

There are a seemingly limitless number of pulse sequences used in MRI, each with its own

advantages and disadvantages. The VPE-MRI pulse sequence used in this work to produce

gas velocity maps is pictured in Fig. 5.1. It is a variation ofthe spin echo imaging sequence

outlined in Sec. 2.1.9. The application of a bipolar VPE pulse, shown as a dotted line in

the figure, introduces a velocity-dependent phase shift in the precession of the3He nuclear

spin, as described in Sec. 2.1.10. The images produced by this sequence are 2D snapshots

of the gas velocity.

Figure 5.1: VPE-MR imaging sequence used in this work. The external trigger is used for

synchronizing image acquisition with gas motion. The delayTφ sets the phase of the image

relative to the acoustic cycle of the gas. The echo time is shown asTE , and is twice the time

between the two RF pulses. The bipolar VPE field gradient pulse is indicated by a dotted

line. The widthτ of the pulse lobes and the time∆ between the leading edges of the pulses,

along with the maximum amplitude of the field gradient, determine the FOS given by Eqs.

(2.33) and (2.34).

Note that slice selection is not used in this pulse sequence.Slice selection would lead

to a reduction of signal amplitude both because it would involve excitation of a smaller
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volume of spins and also because of irreversible losses (attenuation) associated with the

diffusion of 3He during application of the necessary (additional) field gradients. Instead,

there is an effective slice selection imposed by the axial extent of the RF fields produced

by the birdcage resonator (about 4 cm; see Fig. 4.14). The alignment of the acoustic flow

tube in the imaging region, with the geometric axis of the magnet, was measured to be

within 1◦. The motion of gas in this tube is symmetric about the center of the magnet and

has very little z-dependence, as confirmed by modeling. It will thus simply be assumed

that the velocity is uniform along the axial extent of each voxel. Based on the Womerseley

number and Reynolds number calculated using the peak gas velocity during each cycle of

the oscillation (Table 4.1), the flow inside this tube shouldbe laminar [97]. Consequently,

there should be no coherent motion of the gas in the transverse (x and y) directions and a

measurement of the z-component of the velocity alone shouldsuffice.

The imaging sequence begins with a 1 ms 5-lobe truncated sincπ/2 RF pulse that

tips the spins into the transverse plane. Next, read-rewindand phase-encoding magnetic

field gradient pulses are applied, along with the first lobe ofthe bipolar velocity-phase-

encoding (VPE) field gradient pulse. These gradients are applied simultaneously to avoid

unnecessary dephasing by intrinsicT2. The field gradient pulses have a half-sine shape

and a durationτ = 1 ms. The half-sine shape was chosen to limit the excitation ofeddy

currents, as discussed previously in Sec. 4.8. The negativelobe of the bipolar VPE pulse is

applied after a time delay∆, as measured from the rising edge of the first lobe of the VPE

pulse. Next, a 1 ms 5-lobe sincπ RF pulse prepares the spin echo by inverting the phase

of the nuclear magnetization. The read field gradient is thenramped up, again to limit the

excitation of eddy currents, and the spin echo is recorded during the constant plateau. The

relative strength of the read-rewind field gradient pulse and the read gradient are chosen so

as to form an echo at the same time as the spin echo caused by theπ RF pulse at timeTE .

This sequence is repeated with different phase encoding field gradient strengths to produce

a two dimensional map of k-space. The advantage of using thissequence over a gradient-

recalled echo sequence is that some residualB0 field inhomogeneities are refocused.

The full imaging sequence is performed twice. One image is acquired precisely as

described above and, in this thesis, is referred to as the VPEimage. A second image is

taken with the bipolar pulses turned off. This provides a phase reference and is thus called

the reference image. The phase of the complex data from the reference image is subtracted
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from the phase of the corresponding data from the VPE image. The velocity of the gas

is proportional to the resulting phase difference by a factor of FOS/2π, where the FOS is

found using Eqs. (2.33) and (2.34). Recall that the image field of speed (FOS) is determined

by the pulse timeτ , the delay time∆, and the amplitude of the VPE pulse. The attenuation

of the signal caused by diffusion during the bipolar field gradient pulse is described by Eq.

(2.36).

The initiation of the pulse sequence is synchronized with the motion of the gas in the

acoustic flow tube using the external trigger input of the Apollo console. The synchroniza-

tion signal is generated by a photodiode emitter-receiver pair that is periodically interrupted

by a small piece of copper foil attached to the piston rod. This signal alternates between

0 V and 5 V with a period equal to that of the piston. The rising edge of the photodiode

signal triggers a Stanford Research Systems model DS345 function and arbitrary waveform

generator that is programmed to output a 1 ms TTL pulse. The waveform generator out-

put is fed to the Apollo console external trigger input whereit is used to launch the pulse

sequence. It was found that the waveform generator was triggered more predictably by the

photodiode signal than was the spectrometer. After the synchronization pulse is received

there is a delayTφ before the initialπ/2 RF pulse is generated. This sets the phase of the

acoustic cycle of the gas at which the image is taken. A delay was also added to the end of

the entire sequence so that it would be repeated every secondacoustic cycle. The relative

phase between the gas motion and the photodiode signal depends on the frequency of the

AMR drive, as discussed in Sec. 4.5.

5.2 Uncertainty in the Measured Velocity

The heterodyne detection scheme used in this experiment provides complex data having

real and imaginary components. To compare velocity images with theory, it is necessary to

estimate the uncertainty in the data. The velocity in each pixel of the image is calculated

from the phase difference between the VPE image and the reference image, multiplied by a

factor of FOS/2π. The uncertainty in the velocity will therefore depend on the uncertainty

in the phase of the images.
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The phase at each point in the image is

φ = tan−1

(

Ire
Iim

)

(5.1)

whereIre andIim are the real and imaginary pixel intensities, respectively. Assuming white

noise, the uncertainty in the data is characterized by the standard deviation of fluctuations

in the realσ(Ire) and imaginaryσ(Iim) channels acquired when no signal is present. An

examination of the noise in each channel of the spectrometerused in this work reveals that

they are independent and well-balanced (i.e. exhibit the same noise level). The noise can

therefore be characterized by a single standard deviationσ(I0) = σ(Ire) = σ(Iim). By a

propagation of errors calculation the uncertainty in the phase calculated using Eq. (5.1) is

[102]

σ(φ) =
σ(I0)

|I| (5.2)

where|I| is the magnitude of the signal. The uncertainty in the measured velocity will then

be

σ(u1) =
FOS
2π

√

σ(φref)2 + σ(φVPE)2 (5.3)

whereσ(φref) andσ(φVPE) represent standard deviations in the phase noise of the reference

and VPE images, respectively. The magnitude of the signal inthe VPE images is much

smaller than that of the reference images because of the signal attenuation caused by3He

diffusion during the bipolar field gradient pulse, but the standard deviation of the amplitude

noise in both images is equal. Consequently, the noise in thephase signal will be higher

in the VPE images than in the reference images. The standard deviation of the amplitude

noiseσ(I0) was calculated for each image using data that comes from far away from the
3He signal (i.e. outside of the acoustic flow tube). These measurements confirmed that

σ(Ire) = σ(Iim). Typical velocity uncertainties range from 2 to 5 cm/s whilepeak measured

velocities are as high as 30 cm/s.

5.3 Preliminary Velocity Maps

The goal of this study was to measure the velocity of gas in theAVBL as a function of

transverse position and time (i.e.u1(x, y, t)). The time dependence here is sinusoidal and
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can be separated from the spatial dependence such that

u1(x, y, t) = u1(x, y)e
iωAt+φ0 (5.4)

whereωA is the angular frequency of the oscillatory motion andφ0 is the initial phase.

The spatial dependence of the gas velocity in a cylindrical geometry depends on the radial

distance from the tube axisr =
√

x2 + y2, and is given by Eqs. (2.70), (2.71), and (2.72).

This function is complex, and involves a phase shift of the gas motion near the cylinder wall

relative to that along the axis. It is the real component of Eq. (5.4) that is reflected in the

measured velocity maps. Each map represents a snapshot at one phaseφA(t) = ωAt+φ0 in

the acoustic cycle. Here, the phaseφ0 is measured relative to the photodiode trigger used to

synchronize the pulse sequence with the AMR drive. The time dependence of the velocity

can therefore be studied by acquiring images at different delay times spanning one period

of the acoustic cycle.

5.3.1 Data Acquisition

The first complete set of velocity phase encoded (VPE) imageswere taken over a 7 day

period during which data were acquired on 5 out of the 7 days. Starting each day, the AMR

was set in motion at a frequency of1.31 Hz (period of763 ms). The photodiode trigger and

the piston U-tube mercury displacement signals were monitored on an oscilloscope. The

drive frequency tended to vary slowly with time. Any change in this frequency would cause

changes in the trigger period, the mercury displacement amplitude, and the relative phase

between the two traces. Small manual adjustments were made to the frequency control

to maintain the drive at1.31 Hz. Before launching the imaging sequence, the birdcage

coil was tuned and theπ RF pulse was calibrated by adjusting the power level until a null

signal was observed in the FID. Theπ/2 RF pulse amplitude was then set by looking for

the maximum FID signal. The first image that was acquired eachday had the velocity-

phase-encoding pulses turned off so as to produce a reference image. This was followed

by a succession of velocity-phase-encoded images taken at 40 ms delay increments. The

reference image and the VPE images were Fourier transformedand the phase of the signal

in each pixel was calculated. The phase of the reference image was subtracted, pixel-by-

pixel, from each of the VPE images. The resulting datasets were multiplied by the VPE
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scaling factor FOS/2π to produce velocity maps. The uncertainty in the velocity associated

with each pixel was calculated using Eq. (5.3). This processwas repeated each day until

velocity maps spanning the acoustic cycle had been acquired.

Table 5.1: VPE-MRI pulse sequence parameters and the data acquisition order for the pre-

liminary data set.Np is the number of phase encoding points,Nr the number of read points,

andNA the number of averages. The delayTφ is the time between the AMR trigger and the

π/2 pulse.

(a) Imaging parameters

parameter value

TE 10.0 ms

Tπ 6.1 ms

τ 1.0 ms

∆ 3.0 ms

Gp max 0.419 G/cm

Np 32

Gr 0.10 G/cm

GVPE max 1.67 G/cm

Nr 128

TR 1.527 s

NA 64

∆f ±2500 Hz

(b) Acquisition order

Day Tφ(ms)

1st 317, 357, 397, 437, 477

2nd 517, 557, 597

3rd 637, 677, 717, 277

4th 237

7th 197, 157, 117, 77, 37

The measured image delay times and the order in which data were acquired, along with

the imaging parameters used for this set of experiments, aresummarized in Table 5.1. The

resulting pixel dimensions are 0.121(3) cm, along the frequency-encoding direction (x), by

0.58(2) cm, along the phase encoding-direction (y). The FOSwas 96(3) cm/s mapping

phase shifts [−π, π] to [-48,48] cm/s. The uncertainties in pixel dimensions and the FOS

are based on the calibration of the field gradients as described in Sec. 4.9. The image

acquisition time was 52 minutes.

Sample images reflecting the magnitude (as opposed to the phase) of reference and VPE
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Figure 5.2: Sample images reflecting the magnitude of the detected3He precession signal

for reference and VPE datasets. The FOV has been reduced to show details near the acoustic

flow tube. The magnitude of the VPE field gradient pulse was 1.67 G/cm.

datasets are shown in Fig. 5.2. The average SNR of this reference image is 21 and that of

the VPE image is 11. The decrease in the VPE image SNR relativeto the reference image

is a consequence of3He diffusion while the (bipolar) VPE field gradient is applied, which

results in an irreversible loss of coherent spin precession.

5.3.2 Analysis

The measured velocity maps were compared to the theoreticalprediction for a1.30(5) cm

diameter cylindrical tube with an acoustic frequency of1.31 Hz and a volume flow rate

U1 = 26.5 cm3/s. The viscous penetration depth was calculated to beδν = 0.15(2) cm for

the mixture of1.5 atm 3He and1.5 atm O2 that was used in the experiments. The mixture

composition was determined from a measurement of the3He nuclear relaxation timeT1
performed on the first day of the data run.

The theoretical velocity profileu1(r) is given by Eqs. (2.70), (2.71), and (2.72). A pro-

gram (Gnuplot v. 4.4) using an implementation of the non-linear least-squares Marquardt-

Levenberg curve fitting algorithm was used to fit the theoretical expression for the velocity

profile as a function of timeu1(r) exp(i(ωAt+φ0)) to the data. The Bessel functionsJ0(x)

andJ1(x) in Eqs. (2.71) and (2.72) have complex arguments but the built-in Bessel func-
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tions used in the fitting program could only handle real arguments. Instead, user-defined

functions were employed based on the Taylor series expansions of the complex Bessel func-

tions aroundx = 0 given by [103]

Jfit
0 (r) =

10
∑

m=0

(−1)m

(m!)2

(

(i− 1)r/δν
2

)2m

(5.5)

Jfit
1 (r) =

10
∑

m=0

(−1)m

m!(m+ 1)!

(

(i− 1)r/δν
2

)2m+1

. (5.6)

The complete fitting function used the following equations:

hfit
ν (r) =

Jfit
0 (r)

Jfit
0 (R)

(5.7)

f fit
ν =

2Jfit
1 (R)

Jfit
0 (R)(i− 1)R/δν

(5.8)

ufit
1 (r, φ) = ℜ

(

1− hfit
ν (r)

1− f fit
ν

〈u1〉 eiφ
)

(5.9)

whereR is the radius of the cylinder and〈u1〉 = U1/A is the spatial average of the velocity

amplitude, which is equal to the volume flow rate divided by the cylinder areaA. The phase

of the acoustic cycle is

φ = ωAt+ φ0 (5.10)

whereωA = 2πfA is the angular frequency of the acoustic oscillation andφ0 is the initial

phase. The fitting function Eq. (5.9) as well as the real part of Eq. (5.4), as calculated

using GNU Octave v.3.2.3, are plotted in Fig. 5.3 forφ = 0 andR/δν = 0.65/0.15 =

4.3. Also plotted is the residual, which is calculated by takingthe difference between the

two functions. The largest deviations are of order one part in 106 of the peak velocity.

The smallest relative uncertainties in the velocity measurements are typically around 10%;

therefore the truncated series given above are more than sufficient for the fitting process.

The computation times for these fits are only a few seconds so there is little advantage to

using fewer terms.

The pixel dimensions for the velocity maps are0.12 cm along the x-direction and

0.58 cm along the y-direction. The radius of the acoustic flow tubeis R = 0.65 cm. A

sketch showing an overlay of the data grid on the sample is shown in Fig. 5.4. The align-

ment of the grid with the sample is such that one line of data along the x-axis lies within
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Figure 5.3: A plot ofu1(r/R)/ 〈u1〉 versus the non-dimensional radiusr/R using the ap-

proximation given by Eq. (5.9) (solid line) and a calculation performed using Octave (+).

Also plotted is the difference between these functions (×), with the scale for the latter

shown on the right vertical axis.

one millimeter of the axis of the tube. The adjacent lines of data pass close to the tube wall.

They contain weaker signals leading to larger uncertainties in velocities. The initial attempt

at fitting Eq. (5.9) to the data was done using only the centralline of data along the x-axis

to take advantage of the stronger signal. A mean velocity amplitude 〈u1〉 = 20.0 cm/s was

used in the fit. This value was taken from the mercury displacement measurement at the

acoustic frequencyfA = 1.31(1) Hz. The viscous penetration depthδν = 0.15 cm was

calculated for the gas mixture of 1.5 atm3He and 1.5 atm O2. This leftφ as the only free

parameter determined in the fit.

Figure 5.5 shows the phase extracted from fits of Eq. (5.9) to the data as a function of

the delay timeTφ divided by the acoustic periodTA. The velocity maps were acquired in

40 ms delay increments starting fromTφ = 37 ms and ending at 717 ms. From Eq. (5.10)

the phase of each velocity map is expected to beφ(Tφ) = 2πfATφ + φ0, which is shown

as a solid line in the figure. The initial phaseφ0 is therefore the phase of the gas velocity

at the time of the trigger signalTφ = 0. At fA = 1.31(1) Hz, the DELTAEC model of the

AMR predicts the gas volume flow rate phase to be−1.5(2) rad.
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Figure 5.4: Arrangement of pixels relative to the1.30 cm diameter acoustic flow tube for

images acquired during the preliminary study. The pixel centers are marked by a dot and

the dashed lines mark their boundaries. The lines of pixels in the y-direction are slightly

offset from the axis of the cylinder.
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Figure 5.5: Phaseφ extracted from fits of Eq. (5.9) to the velocity maps as a function of

delay timeTφ divided by the acoustic periodTA. The solid line has a slope of2π and the

y-intercept is taken from the phase of the velocity relativeto the AMR drive trigger signal

as measured during an independent measurement of the AMR frequency response. The

data acquisition order is shown in Table 5.1b.

The data shown in Fig. 5.5 shows two distinct data groupings that parallel the expected
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linear relationship (note that they are grouped by day of acquisition, as indicated by sym-

bol type). The data acquired during the first four days show the expected trend in phase,

although their absolute values are offset by a substantial factor. There is then a jump in

phase of approximately 0.8 radians between the fourth day and the seventh day of the ac-

quisition period. This reflects some kind of uncontrolled systematic change in experimental

parameters.

As mentioned in Sec. 5.3.1, the frequency of the acoustic oscillations tended to slowly

drift away from the1.31 Hz nominal target over the course of an acquisition. To maintain

the acoustic frequency at a constant value, manual corrections were made to the drive fre-

quency control. The period of the photodiode trigger signaland the amplitude and phase

of the piston U-tube mercury displacement transducer output were monitored on an oscil-

loscope as indicators of the drive frequency. With these manual corrections, the maximum

deviation in mercury displacement amplitude and drive frequency were estimated to be

10% and 1%, respectively. The phase of the gas displacement in the acoustic flow tube is

shown in Fig. 4.11, as a function of drive frequency. At 1.31 Hz, the rate at which the gas

displacement phase (in the acoustic flow tube) changes relative to the drive frequency is

∆φ/∆f = −10 rad Hz−1. The phase of the gas velocity should exhibit the same frequency

dependence. A variation in drive frequency by 0.01 Hz thus results in a 0.1 rad shift in the

gas velocity phase.

One important parameter that was not monitored during the seven day data acquisition

period was the internal pressure of the AMR. Over this time period, gas diffusing through

the walls of the apparatus would cause a decrease in pressureeach day. Based on the

effective leak rate measurement presented in Sec. 4.1 the pressure in the system could have

dropped by up to 2% over the seven day span. Also, changes in the ambient temperature of

the apparatus would be accompanied by adiabatic pressure changes. On hot sunny days, the

room temperature increases throughout the morning, peaking in the early afternoon before

cooling again in the evening. Temperature changes of up to 4 Chave been observed under

these conditions. On cooler days, the ambient temperature is much more stable at 20(1) C.

To improve the repeatability of the conditions under which gas motion occurs from day to

day, the amount of gas in the AMR must be adjusted to maintain the system at constant

internal pressure.

The preliminary round of experiments also showed that the tuning of the birdcage coil
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tended to drift, and that these drifts are strongly correlated with temperature. As the tuning

of the RF coil shifts away from the Larmor precession frequency, its coupling to the external

circuitry degrades and some of the incident RF power is reflected back to the transmitter.

This situation results in the production of a weakerB1 field and hence an imperfectπ pulse.

This in turn is manifested by the appearance of an additionalFID signal at the beginning of

the data acquisition period. Note that detuning of the resonator also degrades the amplitude

of the detected NMR signal, as viewed by the spectrometer.

The sensitivity of the resonant frequency of the birdcage tochanges in temperature was

measured to be of order 37 kHz/K (or 770 ppm/K). A likely explanation for this sensitivity

is related to the fact that the tuning capacitors between theend ring and the axial rungs are

sandwiched between two pieces of PVC that are compressed by aseries of nylon bolts. The

thermal expansion coefficient for PVC is typically greater than that of nylon, and thus the

tendency is for the capacitor plates to be squeezed closer together (raising the resonant fre-

quency) as the temperature increases. Given the nominal thickness of the dielectric (70µm)

and the distance over which unconstrained differential contraction can occur (3 mm), a dif-

ferential thermal contraction of order4 × 10−5 K−1 is sufficient to produce the observed

effect. This value is consistent with typical thermal expansion coefficients for the two ma-

terials [104].

Irrespective of the mechanism underlying this temperaturesensitivity, the magnitude of

the effect highlights a serious deficiency in the design of the experimental apparatus. The

loaded Quality factor of the critically coupled coil is of order 440, and so a temperature

change of order 1 C is sufficient to shift the resonance by an amount comparable to its half-

width-at-half-maximum (HWHM). It is likely that temperature changes of this magnitude

were incurred during the acquisition of data. Acquisitionsthat showed a large FID signal

prior to the echo were aborted and the coil was retuned. The shift in the resonant frequency

observed prior to retuning was typically of order the HWHM. In addition to its influence

on the quality of tipping pulses and the amplitude of the detected signal, changes in the

tuning of the coil influence the phase of the NMR signal recorded by the spectrometer.

Temperature changes that occur between the acquisition of reference and VPE images (or

during the acquisition of any one image) thus introduce systematic errors into the inferred

velocity field. No alterations were made to the birdcage between the first- and second-round

of experiments; the temperature of the room was simply monitored and experiments were
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performed during time periods when it was stable.

5.3.3 Summary

The preliminary measurements indicated that VPE-MRI can beused to image the gas veloc-

ity in the AVBL as a function of space and time. Reducing the size of the pixel dimension

along the y-direction is necessary to enable the mapping of the velocity in two dimensions.

The jump in the phase of the measured velocity relative to thetrigger pulse observed be-

tween the last two days of data acquisition was most likely due to a combination of factors.

The pressure in the AMR most certainly decreased significantly over that time span as gas

diffused through the surfaces of the apparatus. This factor, combined with a change in am-

bient temperature, could have shifted the velocity amplitude and phase of the gas in the

acoustic flow tube at the operating frequency of 1.31 Hz by enough to explain the discon-

tinuity shown in Fig. 5.5. The pressure in the AMR must be adjusted each day to ensure

that the drive frequency and the gas velocity amplitude and phase is consistent. Care must

also be take to ensure that the tuning of the birdcage coil is stable. Shifts in the resonant

frequency during or between acquisitions will introduce systematic errors to the velocity

measurements.

5.4 Improved Measurement

The experiments described above are promising. They suggest that a reasonable measure-

ment of gas velocities in the AVBL ought to be possible. With the experience gained from

this initial exercise in hand, I introduced some improvements to the experimental method.

The timing, field gradient pulse strengths and averaging schemes of the pulse sequence

were altered to decrease pixel dimension along the y-axis, while maintaining or improving

the SNR in the velocity maps. A routine to maintain the pressure in the AMR was intro-

duced. Finally, the tuning of the birdcage coil was monitored more carefully to minimize

systematic effects introduced by changes in its resonant frequency.
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5.4.1 Data Acquisition

The pulse sequence parameters used in this measurement as well as those of the prelimi-

nary experiment are summarized in Table 5.2. The changes to the read-gradient strength,

acquisition bandwidth, and phase-encoding gradient pulseresulted in pixels of dimensions

0.18(2) cm× 0.39(3) cm in the x- and y-directions, respectively. The amplitude of the

VPE gradient pulse was decreased to give a FOS of 144(3) cm/s mapping phase shifts

[−π, π] to [−72, 72] cm/s. In an effort to improve the SNR, the number of averagesNA was

doubled while the number of phase encoding pointsNp was cut in half. The total image

acquisition time for the revised sequence was 78 min. The gasin the imaging region was re-

moved and the3He was extracted. The system was then recharged with a mixture of 1.7(1)

atm 3He and 1.3(1) atm O2, determined from the total gas pressure and a measurement of

T1 = 1.8(1) s. The viscous penetration depth under these conditions, and at an acoustic

frequency of 1.31 Hz, is calculated to beδν = 0.17(1) cm.

Table 5.2: Comparison of the VPE-MRI parameters used in the two experiments. The

information from Table 5.1a is duplicated here in the preliminary dataset column.

parameter preliminary improved

dataset dataset

TE 10.0 ms 16.6 ms

Tπ 6.1 ms 8.3 ms

τ 1.0 ms 1.0 ms

∆ 3.0 ms 3.0 ms

Gp max 0.419 G/cm 1.26 G/cm

Np 32 16

Gr 0.10 G/cm 0.067 G/cm

GVPE max 1.67 G/cm 1.12 G/cm

Nr 128 32

TR 1.527 s 2.290 s

NA 64 128

∆f ±2500 Hz ±625 Hz
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Each day the total mean pressure of the gas in the system was brought to 2,277 Torr.

This was done to ensure that the response of the AMR to the1.31 Hz drive was consistent

from day-to-day. The birdcage coil was then tuned to the Larmor frequency and monitored

until the resonance was stable for at least an hour. Theπ (π/2) pulses were then calibrated

by adjusting the RF power until the first zero (maximum) in theFID amplitude was found.

Eleven velocity maps were acquired at ten evenly spaced phases of the acoustic cycle with

increments in the delay time set at∆Tφ = 76.3 ms. A reference image was acquired prior

to each VPE image. The increased image acquisition time as well as the extra reference

image acquisitions meant that only one or two velocity maps were produced per day. The

data acquisition period lasted for two weeks.

Before the time-series data were Fourier transformed, the number of points along the

frequency encoding dimension was truncated to 32. This is discussed further in the fol-

lowing section. Sample reference and VPE images reflecting the magnitude of the signal

are shown in Fig. 5.6. The average SNR in these reference and VPE magnitude images are

21 and 18, respectively. The bipolar field gradient used in the VPE pulse is 2/3 the ampli-

tude of that used in the preliminary work. The loss of signal strength in the VPE image

compared to the reference image is therefore less substantial than in the previous round of

measurements. The average SNR of the velocity calculated using Eq. (5.3) is comparable

for the two sets of imaging parameters.

5.4.2 Truncation and Asymmetric Sampling of k-space

The field gradient strengths and pulse sequence timing listed in Table 5.2 were intended

to decrease the y-dimension of each pixel. The peak of the spin echo produced by this

sequence occurs 7.2 ms into the 102.4 ms read data acquisition time. This asymmetric

acquisition window is arranged to minimize signal losses caused byT ∗
2 dephasing and ad-

ditional losses associated with the diffusion of3He during the frequency-encoding field

gradient. Figure 5.7a shows the magnitude of the signal acquired during frequency encod-

ing but without the phase encoding pulse. The “calculated” line indicates the magnitude of

the signal that is expected for the inverse Fourier transform of a 1.3-cm-diameter cylinder

and a read gradient amplitude of 0.067 G/cm. Also shown on this plot are curves repre-

senting the contributions to signal amplitude decay through T2
∗ losses and3He diffusion
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Figure 5.6: Sample images reflecting the magnitude of the detected3He precession sig-

nal for reference and VPE datasets. The magnitude of the VPE field gradient pulse was

1.12 G/cm.

during the frequency-encoding gradient. Diffusion duringthe read magnetic field gradient

dominates the signal losses. The time at which the echo appears was chosen so that full-

width of the central maximum of the signal is recorded along with part of its first side lobe

in the -kx direction. Delaying the echo any further in time would result in significant diffu-

sion related signal losses. Approximately 25 ms after the beginning of signal acquisition,

the signal amplitude is completely buried in noise and contributes little information. The

dataset was therefore truncated from 128 points to 32 pointsalong the read direction before

the Fourier transform was performed. The measured and calculated magnitude of the time-

series signal are shown in Fig. 5.7b. The correspondence between the two is reassuring. No

adjustable parameter other than a scaling factor for the amplitude is involved. This speaks

to the accuracy of the field gradient calibrations.

The map of k-space that is acquired using this pulse sequenceis discrete, finite and

asymmetric. This will result in image artifacts. To developsome intuition as to the types of

artifacts that might be expected, the 32 by 16 point k-space mapping was simulated using

the Fourier transform of the cylinder function (see Eq. (A.9) in App. A). The discrete

Fourier transform was then used to calculate the ideal imageone would expect in Cartesian

space. The resulting k-space map and corresponding Cartesian space magnitude image are

shown in Fig. 5.8. This model does not incorporate attenuation of the signal due toT2
∗
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Figure 5.7: Magnitude of a signal acquired during the read gradient without phase encoding.

Panel (a) shows magnitude data along with the time-dependence expected from the Fourier

transform of the cylinder function in the absence of decay processes (Eq. (A.9)). It also

shows the signal attenuation one would expect to observe if the decay was dominated byT2
∗

(Eq. (2.11)) or diffusion during the read gradient (Eq. (2.35)). The vertical line marks the

point at which the data were truncated. Panel (b) shows the same echo data after truncation

to 32 points.

dephasing or diffusion of3He in the read gradient. The simulation of the truncation of the

k-space map predicts two signal peaks in the image magnitudealong the x-axis. This Gibbs

ringing artifact is clearly visible in the sample referenceimage and to a lesser extent in the

VPE image shown in Fig. 5.6. The simulation also predicts broadening, with signal being

observed in pixels located just outside the acoustic flow tube. The strength of the signal in

these pixels is of order 20% that of the maximum signal strength in the image.

5.4.3 Evaluation

An evaluation of the velocity maps acquired using the improved procedure was performed

in a manner analogous to that used during the preliminary work. The time series data

were Fourier transformed, the reference image phase was subtracted from the VPE image

phase and the result was scaled by the FOS/2π. Equation (5.9) was then fit to the line of

velocity measurements passing closest to the center of the tube with the phaseφ as the
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Figure 5.8: (a) Simulation of a two dimensional MRI k-space map for a 1.3-cm-diameter

cylindrical sample using the imaging parameters summarized in Table 5.2. (b) Fourier

transform of the simulated dataset.

only free parameter. A mean velocity amplitude〈u1〉 = 20.0 cm/s and viscous penetration

depthδν = 0.17 cm were used in the fit. The results are shown in Fig. 5.9 along with a

line indicating the expected trend. The y-intercept of thisline is set to−1.5 rad based a

measurement of the phase of the mean gas velocity relative tothe photodiode trigger, as

outlined in Sec. 4.5. The velocity maps were acquired in order of increasingTφ. The maps

represented by points atTφ/TA = 0 and 1 are separated in phase by2π and therefore image

the velocity at the same phase in the acoustic cycle. These images were acquired on the first

and last days, respectively, of the two week data collectioninterval. The difference in the

extracted phase between these images is 0.11(6) rad. This suggests that the reproducibility

of the experiment has been improved relative to the preliminary round of measurements.

5.4.4 Summary

A set of eleven velocity maps were acquired at ten equally-spaced phases of the acoustic cy-

cle. The initial evaluation, performed by fitting Eq. (5.9) to the velocity maps to determine

φ, shows the expected sinusoidal dependence of gas velocity on the delay timeTφ between

the photodiode trigger pulse and the launch of the imaging sequence. The image pixel di-

mensions are 0.18(2) cm× 0.39(3) cm which provides sufficient resolution to produce two
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Figure 5.9: The phaseφ extracted from fits of Eq. (5.9) to the velocity maps as a function

of delay timeTφ normalized to the acoustic periodTA. The solid line has a slope of2π

and the y-intercept is taken from the phase of the velocity relative to the AMR drive trigger

signal as measured during an independent measurement of theAMR frequency response.

dimensional maps of the flow field. The average uncertainty inthe velocity measurements

remains unchanged from the preliminary work. The repeatability of the flow conditions in

the acoustic flow tube were improved by maintaining the AMR atconstant pressure. The

temperature dependence of the birdcage coil resonant frequency remains as a significant

factor limiting reproducibility. A quantitative analysisof the data from the second round of

image acquisition is presented in Ch. 6.



Chapter 6

Results and Discussion

This chapter presents a more detailed analysis of the data from the second round of VPE-

MRI experiments outlined in the previous chapter. It amounts to a study of the velocity

profile for a gas undergoing acoustic oscillations in a cylindrical tube. The conditions for

this experiment were such that much of the gas was in the viscous boundary layer. Velocity

maps were acquired at 10 evenly-spaced phases of the acoustic cycle and are compared

to the theoretical velocity profile expected for a cylindrical tube, as summarized in Ch. 2

(Sec. 2.2.4). The experimental results and method are then compared with AVBL velocity

measurements as performed by Huelszet al. using Hot Wire Anemometry (HWA) [42],

and by Castrejón-Pitaet al. using Laser Doppler Velocimetry (LDA) and Particle Image

Velocimetry (PIV) [43].

6.1 Velocity Maps

Velocity maps were produced using the spin-echo pulse sequence outlined in Sec. 5.1 and

the procedure described in Sec. 5.4.1. The acousto-mechanical resonator was adjusted to

drive spatially-averaged peak displacement oscillationsof 2.4 cm in the acoustic flow tube

at a frequency of1.31(1) Hz (acoustic periodTA = 763(6) ms). The peak volume flow rate

was thusU1 = 26.5(7) cm3/s. The phase of the acoustic motion relative to the photodi-

ode trigger pulse was−1.50(8) rad, as determined from the acousto-mechanical resonator

characterization described in Sec. 4.5. The gas mixture wascomposed of1.7 atm3He and

1.3 atm O2 and so at this frequency the viscous penetration depthδν = 0.17(1) cm, as

133
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calculated from kinetic theory (see Sec. 4.4). This corresponds to 26% of the acoustic flow

tube radiusR = 0.65(1) cm. Alternatively,R/δν = 3.8 (cf. Fig. 2.14). The delay time

T ′
φ = Tφ + TVPE between the photodiode trigger pulse and the midpoint of thebipolar VPE

gradient pulse was sequentially incremented byTA/10 = 76.3 ms to acquire images at 10

equally-spaced phases of the acoustic cycle. These velocity maps have a nominal resolution

of 0.179 cm× 0.385 cm in the x- and y-directions, respectively as set by k-space sampling.

In addition to this, the characteristic distance for3He diffusion in any one direction

over the time interval between the initialπ/2 pulse and the peak of the echo (ie.TE) is

δTE =
√
2DTE = 0.09 cm, where the diffusion coefficientD = 0.25 cm2/s was calculated

from kinetic theory [72]. Close to the wall the effective value of δTE is reduced because

random motion of the gas is somewhat restricted. The transverse diffusion of3He during

the VPE measurement tends to smear out the radial velocity profile. The spatial resolution

imposed by this effect is of order2δTE = 0.18 cm (or 28% of the tube radius) which is

the same as the nominal image resolution along the x-direction (or frequency encoding

direction).

Figure 6.1 shows the alignment of the pixel grid relative to the acoustic flow tube. The

center of the tube was located from the image data by manuallycentering a 0.65 cm radius

circle on the magnitude images. The estimated uncertainty in the location of the image

center is 0.02 cm in the x-direction and 0.03 cm in the y-direction. Velocity data associated

with pixels centered at a radial distance greater than 0.5 cmwere cut from the dataset.

Although somewhat arbitrary, this mask effectively eliminates data located within a distance

2δTE ≈ δν of the walls. Velocity data from outside of this cutoff (but still located within

the acoustic flow tube) showed significant scatter. To aid in visualization, the datasets for

each two-dimentional velocity map have been divided into three horizontal lines. The line

that passes through the center of the acoustic flow tube is labelledy0. The lines displaced

upwards and downwards by one pixel (0.39 cm in the y-direction) are labelledy+ andy−,

respectively.

In some sense, the velocity associated with each pixel represents an average over a finite

area. Differences between the pixel averaged velocity and pixel center velocity are expected

in regions where the curvature in the velocity profile is large or near walls where the pixel

area extends outside the acoustic flow tube. To examine the extent of these deviations,

u1(x, y) (i.e. Eq. (5.9)) was numerically averaged over the area of each pixel as shown in
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Figure 6.1: Location of pixel grid relative to the acoustic flow tube. The outer circle repre-

sents the 0.65 cm radius tube. The inner circle represents a 0.5 cm radius mask outside of

which data were ignored during the analysis. The velocity map data are grouped into three

lines along the x-axis. These are labelledy+, y0, andy−, as shown.

Fig. 6.1. For pixels included in the analysis (lying within the inner gray circle of Fig. 6.1),

deviations between the pixel averaged velocity and the pixel center velocity were less than

5%. This is comparable to the uncertainty in measured velocities calculated using Eq. (5.3)

and much smaller than the observed scatter in the data. It wasthus decided to ignore this

difference and simply use the pixel center velocity calculated using Eq. (5.9). A more

robust treatment of the problem might involve fitting data tothe model in k-space before

performing the inverse Fourier transform to obtain an image.

The 10 velocity maps are shown in Fig. 6.2. The lines of data corresponding toy+
and y− have been displayed as being offset from they0 data by 25 cm/s up and down,

respectively. The maps are labelled by the delay timeT ′
φ between the photodiode trigger

pulse and the midpoint of the bipolar VPE pulse. The approximation to the velocity profile

Eq. (5.9) was fit to the entire set of velocity maps simultaneously with 〈u1〉, δν andφ0

as free parameters. Since the VPE-MRI sequence measures theaverage z-velocity of the
3He over the duration of the bipolar velocity phase encoding gradient (∆ + τ ), the phase

φ for each velocity map is given byφ = ωAT
′
φ + φ0. The results from the fit are〈u1〉 =

19.9(5) cm/s,δν = 0.22(2) cm, andφ0 = −1.50(2). The best fit curves for the velocity

profile approximation Eq. (5.9) are also plotted in Fig. 6.2 for the three lines of data. There

is a respectable correspondence between the data and the predicted amplitude and phase

of the velocity, as functions of both position and time. Mostnotably, the phase of the gas

velocity near the wall leads that of the gas near the center ofthe tube. This is most evident

along they0 (central) line of data in panels (a), (f), and (k), of Fig. 6.2where the sense
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of the velocity near the walls is opposite that near the center of the acoustic flow tube.

This striking observation is clear evidence of the fact thatthe gas motion is indeed strongly

influenced by the presence of the walls, as one would expect.

Table 6.1: Comparison of the free parameters extracted fromthe fit of Eq. (5.9) to the ve-

locity maps shown in Fig. 6.2 with values determined independently from the AMR char-

acterization measurements outlined in Ch. 4.

fitting characterization fitting

parameter measurement result

〈u1〉 20.2(5) cm/s 19.9(5) cm/s

φ0 -1.50(8) -1.50(2)

δν 0.17(1) 0.22(2)

Table 6.1 summarizes the parameters determined from the fit and those determined from

independent characterization measurements described in Ch. 4. The mean velocity ampli-

tude and phase measurements are in very good agreement with one another (less than one

standard deviation). However, there is some disagreement between the viscous penetration

depth extracted from the VPE-MRI data and the value calculated based on measured gas

composition and calculated viscosity. Here the discrepancy is more than two standard de-

viations. There are at least two factors that might contribute to this discrepancy. First, the

calculation used to determineδν from kinetic theory was based on a model for a binary

mixture of gases. The calculation of the viscosity by this method should be considered to

be an approximation [72]. If the mass diffusion coefficient is known for the mixture then

a calculation of the viscosity based onD12 is preferred. No such correction was applied

to obtain the calculated values and therefore the calculated viscous penetration depthδν
reported to this point should be taken as an approximation. Amore concrete value for the

viscosity of the3He-O2 mixture would certainly benefit the interpretation of the data. A

second factor that might influence the value of the viscous penetration depth extracted from

the VPE-MRI data is spatial resolution. That is, the combined effect of finite pixel size,

transverse gas diffusion during echo formation (TE), and the lack of data near the walls

(because of the mask) might tend to smear the data out alongr, tending to increase the

apparent value ofδν . Again, this would have to be studied properly before drawing any
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strong conclusions. This issue is revisited in the following section.

The individual velocity maps are snapshots of the two dimensional velocity profile at

an instant in time with overall time resolution of orderTE/2 = 8.3 ms or 1% of an acoustic

cycle. To evaluate the use of this VPE-MRI method in the context of yet more complicated

flow patterns it is worthwhile comparing individual maps with predicted velocity profiles

one-by-one. In examining the various velocity maps shown inFig. 6.2, panels (d), (e), (h),

(i), and (k) stand out as showing good agreement with the predicted velocity profile. Most of

the data on these maps lie within one standard deviation of the global best-fit curve with the

exception of one or two notable outliers. The poorest agreement is evident in Fig. 6.2, pan-

els (c) and (j) where most of the data deviates significantly from the prediction by as much

as 10 cm/s or〈u1〉 /2. During acquisition of these particular velocity maps it was noted that

the tuning of the birdcage coil was drifting excessively. This problem is reflected in the

time series data through the appearance of a small FID at the begining of the acquisition

phase but prior to the anticipated echo (i.e. during frequency encoding). This is a symp-

tom of a poor RFπ pulse resulting from a change in coil tuning as discussed in Sec. 5.3.2.

The data in panels (a), (b), (f), and (g) of Fig. 6.2 show good agreement with the predicted

velocity profile across the diameter of the tube (i.e. along the line labelledy0 in Fig. 6.1)

but exhibit some significant deviations along the linesy+ andy−. In situations where ve-

locity measurements are in good agreement with the theoretical prediction, the uncertainty

in individual velocity measurements range from 2 to 5 cm/s and the standard deviation be-

tween measured and nominal predicted velocities is 5.8 cm/s. The uncertainty in position

associated with identification of the center of the tube is 0.02 cm in the x-direction and

0.03 in the y-direction. More significant is the uncertaintyin spatial resolution imposed by

transverse diffusion of gas during the VPE-MRI echo formation process; i.e., a length scale

of orderδTE = 0.09 cm. Velocity measurements performed within1.5 mm of the tube wall

showed significant scatter and were thus not included in Fig.6.2. The average uncertainty

in individual velocity measurements for this excluded subset of the data is 9 cm/s. The

most significant issue with the quality and repeatability ofthe velocity maps is related to

the stability of the birdcage coil tuning. Because of the temperature dependence of the coil

resonant frequency discussed in Sec. 5.3.2, the tipping angle produced by RF pulses can

change significantly in response to a temperature change of just 1 C. This will influence

signal strength and the phase of the nuclear precession signal seen by the spectrometer.
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Figure 6.2: Velocity maps for a gas oscillating in a cylindrical tube of radiusR = 0.65 cm.

The curves represent Eq. 5.9 with the best fit parameters given in Table 6.1. The central set

of data in each plot corresponds to the central line of pixelsshown in Fig. 6.1 and labelled

y0. The other two sets of data correspond to the lines of pixelsy+ andy−; velocities for

these datasets have been offset by±25 cm/s, respectively. Note the timeT ′
φ = Tφ + TVPE.

This figure is continued on the following page.
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Figure 6.2: (continued)
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6.2 Magnitude and Phase of the Velocity in Each Pixel

Each velocity map shows the velocity of the gas as a function of position at a timeT ′
φ

relative to the synchronization pulse. An alternative to the global fit of Eq. (5.9) to the data

as presented above is to plot the gas velocity in each pixel asa function of time. These

velocities will be functions of the form

u1(rp, Tφ) = u1 cos[ωAT
′
φ + φ] (6.1)

whereu1 andφ are parameters representing the local amplitude and phase.The central

line of velocity data (acquired from the pixels labelledy0 in Fig. 6.1) are plotted in this

format in Fig. 6.3. Also shown are fits of Eq. (6.1) to the data with u1p andφ as free

parameters. This figure reveals that the measured velocity does indeed exhibit the expected

sinusoidal time dependence, and that the peak amplitude decreases toward the tube wall as

the phase advances. This is consistent with observations made in the context of Fig. 6.2

(i.e. the velocity maps) where it was seen that the velocity of the gas near the wall leads

that of the gas near the center, and that the velocity amplitude decreases to zero at the wall.

The scatter in the velocity data relative to the nominal predicted distribution increases with

distance from the center of the tube. There are two notable outliers in each panel of Fig. 6.3.

These occur atT ′
φ = 157.0 ms and691.3 ms, corresponding to the velocity maps shown in

panels (c) and (j). As noted previously, the data associatedwith these two velocity maps

are suspect.

Figure 6.4 shows the normalized velocity amplitude and phase, extracted from fits of

Eq. (6.1) to the data as a function of pixel positionr =
√

x2 + y2 normalized to tube radius

R. The velocity amplitudeu1 is normalized by dividing by the mean velocity amplitude

〈u1〉 extracted from the global fit (i.e. Table 6.1). The phase is given in terms of the

shift relative to the average phase of the data from the two pixels closest to the center of

the tube. Presented in this form, the data are useful for comparing velocity profiles for

tubes of different diameters and for different peak velocities but similar ratios ofR/δν .

As before, the spatial resolution associated with each datum is limited by diffusion in the

transverse direction, and is of orderδTE = 0.09 cm. Normalized to the tube radius, this

uncertainty becomes 0.14. Also shown in Fig. 6.4 are the nominal (i.e. theoretical) velocity

distributions given by Eq. (2.70) for two different viscouspenetrations depths. The curves

for δν = 0.17 cm correspond to the result expected when this parameter is calculated from
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Figure 6.3: Velocity measured at each pixel location along the line labelledy0 in Fig. 6.1 as

a function of delay timeT ′
φ. The labels forx essentially indicate the distance from the tube

center for this particular line of data. The curves represent Eq. (6.1) withu1 andφ being

adjusted for each panel to give the best fit.
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kinetic theory based on a mixture of 1.7 atm3He and 1.3 atm O2 being driven at1.31 Hz.

The curves forδν = 0.22 cm were obtained by fitting the normalized velocity data to

Eq. (2.70). The same result is obtained as was found when a global fit of Eq. (5.9) to the

velocity map was performed, as described in Sec. 6.1. Comparing the nominal (i.e. best fit

theoretical) velocity distributions with the data it seemsthat the fit of Eq. (5.9) is strongly

influenced by data near the center of the image. There is very little difference between the

two curves in the vicinity of the cluster of points in the range0.6 < r/R < 0.7. The dataset

includes two points atr/R = 0.4 that show better agreement with the velocity amplitude

expected forδν = 0.17. At the same time there is stark disagreement between this curve and

the velocity amplitude data for the two points atr/R = 0.14. This discrepancy is resolved

by allowingδν to increase to 0.22 cm. Notably, all four of the central velocity measurements

are in general associated with well-behaved data sets (see Fig. 6.3 panels (b), (c), (d), and

(e)). In this light, there is little evidence to suggest thatone pair or the other ought somehow

to be discounted. As was pointed out previously, calculation of δν from kinetic theory as it

was performed is an approximation. A proper determination of the viscosity of the3He-O2

mixture from empirical data would enable a more critical distinction between these curves

to be made. At the same time there are clearly a number of experimental issues (such as

temperature stability of the birdcage) that have yet to be resolved.

Finally, some useful assessments of the VPE-MRI measurement technique can be in-

ferred from Figs. 6.3 and 6.4. The uncertainties inu1 increase with radius, but reveal an

instrumental pixel-by-pixel velocity amplitude resolution of order 12% near the center of

the tube (increasing to 22% over the range0.6 < r/R < 0.7 ). These figures are compara-

ble to the scatter between individual measurements and the nominal velocity distribution if

one accepts the best fit viscous penetration depthδν = 0.22 cm. Similarly one can evaluate

the distrubution of measured acoustic phases relative to the nominal acoustic phase (the

abscissae in Fig. 6.3). This reveals a pixel-by-pixel phaseresolution of order 0.12 rad near

the center of the tube (increasing to 0.16 rad for0.6 < r/R < 0.7)

6.3 Comparison of AVBL Measurements

The study of gas oscillations in the AVBL is of importance to avariety of nonlinear ther-

moacoustic and acoustic phenomena, such as streaming, which have important technologi-
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Figure 6.4: (left) Normalized velocity amplitude as a function of the normalized radial po-

sition. (right) Phase offset as a function of normalized radial position. The velocity ampli-

tude and phase at each pixel location was found by fitting Eq. (6.1) to the data as illustrated

in Fig. 6.3. The curves represent the normalized velocity amplitude and phase given by

Eq. (5.9) for two values of the viscous penetration depthδν . The valueδν = 0.17 cm is

calculated from kinetic theory. The valueδν = 0.22 cm is obtained through fitting Eq. (5.9)

to the data shown in the amplitude plot (left). The same valueis obtained when a global fit

to all of the velocity data is performed as described in Sec. 6.1

cal implications related to the performance of heat engines, heat pumps, refrigerators, and

other devices. Below, I assess the results of my VPE-MRI investigation of flow in the

AVBL with similar measurements performed using Hot-Wire Anemometry, Laser-Doppler

Anemometry and Particle Image Velocimetry.

6.3.1 HWA, LDA, PIV Measurements of Gas Velocity in the AVBL

Huelszet al. studied the velocity amplitude and phase of air in the acoustic viscous bound-

ary layer (AVBL) using hot-wire-anemometry (HWA) [42]. In HWA, gas velocities are in-

ferred from the convective heat transferred away from a heated wire maintained at constant

temperature as gas flows past. Huelszet al. employed a quarter-wavelength standing wave

acoustic resonator with a rectangular internal cross-section of 9.8 cm× 5.4 cm. Resonators

with three different internal lengths were studied, corresponding to operating frequencies of

35(1) Hz, 46(1) Hz, and 130(1) Hz. The viscous penetration depthsδν at these frequencies
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were 0.38 mm, 0.33 mm, and 0.20 mm, respectively. Acoustic oscillations were driven by

a loudspeaker and the other end of the resonator was closed bya massive cap. The pressure

amplitudep1 at the location of the end cap was measured using a microphone. Typically

in HWA, a steady flow is superimposed on the oscillatory motion to prevent the heated gas

from periodicaly returning to the heated wire. The HWA probeused by Huelszet al. was

specially calibrated for use with oscillatory flow without superimposed steady flow [41].

To find the theoretical gas velocity as a function of distancefrom a wall, their resonator

was treated as a pair of parallel plates in the widely-spacedlimit. That is, the distance

between platesl is much larger thanδν . If the distance from the wall is normalized to the

viscous penetration depth (i.e.y = y∗/δν), time is normalized to the angular period of

the oscillation (i.e.t = t∗ω) and velocity is normalized to its value far from the wall (i.e.

u = u∗/u∞) then the non-dimensional velocity is given by [24]

u = {1− exp[−(1 + i)y]}eit (6.2)

where the superscript∗ indicates dimensional quantities.

Figure 6.5 shows the normalized velocity amplitudeua and phaseα as a function of non-

dimensional distance from the wall as measured by HWA at 130 Hz by Huelszet al., along

with the theoretical prediction given by Eq. 6.2. The measured velocity amplitude exhibits

the expected trend, increasing from zero at the wall and reaching a plateau fory > 6.

However, the data do not reveal the small peak in amplitude expected neary = 2. The

measured velocity phase shows good agreement fory > 0.5. Discrepancies between the

measured velocity amplitude and the prediction of Eq. (6.2)is attributed to interaction of the

flow around the HWA probe and the wall. The authors hypothesized that the technique used

in this measurement could be used to calibrate HWA probes foruse near walls. Their data

seem to reveal that at some level, HWA is intrinsically an invasive measurement technique.

Castrejón-Pitaet al. repeated the study reported by Huelszet al. using laser-Doppler-

anemometry (LDA) and particle-image-velocimetry (PIV) [43]. A resonator, with an in-

ternal rectangular cross-section of 9.8 cm× 5.4 cm and lengths of0.6 m and1.2 m (cor-

responding to 114.5(5) Hz and 68.5(5) Hz), was employed. Theapparatus was built us-

ing Plexiglas to enable optical access. The resonator was filled with air at atmospheric

pressure and an ambient temperature of 23 C, resulting in viscous penetration depths of

δν = 0.27 mm and0.21 mm, for 68.5 Hz and 114.5 Hz, respectively. The pressure am-
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plitude and phase, measured with a microphone, were used to determine the mean velocity

and phase of the oscillating gas at the center of the resonator, assuming adiabatic condi-

tions. The mean velocity and phase were then used to normalize the LDA and PIV gas

velocity amplitude and phase measurements.

Figure 6.5: Non-dimensional velocity amplitudeua = |u|/|u∞| and phaseα as a function of

non-dimensional distance from the wally = y∗/δν , as measured using HWA. The acoustic

frequency is 130 Hz andδν = 0.20 mm. (adapted from Huelszet al. [42])

LDA relies on crossed laser beams to create an interference pattern at the velocity mea-

surement location. The fluid is seeded with small particles,such as smoke or fine mist, that

are suspended and entrained in the flow. As the seed particlespass through the crossed laser

beams, the scattered light intensity (detected using a photomultiplier tube) is modulated by

the interference pattern. The frequency of the modulation is used to infer seed particle

velocities. Scanning the point at which the laser beams intersect through the region of in-

terest produces a velocity map. The LDA system employed by Castrejón-Pitaet al. had a

measurement volume of dimensions 0.64 mm× 0.075 mm× 0.075 mm and a positioning

precision of 1µm. The fluid was seeded with smoke particles with sizes of order 1 µm.

Figure 6.6 shows the normalized gas velocity amplitude and phase as a function of

nondimensional distance from the wall as measured by LDA by Castrejón-Pitaet al., along

with the theoretical prediction given by Eq. (6.2) [43]. TheLDA measurement of the veloc-

ity amplitude and phase reveal much better agreement with Eq. (6.2) than do the HWA data

of Huelszet al.. This in turn indicates that the discrepancies observed by Huelszet al. were

related to the technique and not a failure of the theory. The LDA velocity measurements
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were made at distances as close as 0.01 mm away from the waveguide wall, with only a

slight increase in the noise. This was made possible throughallowing the interrogation

volume formed by the crossed laser beams to partially enter the transparent Plexiglas wall.

The slight peak in velocity amplitude neary = 2 was successfully resolved at both drive

frequencies. Fory ≥ 1 the measured amplitudes are within 1% of the theoretical prediction.

Figure 6.6: LDA velocity measurements of a gas in the AVBL. (adapted from Castrejón-Pita

et al. [43] )

PIV also uses laser light scattered from seed particles entrained in fluid flow to measure

gas velocity. A sheet of laser light illuminates a thin sliceof the fluid. Seed particles in the

slice scatter this light, which is then captured as a time series of images using a camera. The

data in each image are windowed into small interrogation regions. The displacement of par-

ticles between successive images is then used to infer velocity. The displacement is found

by cross-correllating each window of one image with the corresponding window of the sub-

sequent image. That is, the pixel intensity data in the two images are multiplied together as

the first image is shifted relative to the second. A peak in thecorrelation function or “image

product” occurs when the image displacement matches the mean particle displacement. By

performing cross-correlations in the x- and y-directions,a two dimensional map of fluid

velocity is obtained. In the setup employed by Castrejón-Pita et al., the sheet of laser light

had a thickness of 1 mm. The windowing procedure resulted in an interrogation volume of
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0.124 mm× 0.031 mm× 1 mm.

Figure 6.7 shows the normalized gas velocity amplitudeua and phaseα as a function

of nondimensional distance from the wall as measured using PIV by Castrejón-Pitaet al.

along with the theoretical prediction given by Eq. (6.2) [43]. Again, the PIV data reveal

good agreement with theory. Fory ≥ 1 the measured velocity amplitudes are within 3%

of the prediction. However, the technique is limited to measuring the velocity at distances

greater than 0.04 mm from the wall, which in this case corresponds to0.15δν .

Figure 6.7: PIV velocity measurements of a gas in the AVBL.

6.4 Summary

Four experimental methods for measuring oscillating gas velocities in the acoustic vis-

cous boundary layer have been summarized in this chapter. Implementation of the first

method, Velocity-Phase-Encoded MRI, was the primary focusof this thesis. Although the

intended demonstration was quite successful, it should be reasonably obvious that the state-

of-the-art for the other three experimental methods – Hot Wire Anemometry, Laser Doppler

Anemometry, and Particle Image Velocimetry – is much more refined. In some sense the

AVBL velocity profile data acquired with the prototype VPE-MRI system is comparable to

the HWA data of Huelsz et al. [42]; the velocity amplitude resolution of both techniques

is of order 10 to 30%, and their spatial resolutions are certainly of order δν/2 or better.
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It is even reasonably clear that the HWA technique is invasive, which is not the case for

VPE-MRI. On the other hand, the VPE-MRI technique, as it was implemented here, very

obviously suffers from the influence of some uncontrolled systematic issues that lead to

intermittent erratic responses. In this sense, the reliability and reproducibility of data from

the VPE-MRI probe are not yet in the same league as HWA. Moreover, it is not yet un-

derstood why data from the prototype VPE-MRI system exhibits excessively large scatter

close to the wall, and whether or not this represents a fundamental limitation of the probe.

Neither HWA nor VPE-MRI (as it was implemented) yield AVBL data of the same quality

as PIV or LDA. The latter in particular sets the current benchmark against which it seems

appropriate to compare other techniques.



Chapter 7

Conclusion

The primary objective set out at the beginning of this thesiswas to investigate the feasibil-

ity of using Velocity-Phase-Encoded MRI to probe oscillatory gas motion in the Acoustic

Viscous Boundary Layer. That objective has been met. An Acousto-Mechanical Resonator

was designed, constructed, and characterized, and was thenused to drive large amplitude,

low frequency, oscillatory gas motion in a long, narrow, cylindrical tube. The diameter

(2R = 1.3 cm) of this Acoustic Flow Tube was chosen so as to ensure that alarge fraction

of the oscillating gas would be in the AVBL. The tube was filledto 3 atm with a3He-O2

mixture, and was driven by the AMR at a frequency of 1.3 Hz. Under these conditions, and

at room temperature, the nominal viscous penetration depthδν for this binary gas mixture

was calculated (from kinetic theory) to be 0.17 cm, hence theratioR/δν = 3.8. The role of

the3He in the experiment is to act as an NMR-detectable gas. The role of the O2, which is

strongly paramagnetic, is to induce longitudinal nuclear spin relaxation of the3He at a rate

comparable to the acoustic frequency. This permits rapid repolarization of the nuclear spin

system in the background magnetic field, and enables one to launch a new image acquisition

sequence for approximately every other acoustic cycle.

VPE-MRI experiments were successfully performed on thermally-polarized3He gas in

a static magnetic field of 1.5 Tesla using a 48 MHz birdcage resonator designed to fit around

the acoustic flow tube. Velocity sensitization along the axis of the tube was accomplished

using a bipolar pair of half-sine field gradient pulses synchronized with the mechanical

phase of the AMR drive. Pairs of images were then collected; one in which the VPE

gradients were activated and the other in which they were turned off, acting as a phase

149
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reference. Phase differences between these images were calculated pixel by pixel, and then

mapped onto an absolute velocity scale. Each image involved16 phase-encoding steps and

individual VPE echo data were sampled 32 times at 1250 Hz, ultimately producing a 32 by

16 grid of discrete pixels with dimensions 0.179 cm by 0.385 cm. Each VPE sample was

sampled and averaged 128 times, resulting in an image acquisition time of 78 minutes. Of

the 512 pixels associated with each image, 14 were associated with pixels that overlapped

the acoustic flow tube.

Images of absolute3He gas velocities were obtained, and reasonable agreement with

theoretical expectations was observed. Some parameters, such as the spatial average of

the velocity and its phase relative to the mechanical drive were captured by the VPE data

with high accuracy (a few percent, or a few degrees). Others,such as the apparent vis-

cous penetration depth deviated significantly (more than two standard deviations) from the

value nominally expected from kinetic theory (albeit an expectation based on an approxi-

mation that may not be justified). Many velocity measurements associated with individual

pixels showed quite reasonable correspondence with expectations; the standard deviation

between measurement and theory increased as a function of radius, varying from approx-

imately 15% near the center of the tube to about 25% for 0.6 < r/R < 0.7. At the same

time, other velocity measurements exhibited unusually large deviations from theory (sev-

eral standard deviations). It is suspected that these outliers are produced in response to

uncontrolled changes in experimental parameters. A known culprit in this respect is the

tuning of the birdcage resonator used to apply RF tipping pulses, which is excessively sen-

sitive to changes in temperature. The formation of spin echoes, which is central to the

formation of VPE MR images, is almost certainly influenced when the resonator is detuned

from the nuclear Larmor precession frequency. In some instances, such as for pixels located

within approximatelyδν of the walls, the scatter in measured velocities was inexplicably

high. The mechanism responsible for these fluctuations was not identified, and ultimately

data from pixels located close to the walls were excluded from analysis.

To some extent, the pixel size for the VPE-MRI experiments described in this thesis

can be decreased, through appropriate k-space sampling. Inparticular, the only real penalty

for increasing the pixel density along the phase encoding axis (the y-axis in Fig.6.1) is the

total image acquisition time. However, there are additional intrinsic limitations to spatial

resolution; in particular, diffusion during the encoding and readout procedure can result
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in the exchange of atoms between different velocity classes, particularly at distances of

orderδν from walls where gradients in velocity are large. For the VPE-MRI experiments

described in Chapter 6 the characteristic length scale for diffusion during echo formation

(i.e. TE = 16.6 ms) was 0.09 cm, or approximatelyδν/2 at the operating frequency of the

AMR. Some improvement in resolution could be obtained through reducingTE (by perhaps

a factor of 2 or 3); otherwise, one would have to increaseδν (for example, through lowering

the AMR drive frequency).

When compared to other experimental methods that have been used to study oscillatory

gas flow in the AVBL – Hot Wire Anemometry, Laser Doppler Anemometry, and Particle

Image Velocimetry – it is clear that VPE-MRI, as implementedin this thesis, is in need of

further development. In some respects the sensitivity of VPE-MRI appears similar to that of

HWA, but uncontrolled systematic factors such as the tuningof the birdcage resonator make

it challenging to undertake a proper comparison at the moment. The other two experimental

techniques, and in particular LDA, seem to outperform VPE-MRI and HWA insofar as

AVBL applications are concerned.

There is no obvious reason why the stability and reproducibility of the VPE-MRI probe

couldn’t be improved quite substantially. The first step would obviously be to redesign the

birdcage resonator with an eye to both temperature and mechanical stability. The stabil-

ity of the mechanical resonator could also be improved, perhaps through the use of feed-

back. Improved AMR frequency stability would help to ensureconsistent phasing between

imaging sequences and the acoustic motion. Another modification that would be simple

to implement would be to replace the elbows located on eitherside of both U-tubes with

larger-radius bends. There is some evidence that this wouldreduce damping of the AMR,

but it would also reduce the likelihood of distorting the velocity field in the acoustic flow

tube. Yet another modification one might consider would be toimprove the homogeneity

of the static magnetic fieldB0 over the resonator volume. This would certainly help to

improve resolution through narrowing of the3He linewidth, but would likely imply using a

more modern superconducting imaging magnet.

Finally, a decision was made early on in this project to work with thermally polar-

ized 3He gas. This choice shaped several aspects of the existing experimental design, but

one could imagine modifications to permit the introduction of hyperpolarized gases or the

use of gases with many spin-bearing nuclei [105]. In both cases the motivation would be
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to improve SNR, and thereby enhance image quality and/or decrease image acquisition

times. While the goal of improving SNR has obvious merit, there could be some significant

challenges associated with these alternatives. For example, it is difficult to replenish high

levels of nuclear polarization from an external source without imposing a steady flow of

gas, which then limits the types of problems that can be studied. Similarly, molecules like

propane or SF6 that each have many NMR detectable nuclei tend to exhibit much shorter

longitudinal nuclear relaxation times in the gas phase than3He. If the goal is to maintain

nuclear spin coherence over one acoustic period, higher frequencies are necessary, implying

a thinner AVBL, and placing greater demands on spatial resolution.

Eventually, one could start to think about applications where VPE-MRI might reveal in-

formation that is not accessible via HWA, LDA, and PIV. For example, apart from material

constraints (the need to exclude conducting and magnetic materials), VPE-MRI may well

be the least invasive of the four velocity probes. Thus, one might consider trying to apply

VPE-MRI to the study of acoustic flow in complex geometries. This might include studies

of oscillating flow through orifices and/or tortuous channels, around objects, or at interfaces

between different structures, such as between a heat-exchanger and a thermoacoustic stack

or regenerator. These are all situations that are encountered in technological applications

of acoustics; in some cases they are difficult to model with computational fluid dynamics

techniques and in most cases the geometry presents challenges for optical access. Here it is

worth noting that a variety of MR imaging techniques have already been used to examine

the steady flow of gas through tubes (e.g. Poiseuille flow of propane [48]), through orifices

(e.g. laminar flow of hyperpolarized129Xe [16]), around obstructions (e.g. laminar flow

of hyperpolarized129Xe [49] and turbulent flow of thermally polarized SF6 [18]), and in

human lungs (inspiration of hyperpolarized3He [14, 15]). The modular design of the AMR

is intended to permit replacement of the existing acoustic flow tube with more complex

structures, in effect becoming an acoustic wind tunnel.

A comparison of these other MR-based probes of gas velocity with the work described

in this thesis and other experimental methods reveals an important distinction. In principle,

MR-based probes provide access to gas composition, while HWA, LDA, and PIV do not.

This feature has not yet been exploited as a probe of acousticdynamics, but it was used

in this thesis as anin-situ monitor of gas composition. That is, a situation was contrived

in which the3He longitudinal nuclear relaxation rateT−1
1 was dominated by interactions
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with paramagnetic O2 molecules; since this interaction is well characterized [86, 87], mea-

surements ofT−1
1 and total gas pressure were sufficient to determine the concentration of

both constituents. One could imagine trying to exploit thissensitivity as a probe of acoustic

mixture separation [71, 106]. A more esoteric version of this experiment might involve

trying to investigate the phenomenon of spin-sorting [107], in which forces associated with

magnetic field gradients can be used to enhance nuclear polarization above thermal equi-

librium levels. More generally, NMR is an excellent non-invasive probe of diffusion. One

could imagine integrating and correlating time-resolved diffusion-sensitized maps of gas

diffusion in acoustic flow-fields with corresponding velocity-sensitized maps. Thus, exper-

iments in well-defined geometries (analogous to those reported here) would be expected

to reveal two characteristic length scales (δν andδD) instead of one. Note that – as part

of the investigation that led to this thesis – an attempt was made to directly measure the
3He diffusion coefficient in3He-O2 mixtures. This measurement was ultimately thwarted

by systematic effects related to the temperature sensitivity of the birdcage resonator, but in

principle it could provide valuable information. Finally,it is noteworthy that pulsed-field-

gradient MRI sequences can be sensitized to gas motion in a variety of different ways. The

method employed here – VPE MRI – sensitized the nuclear response to gas velocity. Mod-

ifications of this sequence enables one to sensitize images to gas displacement, velocity,

acceleration, or even higher moments of the gas displacement.

An interesting observation hints at a peculiarity of the VPE-MRI experiment as it was

implemented. As noted in Chapter 4, an unusual level of ringing was observed in the ax-

ial (z-directed) pulsed magnetic field gradients. This effect, which was attributed to some

unfortunate resonant excitation of eddy currents, was not observed when transverse gradi-

ents were applied. It required special attention to the design of pulse shapes for gradients

applied in the axial direction, but was ultimately brought under control. The acoustic flow

tube was recently removed from the bore of the imaging magnetto facilitate a check of

gradient strength calibrations. Quite unexpectedly, no ringing was observed in any of the

pulsed field gradients. This change in behaviour was investigated after the thesis was com-

pleted but before the exmination date. A summary of this study is presented in App. D.

It was discovered that mechanical vibrations driven by the z-gradient excite axial acoustic

standing wave modes of the gas, which is confined by the two mercury pistons. The full im-

plication of this effect on the outcome of the VPE-MRI experiments has not been evaluated,
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but it is clearly something one would want to avoid in the future.

One of the unique features of the work described in this thesis is the focus on quanti-

fying periodic gas motion, as opposed to steady flow. Under suitable conditions, however,

acoustic fields can drive streaming currents (time-independent gas flow patterns). These

streaming currents are notorious in the sense that they often materialize (unexpectedly)

inside thermoacoustic heat engines and refrigerators, and(unless they are controlled or ma-

nipulated through design) tend to naturally degrade thermodynamic performance. In prin-

ciple VPE-MRI could be used to reveal the presence of streaming currents as a time average

asymmetry in a velocity field. Here it is noteworthy that Mastikhenet al. [108, 109] have

used a variety of1H pulsed-field-gradient (motion-sensitized) MRI techniques to study 790

to 835 Hz acoustic standing waves in large diameter (10 to 20 cm) tubes filled with propane.

Their experiments do not directly reveal the time and spatial distribution of the acoustic

velocity field, but instead map out one-dimensional time-averaged velocity distributions

averaged over transverse dimensions comparable to the tubediameter. Their data reveal

structure in the velocity distribution that reflects the underlying standing wave pattern (in

whichλ ≈ 29 cm), and which can be understood as a manifestation of Raleigh streaming.



Appendix A

Fourier Transform

At the heart of NMR spectroscopy and MRI lies the Fourier transform which is used to

map the time domain signal from the acquisition to the frequency domain where analysis

typically takes place. One of the many ways of writing the Fourier transform is

F (r) =

∫ ∞

−∞

f(k)ei2πk·rdk . (A.1)

The inverse Fourier transform is then

f(k) =

∫ ∞

−∞

F (r)ei2πk·rdr . (A.2)

For the discrete time and voltage data set acquired in a MRI experiment it is necessary to

perform a discrete Fourier transform (DFT) or its inverse which are defined by

Xk =

N−1
∑

n=0

xne
− 2πi

N
kn k = 0, . . . , N − 1 (A.3)

and the inverse discrete Fourier transform (iDFT) is then

xn =
1

N

N−1
∑

k=0

Xke
2πi

N
kn n = 0, . . . , N − 1 . (A.4)

The brute force approach to performing a DFT can be computationally instensive but there

are a number of more efficient algorithms that take advantageof symmetries. For data

sets that have2n points the number of calculations can be reduced significantly. The most

famous of these algorithms is known as the fast Fourier transform or FFT [110].
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Two Fourier transform pairs that are used in this thesis are given below withF indicat-

ing the Fourier transform operator. The rectangular function defined by

rect(x) =











|x| < 1
2
: a

|x| = 1
2
: 0.5

|x| > 1
2
: 0

(A.5)

has a Fourier transform

F [rect(x)](k) =
1

a
sinc

(

k

a

)

(A.6)

where

sinc(x) =
sin(πx)

πx
. (A.7)

The Cylinder function

C(x, y) =

{

1 :
√

x2 + y2 ≤ a

0 :
√

x2 + y2 > a
(A.8)

has a Fourier transform

F [C(x, y)] (kx, ky) = 2πa2
J1(

√

k2x + k2ya)
√

k2x + k2ya
(A.9)

whereJn(x) is a Bessel function of the first kind.

The convolution theorem states that the Fourier transform of the product of two in-

tegrable functions is equal to the convolution of the Fourier transforms of the individual

functions. This is expressed as

F [f · g] = F [f ] ∗ F [g] (A.10)

where the∗ indicates the convolution operation. The convolution theorem is used in deter-

mining the bandwidth of RF pulses from the pulse envelope function.



Appendix B

DeltaEC model for the AM resonator

Acousto-mechanical resonator

!Created@11:11:59 25-Aug-2011 with DeltaEC version 6.2b3 under darwin,

!--------------------------------- 0 ---------------------------------

BEGIN

3.0400E+5 a Mean P Pa

1.3100 b Freq Hz

293.00 c TBeg K

-3431.0 d |p| Pa G

111.91 e Ph(p) deg G

1.0270E-4 f |U| m^3/s

0.0000 g Ph(U) deg

air Gas type

!--------------------------------- 1 ---------------------------------

RPN piston volume flow rate

0.0000 a G or T 5.2678E-5 A

0b 0.0000064 * 2 * 3.14159 * =U1

!--------------------------------- 2 ---------------------------------

SURFACE start

1.4150E-3 a Area m^2 3431.0 A |p| Pa

-68.088 B Ph(p) deg

5.2669E-5 C |U| m^3/s

2.4850E-2 D Ph(U) deg

6.5749E-2 E Htot W

ideal Solid type 3.3682E-2 F Edot W

!--------------------------------- 3 ---------------------------------

DUCT bellows

sameas 2a a Area m^2 3431.0 A |p| Pa

0.5080 b Perim m -68.088 B Ph(p) deg

7.4900E-2 c Length m 4.5369E-5 C |U| m^3/s

-2.9186 D Ph(U) deg

6.5749E-2 E Htot W
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ideal Solid type 3.2684E-2 F Edot W

!--------------------------------- 4 ---------------------------------

DUCT piston compliance

7.7490E-3 a Area m^2 Mstr 3431.0 A |p| Pa

0.31205 b Perim m 4a -68.089 B Ph(p) deg

9.6000E-2 c Length m 2.0475E-5 C |U| m^3/s

-93.259 D Ph(U) deg

6.5749E-2 E Htot W

ideal Solid type 3.1790E-2 F Edot W

!--------------------------------- 5 ---------------------------------

DUCT piston duct

7.5400E-5 a Area m^2 Mstr 3418.9 A |p| Pa

3.0536E-2 b Perim m 5a -68.263 B Ph(p) deg

1.4600 c Length m 2.4497E-5 C |U| m^3/s

-111.31 D Ph(U) deg

6.5749E-2 E Htot W

ideal Solid type 3.0601E-2 F Edot W

!--------------------------------- 6 ---------------------------------

MINOR piston U-tube minor losses

sameas 5a a Area m^2 3081.9 A |p| Pa

3000.0 b K+ -62.086 B Ph(p) deg

sameas 6b c K- 2.4497E-5 C |U| m^3/s

-111.31 D Ph(U) deg

6.5749E-2 E Htot W

2.4651E-2 F Edot W

!--------------------------------- 7 ---------------------------------

VESPEAKER piston U-tube

sameas 9a a Area m^2 1319.0 A |p| Pa

1.0000 b R ohms -98.323 B Ph(p) deg

0.0000 c L H 2.4495E-5 C |U| m^3/s

0.0000 d BLProd T-m -111.32 D Ph(U) deg

0.9190 e M kg 6.5749E-2 E Htot W

50.200 f K N/m 1.5741E-2 F Edot W

0.5230 g Rm N-s/m 0.0000 G WorkIn W

0.0000 h |V| V 0.0000 H Volts V

0.0000 i Ph(V) deg 0.0000 I Amps A

0.0000 J Ph(Ze) deg

2163.4 K |Px| Pa

ideal Solid type 139.04 L Ph(Px) deg

!--------------------------------- 8 ---------------------------------

BEGIN 3He-O2 gas mixture

sameas 0a a Mean P Pa

sameas 0b b Freq Hz

sameas 0c c TBeg K

sameas 7A d |p| Pa

sameas 7B e Ph(p) deg

sameas 7C f |U| m^3/s

sameas 7D g Ph(U) deg
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heo2.tpf Gas type

!--------------------------------- 9 ---------------------------------

DUCT acoustic flow tube up to the BC coil

1.3273E-4 a Area m^2 Mstr 1317.8 A |p| Pa

4.0841E-2 b Perim m 9a -98.407 B Ph(p) deg

0.6000 c Length m 2.4811E-5 C |U| m^3/s

-116.46 D Ph(U) deg

1.5741E-2 E Htot W

ideal Solid type 1.5544E-2 F Edot W

!--------------------------------- 10 ---------------------------------

DUCT acoustic flow tube from the BC coil

sameas 9a a Area m^2 Mstr 1315.7 A |p| Pa

4.0840E-2 b Perim m 10a -98.524 B Ph(p) deg

0.8800 c Length m 2.5615E-5 C |U| m^3/s

-123.66 D Ph(U) deg

1.5741E-2 E Htot W

ideal Solid type 1.5255E-2 F Edot W

!--------------------------------- 11 ---------------------------------

MINOR end U-tube minor losses

sameas 10a a Area m^2 1151.6 A |p| Pa

6000.0 b K+ -94.628 B Ph(p) deg

sameas 11b c K- 2.5615E-5 C |U| m^3/s

-123.66 D Ph(U) deg

1.5741E-2 E Htot W

1.2896E-2 F Edot W

!--------------------------------- 12 ---------------------------------

VESPEAKER end U-tube

1.3273E-4 a Area m^2 1500.2 A |p| Pa

sameas 7b b R ohms 147.81 B Ph(p) deg

sameas 7c c L H 2.5614E-5 C |U| m^3/s

sameas 7d d BLProd T-m -123.66 D Ph(U) deg

0.9130 e M kg 1.5741E-2 E Htot W

50.200 f K N/m 4.9259E-4 F Edot W

0.6660 g Rm N-s/m 0.0000 G WorkIn W

0.0000 h |V| V 0.0000 H Volts V

0.0000 i Ph(V) deg 0.0000 I Amps A

0.0000 J Ph(Ze) deg

2275.0 K |Px| Pa

ideal Solid type 121.15 L Ph(Px) deg

!--------------------------------- 13 ---------------------------------

BEGIN air

sameas 0a a Mean P Pa

sameas 0b b Freq Hz

sameas 0c c TBeg K

sameas 12A d |p| Pa

sameas 12B e Ph(p) deg

sameas 12C f |U| m^3/s

sameas 12D g Ph(U) deg
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air Gas type

!--------------------------------- 14 ---------------------------------

DUCT end duct

sameas 5a a Area m^2 Mstr 1516.8 A |p| Pa

3.0536E-2 b Perim m 14a 147.64 B Ph(p) deg

1.4600 c Length m 2.2054E-5 C |U| m^3/s

-123.12 D Ph(U) deg

4.9259E-4 E Htot W

ideal Solid type 2.1998E-4 F Edot W

!--------------------------------- 15 ---------------------------------

DUCT end compliance

sameas 4a a Area m^2 Mstr 1516.8 A |p| Pa

0.31205 b Perim m 15a 147.64 B Ph(p) deg

sameas 4c c Length m 5.9610E-8 C |U| m^3/s

147.64 D Ph(U) deg

4.9259E-4 E Htot W

ideal Solid type 4.5208E-5 F Edot W

!--------------------------------- 16 ---------------------------------

SURFACE end surface

sameas 4a a Area m^2 1516.8 A |p| Pa

147.64 B Ph(p) deg

1.0072E-15 C |U| m^3/s

61.836 D Ph(U) deg

4.9259E-4 E Htot W

ideal Solid type 5.5936E-14 F Edot W

!--------------------------------- 17 ---------------------------------

HARDEND End

0.0000 a R(1/z) =17G 1516.8 A |p| Pa

0.0000 b I(1/z) =17H 147.64 B Ph(p) deg

0.0000 c Htot W 1.0072E-15 C |U| m^3/s

61.836 D Ph(U) deg

4.9259E-4 E Htot W

5.5936E-14 F Edot W

7.7830E-15 G R(1/z)

-1.0600E-13 H I(1/z)

! The restart information below was generated by a previous run

! and will be used by DeltaEC the next time it opens this file.

guessz 0d 0e

xprecn 3.2397E-2 2.4512E-3

targs 17a 17b

mstr-slave 6 4 -2 5 -2 9 -2 10 -2 14 -2 15 -2

! Plot start, end, and step values. May be edited if you wish.

! Outer Loop: | Inner Loop .



Appendix C

3He-O2 External Fluid File

The DELTAEC model of the acousto-mechanical resonator presented in App. B relies on

an external fluid file to define the thermophysical propertiesof the 3He-O2 mixture in the

acoustic flow tube. External fluid filenames for pure gases or gas mixtures with constant

partial pressures must end with a <.tpf> extension, and are known simply as tpf files. Each

gas property is defined in terms of an expression of the form

gas property= C0+C1
pm

Tm + pmC2

+C3Tm+C4T
2
m+C5T

C6

m +C7p
2
mT

C8

m +C9pm (C.1)

whereTm andpm represent the mean temperature and pressure in the DELTAEC model.

The tpf file consists of five lines of space-delimited coefficients, each corresponding toC0,

C1,. . . ,C9 for a particular property. Trailing omitted coefficients are automatically set to

zero. The order in which the thermophysical properties mustbe specified is mean density

ρm, isobaric specific heat capacitycp, thermal conductivityk, square of the sound speeda2,

and dynamic viscosityµ. Comment lines may be inserted into the file using a leading

exclamation point. A sample tpf file corresponding to the primary 3He-O2 gas mixture

used in this work is listed below (referred to as heo2.tpf in App. B). Various calculated

thermophysical properties of this gas mixture (including some that are not required for the

tpf file) are then given for reference in Table C.1.

! heo2.tpf

! External fluid; 1.7atm 3He, 1.3atm O2 mixture.

! Density, rho (kg/m^3):
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0. 0.001872

! Isobaric heat capacity, cp (J/kg/K):

1574.

! Thermal conductivity, k0 (W/m/K):

0. 0. 0. 0. 0. 0.01419 0.279

! Square speed of sound, a^2 (m^2/s^2):

0. 0. 0. 816.0

! Viscosity, mu (kg/s/m):

0. 0. 0. 0. 0. 3.40e-7 0.725

The transport properties of the gas mixture were calculatedusing the procedure de-

scribed in Chapters 7 and 8 ofMolecular Theory of Gases and Liquidsby Hirschfelder,

Curtiss and Bird [72], which is based on the Chapman-Enskog theory. In principle, the

Chapman-Enskog theory is suitable for monatomic gases and gas mixtures. It can, how-

ever, be extended to obtain the viscosity and diffusion coefficients for pure polyatomic

gases and for mixtures of gases containing polyatomic molecules, such as O2. In calcu-

lating the thermal conductivity of a polyatomic gas, the Eucken correction factor must be

applied to account for the energy stored in the internal molecular degrees of freedom.

The calculation proceeds by first assigning to each constituent of the mixture (i.e.3He

and O2) appropriate Lennard-Jones (6-12) pair interaction potential parameters (a collision

diameterσ and well depthǫ). These are taken from Table I-A in App. A of Ref. [72],

and allow one to define reduced temperaturesT ∗ = kT/ǫ for 3He-3He and O2-O2 pairs.

The specific values used in this work areσ = 2.57 Å andǫ/k = 10.22 K for 3He and

σ = 3.43 Å andǫ/k = 113 K for O2, wherek is the Boltzmann constant. These values

are appropriate to the temperature range 80 K< T < 300 K. Note that the values assigned

to 3He-3He interactions are in fact those specified in Ref. [72] for4He-4He interactions.

The arithmetic mean of the two collision diameters and the geometric mean of the two

well depths are then used as effective Lennard-Jones interaction parameters for3He-O2

collisions, which in turn enable one to define a third reducedtemperature. With these

reduced temperatures in hand, appropriate temperature-dependent collision integralsΩ(l,s)⋆

(for (l, s) = (1, 1), (1, 2), (1, 3), and (2, 2)) are extracted from Table I-M in App. A of

Ref. [72], where they are listed for0.3 ≤ T ∗ ≤ 400. Interpolation was accomplished by



APPENDIX C. 3HE-O2 EXTERNAL FLUID FILE 163

fitting tabulated values for each collision integral to an expression of the form

Ω(l,s)⋆ = y0 + A1e
(T ∗/C1) + A2e

(T ∗/C2) + A3e
(T ∗/C3) + A4e

(T ∗/C4) (C.2)

over the range0.85 ≤ T ∗ ≤ 100.

The dynamic viscosityµ of the 3He and O2 mixture was calculated using Eqs. (8.2-

18), (8.2-21) and (8.2-22) of Ref. [72]. The thermal conductivity was similarly calculated

using Eqs. (8.2-31), (8.2-33), (8.2-35) and (8.2-36). Here, Eq. (8.2-33) includes the Eu-

cken correction factor needed to account for the fact that O2 is polyatomic. Values for this

correction factor were extracted from Table 8.4-10 of Ref. [72]. Finally, the mass diffu-

sion coefficientD and thermal diffusion ratiokT were calculated using Eqs. (8.2-44) and

(8.2-50), respectively.

Table C.1: Calculated thermophysical properties of a mixture of 1.7 atm3He and 1.3 atm

O2 atT=293 K.

property value

ρ 1.94 kg/m3

cp 1574 J/kg/K

k0 0.0692 W/m/K

a 489 m/s

µ 2.089×10−5 kg/s/m

D 0.25 cm2/s

kT -0.12

Calculated values of viscosity and thermal conductivity for pure 3He were compared

to similar calculations performed by Slaman and Aziz [111];agreement to within 1% was

observed over the temperature range of 250 to 330 K. Similarly, calculated values of vis-

cosity and thermal conductivity for pure O2 were compared to those obtained by Boushehri

et al. [112] and Roder [113], respectively; again agreement was observed at the 1% level

in both cases. The viscosity and thermal conductivity of the3He-O2 mixture were then

calculated at five temperatures spanning the range 250 to 330K. These calculated values

were fit to

f(T ) = C5T
C6 (C.3)
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in order to extract the coefficientsC5 andC6 in Eq. (C.1). This simple parameterization

reproduces the calculated transport properties to better than 1% over the temperature range

250-300 K.



Appendix D

Addendum

Section 4.8 describes the observation of exponentially decaying oscillations in the z mag-

netic field gradient following a 1 ms duration, half-sine shaped gradient pulse. No similar

oscillations were observed in response to x- or y-directed magnetic field gradient pulses.

Throughout the thesis it is assumed that these oscillationsare somehow associated with

eddy currents in some conducting structure or shim coils of the MRI magnet. After sub-

mission of the thesis to the examining committee, a series ofadditional experiments were

performed to search for the source of these oscillations, and are summarized here.

The3He-O2 gas mixture was removed from the acoustic flow tube, and this volume was

back-filled with air to 1 atm pressure. The pulsed magnetic field gradient calibrations using

the gradiometer described in Sec. 4.8 were then repeated, with the goal of confirming the

magnetic field gradient calibration performed using the water phantom. To my surprise,

the ringing that had previously been observed in response tothe pulsed z-directed magnetic

field gradient had disappeared. The only difference betweenthe two experiments was the

change in gas composition in the acoustic flow tube (from a 3 atm mixture of3He and O2
to 0.96 atm of air). At this point it was surmised that the ringing must have been related to

an unfortunate mechanically driven acoustic oscillation in the gas confined to the acoustic

flow tube, rather than eddy currents in the magnet. That is, the linear length of gas trapped

between the two free surfaces of the (massive) mercury slugsis 1.48 m, forming a half-

wavelength acoustic resonator. Changing the gas composition changes the sound speed,

and hence the frequencies at which this column resonates.

To test this hypothesis, the acoustic flow tube pressure transducer signal was monitored
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with a lockin amplifier as the z magnetic field gradient was driven with a continuous sine-

wave excitation. The frequency of the excitation was scanned over the range 100 to 1200 Hz

in search of resonant responses in the pressure transducer signal. The acoustic flow tube

was first filled with pure O2 for which the sound speed at room temperature is 326 m/s and

the fundamental acoustic mode is expected to be at 110 Hz. It was then filled with 1 atm

of O2 and 2 atm of4He for which the sound speed at room temperature is calculated to be

532 m/s and the fundamental acoustic mode is expected to be at180 Hz. The fundamental

and its first two overtones were clearly identified as highQ resonances (of order 30) for

both gas mixtures. A number of mechanical resonances in the magnet and gradient coil

structure were also observed; these did not shift in frequency when the gas mixture was

changed. Acoustic resonances from modes near 1 kHz were alsoobserved for both gas

mixtures.

The coupling between the applied magnetic field gradients and the acoustic modes of

the flow tube is mechanical, that is, momentary forces are exerted on the magnet structure

as pulsed currents flow through the gradient coils. These vibrations are in turn mechani-

cally coupled to the acoustic flow tube, exciting resonant modes of the gas. Reducing the

mechanical coupling between the magnet and the acoustic flowtube decreases the ampli-

tude of the resonant excitations. The symmetry of the z magnetic field gradient is such that

it drives larger amplitude vibrations in the axial direction than do the x or y field gradient

coils, and therefore couples strongly to acoustic modes in the confined gas.

In this light, it is believed that the 1 ms duration bipolar field gradients used for velocity

phase encoding coupled strongly to an acoustic mode in the3He-O2 gas mixture, causing an

apparentdecaying oscillation in the associated magnetic field gradient. Replacing the gas

with air changed the sound speed and shifted the resonance far enough to effectively elim-

inate the coupling. This coincidence is unfortunate in the sense that the shape of the VPE

gradients was engineered (as described in Sec. 4.8) to eliminate ringing in the gradiometer

signal. This procedure was almost certainly unnecessary. At the same time, it is the first

moment of the bipolar VPE gradients that matters for velocity determination. On this basis,

I estimate that the modulation introduced into the bipolar gradient pulses will result in an

overestimation of the FOS (see Eq. (2.34)) by approximately3%.

This observation highlights the importance of making sure that the acoustic flow tube is

mechanically isolated from the imaging magnet. It also suggests that the timing of magnetic
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field gradient pulses could be chosen to minimize their spectral content in the vicinity of

known acoustic modes. Viewed in another light, the fact thatacoustic modes in the confined

gas can be excited and detected suggests that one could try toexploit measurements of

sound speed and damping as yet another probe of gas mixture properties.
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