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Abstract

This thesis explores the use of magnetic resonance imaliRg) to study acoustic oscil-
lations of a gas in a cylindrical tube. It describes expenta@erformed under conditions
where the gas is in the Acoustic Viscous Boundary Layer anflatv is laminar. Velocity
maps acquired at discrete phases of the acoustic osaillateopresented, and are compared
with thermoacoustic theory. This represents the first tina such information has been
obtained using MRI.

An important component of the work reported in this thesimines the design, con-
struction, and characterization of an acousto-mecharesahator (AMR). This device can
drive oscillatory gas motion and impose density variati@instes that are compatible with
MRI data acquisition. To date it has been operated at frej@emanging from 0.7 Hz to
1.65 Hz and with peak gas displacement amplitudes of up tord.5The AMR is based on
a modular design intended to permit the study of acoustictiiwaugh a variety of different
structures and under a variety of different conditions.

MRI experiments were performed on a mixture of thermallyapaed *He and Q.
The latter is used to increase thide longitudinal nuclear relaxation rag ' to a value
comparable to the acoustic frequency. In turn, measurenw(it, ' provide a means for
determining the precise composition of the gas mixture.odigy phase-encoding tech-
niques were then used to map acoustic flow fields: A bipolamatgfield gradient pulse
inserted into the imaging sequence stores velocity inftionan the phase of the complex
image data. The MRI pulse sequence is synchronized witheéhegic motion of the gas
so that the velocity measurement can be performed at desaret well-defined phases of
the acoustic cycle. These non-invasive flow imaging expeniisiprovide information that
is complementary to that which can be obtained from othewvghxity probes, and may
lead to new opportunities in the study of acoustic devices.
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Chapter 1
Introduction

Magnetic resonance imaging (MRI) is a powerful imaging nidgland an indispensable
tool for medical diagnostics. Decades ago it was alreadsr dleat simple MRI images
— reflecting contrasting characteristics of different stnwes and tissues — would provide
medical practitioners with valuable new insight. Stilligtalmost certain that the capabili-
ties of modern MRI far exceed the vision of those who first dbaoted to its development.
Examples of modern applications range from monitoringrbaaitivity [1, 2] and its chem-
ical makeup [3] to visualizing and tracking blood flow [4, %, BIRI has also found signif-
icant application outside of the medical industry, in fietdaging from materials science
[7, 8] to gas exploration [9]. The vast majority of these aggtions involve situations in
which the underlying substance that is being probed is dersselly a liquid or liquid-rich
tissue. In recent years, however, there have been an immegegasnber of promising NMR-
and MRI-based studies involvirgaseousamples [10]. In most of these experiments, the
gas acts as a probe (or in the language of MRI — as a “contrast’agntended to reveal
information about its environment: usually some sort of ptaxr or convoluted structure
like the human lung [11, 12, 13]. In a small subset of theseBrgents, it is the gas itself
— or more precisely — itdynamicghat are of interest. So, for example, it has been demon-
strated that one can map out the velocity field associatddgeis flowing through various
channels [14, 15, 16] and around obstructions [17, 18]. Te,daese demonstrations have
been limited to unidirectional flow.

In this thesis | describe the first MRI-based study of gas omoith an acoustic field, of
which | am aware. That is, a situation in which the directidrgas flow is periodically

1



CHAPTER 1. INTRODUCTION 2

reversed. In particular, | focus on a situation in which ttees ginder study is in what
is known as the “Acoustic Viscous Boundary Layer” or AVBL.i$tcorresponds to the
volume of gas that is close enough to an immobile solid seréadhat its motion is strongly
influenced by momentum transfer with the wall. The modeleaysthat | describe and
study involves long-wavelength acoustic oscillations igas confined to a very simple
and well defined channel: a long, narrow, cylindrical tubealsense, this problem is the
acoustic analog of Poiseuille flow through a cylindricaleigt is a problem that is very
well understood from both theoretical and experimentadjpectives.

Despite the simplicity of the model system described in ngst$, the more general
problem of gas dynamics in the AVBL is of considerable tedbgizal interest. These dy-
namics are fundamental to the operation of a broad and vlerskass of “thermoacoustic”
devices, which primarily act as heat engines and refrigesdi9, 20, 21]. | thus anticipate
this work will be of interest to researchers in both the MRdl éimermoacoustics communi-
ties, between which there has not traditionally been muehlag. My goal in presenting
this work is neither to develop radically new MRI sequencesto study a particularly
challenging problem in acoustic flow. Rather it is to explibre manner in which one might
adapt reasonably well established imaging techniques tawell-defined acoustic sys-
tem. In this sense it is a feasibility study, intended to explthe viability and utility of
MRI as a probe of acoustic processes.

In the remainder of this introductory chapter | present aflritroduction to the field
of thermoacoustics and highlight some of the issues thatiss will attempt to explore.
For context, | then describe some existing experimentdigs®f oscillatory gas flow. The
goal here is simply to identify some benchmarks against lwthe performance of MRI-
based probes will ultimately have to be judged. This is felld by a statement of the
experimental challenge, that is, an outline in general $eofrthe apparatus that | set out
to construct and the experiments that | was able to perfoitme. chapter concludes with a
brief outline for the remainder of the thesis.

1.1 Thermoacoustics

Thermoacoustics is a field of study that brings the prinsiglethermodynamics to bear
on the study of acoustic oscillations in a compressible fthat occur in narrow chan-
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nels or near immobile surfaces. The earliest scientific eggun this field are connected
to the observation of spontaneous sound production in watubes along which intense
thermal gradients are imposed [22, 23]. Lord Rayleigh segtioundwork for future the-
oretical descriptions of the effect more than a century &, [but his picture was lim-
ited to tubes with large transverse dimensions and ultimdséed to produce accurate
predictions. Although others contributed to the field ovemmdecades [25, 26], it was
Nikolaus Rott who in 1969 first managed to integrate acosisitd thermodynamics to
give a consistent mathematical description of low ampétadoustic oscillations of a gas
in a narrow tube (and other geometries) along which a tenyrergradient is imposed
[27, 28, 29, 30, 31, 32, 19]. Rott's work was primarily moted by the observation of
what are known as “Taconis oscillations,” in which acousscillations are spontaneously
produced in narrow tubes in which one end (usually open) adecbto low temperatures
by immersion in a cryogenic liquid while the other (usuallgsed) remains at room tem-
perature. It was quickly realized, however, that his “theagoustic theory” applied to an
emerging and potentially important class of acoustic devincluding pulse tube [33] and
standing-wave refrigerators [34] and the traveling-was@ustic amplifier [35]. The insight
provided by Rott’'s theory has since proved to be invaluaBlea very fundamental level
the framework he established paved the way for some remlarkafovations in acoustic
engineering, including development of the thermoaco&irting heat engine [36, 37, 38].
It is well known that sound waves involve gas displacemedt@essure/density oscil-
lations, but the fact that temperature variations are adsally involved is often overlooked.
By coupling temperature and displacement oscillationgh(appropriate phasing) to solid
surfaces (such as the wall of a confining tube, or some othentionally inserted struc-
ture) it is possible to convert heat into acoustic energyarsie acoustic power to transport
heat from one location to another, including up a thermatligrat. In other words, one
is able to harness acoustic oscillations in a gas — apptefyrieoupled to solid structures
that act as thermal reservoirs — to construct heat engirgesedingerators. A key advan-
tage of thermoacoustic heat engines and refrigerators raeee conventional devices is
that they can often be designed with few or no moving partd,thas can in principle be
very robust against the wear normally encountered withrgjideals. Moreover, the de-
sign tolerances required by thermoacoustic devices teh@ tess demanding than those
required by conventional devices, and the working fluid @Edglly helium gas which is in-
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ert. The greatest commercial success relevant the fieldeaitbacoustics is the pulse-tube
cryocooler [33, 39, 40], but from the standpoint of techhioarit and intrinsic potential the
somewhat newer class of hybrid thermoacoustic-Stirlirgf leagines [36, 37] is probably
on an equal footing. Both have achieved remarkable thermmuyjc efficiencies. These
devices use the controlled phasing of acoustic waves to mi@eworking gases through
the necessary thermodynamic cycles, eliminating the domestcomplex arrangement of
pistons and cams required by conventional heat engineseémgirators.

In order to achieve high power density, acoustic heat essgind refrigerators typically
operate outside of the small amplitude limit or “acoustipraximation” that is inherent
in Rott’s original formulation of thermoacoustic theoryhi¥ presents a design challenge.
Non-linearities such as turbulence, entrance effects aagbkrstreaming come into play as
acoustic amplitudes increase. These effects introduaesiiariosses that tend to degrade
device efficiency relative to theory. In order to accounttfese losses (and more impor-
tantly, to mitigate their effect on efficiency through desigr to harness them for useful
purposes) one is often forced to resort to empirical chareettions of complex acous-
tic phenomena. Turbulence, for example, has long beenestuidr steady flow through
straight pipes, bends, junctions, and transitions invgwthanges in tube diameter. In
each case, these systems exhibit rich and complex behaviame now adds to this the
constantly changing motion associated with acoustic flbw, issues one needs to con-
sider become incredibly complex. Impressive progress bas Imade toward identifying
and characterizing their influence through local measun¢snef acoustic pressure (and in
some cases through probes of gas velocity). Still, at antivedevel, it would be very use-
ful to have a tool that would enable one to peer inside a fonatg thermoacoustic device
and observe gas motion in an unobtrusive manner. The hopatithis would help to iden-
tify and improve understanding of non-linear processed arssibly take the efficiency of
devices to a higher level. The imaging of gases as they undergustic oscillations is an
area of research that is actively being pursued, but whiskililsrery much in its infancy.
Below | summarize a few experimental techniques that aneently employed.
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1.2 Methods for Measuring Oscillatory Gas Flow

Several experimental methods have been developed forisgudgas motion: Hot Wire

Anemometry (HWA), Laser Doppler Anemometry (LDA), and RaetImage Velocimetry

(PIV) as well as various forms of MRI-based probes includfatpcity Phase Encoded MRI
(VPE-MRI). The first three methods have all been used prelydo study thermoacoustic
phenomena. This thesis describes the first attempt to appB~MRI to the study of gas
flow in the acoustic boundary layer.

HWA uses heat loss from a thin electrically heated wire teritifie velocity of a fluid as
it passes by. If the resistance of this wire is temperatupeéent, and if the current passing
through the wire is adjusted to keep the wire resistancetanfjshen a measurement of the
electrical power dissipated by the wire can be used to ihkerate at which heat is lost to
the environment. As long as this heat loss is dominated lmgtbconvection driven by flow,
one can infer velocity. This works very well for unidireatial flows, but the interpretation
of HWA data is more challenging for oscillatory flows. The plem is that the heated wire
ends up repeatedly interacting with its own thermal plumeelsizet al. have shown that
with careful calibration, HWA can indeed be applied to datdry flow [41]. However,
when these techniques are applied to flow in the AVBL, systentkeviations between
theory and experiment are observed [42].

LDA employs light reflected from seed particles that aredtgd into a fluid stream.
Crossed laser beams are focused to a small area, typicallp@b0um in size, forming a
linear interference pattern. As a particle passes throhbighriterference pattern, the inten-
sity of reflected light is modulated at a frequency that igpprtional to velocity. The point
at which the laser beams intersect can then be scanned bwouhe sample to map the
gas velocity as a function of position. A variety of seed jgbgs can be used in conjunction
with gas flows, including smoke, olive oil and water glycemuiktures. Castrejon-Pitat
al. have used LDA to observe oscillatory gas motion in the acoustcous boundary layer
near awall [43]. Others, including Yazadd al. [38] and Baillietet al. [44], have used LDA
to probe oscillatory gas motion in more complex situatiamsluding the flow encountered
inside thermoacoustic engines.

PIV employs light reflected from seed particles that aramihated by a thin sheet of
laser light. This reflected light is imaged using a camera thaimed perpendicular to
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the light sheet. A sequence of images is then acquired asasee light is pulsed. The
displacement of particles from one image to the next is thetarchined and used to infer
fluid velocity. Castrejon-Pitat al. have compared PIV and LDA as probes of gas motion
in the acoustic boundary layer [43]. With a spot size of vau@64 mmx 0.075 mm

x 0.075 mm, their LDA results showed the greatest accuracyrgmebduced theoretical
expectations — even at very short distances away from thie @ahers, including Shet

al. [45], have used PIV to study more complex problems such aexshedding from a
thermoacoustic stack in an acoustic flow.

A recent review of laser-based methods for characteriziegrotion and temperature
of a gas in a thermoacoustic context has been presented &t 8hi[46]. One of the as-
sumptions underlying both the LDA and PIV approaches isttieamotion of seed particles
reflects that of the gas. Care must be taken to select partie are large enough to reflect
a detectable amount of light and yet are small enough toftdiyifollow the flow. LDA
and PIV also both require optical access in order to illuri@merticles and detect reflected
light. Typically this means that the apparatus must be buith optically flat transparent
materials or that suitable windows can be inserted nearategibn of interest. This re-
guirement limits the geometry and design of structures a&witds that can be studied. For
example, a structure that is commonly used in thermoaa&siiling heat engines and
pulse tube refrigerators is a “regenerator.” This oftensists of a stack of fine steel mesh,
creating a tortuous path for the gas to travel through. Itldidoe difficult to probe the
interior of a regenerator using LDA, PIV, or for that matteanA.

1.3 MRI and Velocity Phase Encoding

When an atom with nuclear spin is placed in a magnetic fieléuit endergo transitions
between discrete states with different energies, as tleatation of the spin with respect to
the field is changed. In doing so, the atom will absorb or eadtation at a frequency that
depends on the strength of the magnetic field. The excitanwhsubsequent observation
of radiation from these nuclei is the basis of Nuclear Magrieesonance (NMR). MRI is
a form of NMR in which linear magnetic field gradients are aggplto a sample, so that
the resonant frequency of nuclei becomes a function of ipositA measurement of the
frequency distribution of the energy radiated by a samphetican be used to determine the
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underlying spatial distribution of nuclear spins and thewal environment. MRI is largely
associated with medical imaging, but a wide range of nonica¢dpplications have also
been developed, including the measurement of fluid flow.

Over the last 15 years there has been considerable intarést use of MRI to image
spaces filled with the inert noble gaséte and'?’Xe, as well as hydrocarbon- and fluorine-
based molecular gases [10]. Historically, imaging of thigpes of spaces has been ham-
pered by the significant reduction in signal strength thansountered when a liquid is
replaced with a gas. Effects associated with the more rafigsobn of atoms in a gas also
serve to lower signal strength and degrade image resolufitie disadvantage of lower
density can be counteracted through the use of laser opticaping techniques. These
techniques enable one to increase nuclear spin polanzdbypseveral orders of magnitude
(a process referred to as “hyperpolarization”) and hendedease signal-to-noise-ratios
(SNRs) by a significant margin. Another approach is to usegasade up of molecules
that each have many nuclei that can be probed, sutH asiclei in propane (§Hs) or *F
nuclei in sulfur hexafluoride (S

One of the simplest MRI-based methods for studying flow imesiselective excitation
of a well-defined portion of the sample (often referred to &sliae”), followed by interro-
gation at a later time that reads back information aboutabatlon. This “time of flight”
imaging approach has been used previously to study gase$gh7

The method explored in this thesis, which is called Veloétyase Encoded MRI or
VPE-MRI, employs additional magnetic field gradients tha&t apidly turned on and off
(“switched” or “pulsed”). These pulsed field gradients estrednformation about the ve-
locity of the underlying flow, and so when the nuclear spirpoese is read out the data
can be used to generate velocity vector field images. Inteffee imaging sequence is
“sensitized” so that the local sample response is propmatito velocity, to the extent that
all of the nuclei in that region are moving in the same di@ttat a given instant in time.

VPE-MRI has been used previously to study the flow of hypenpped!'2°Xe [16, 49],
hyperpolarizedHe [15], thermally polarized hydrocarbon gases [50], aratrtially po-
larized gases that are rich in fluorine such ag BB]. It has not previously been used
in connection with thermally polarizetHe gas, despite the fact that static images of such
gases have been reported [51].
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1.4 Experimental Goal and Outline of the Thesis

Channels with widths that range from a few to several timegshtickness of the AVBL are
commonly found in thermoacoustic devices. Gas motion entligése channels is strongly
influenced by viscous interactions with the walls. Thernoaestic theory can be used to
derive analytic expressions for the time and spatial depecel of the gas velocity inside
a variety of different channels, including tubes with regpalar, triangular, and cylindrical
Cross sections.

The goal of the work described in this thesis is to explordéasibility of using VPE-
MRI techniques to probe oscillatory gas motion inside onghefe channels; that is, in a
well-defined geometry where gas flow is in the AVBL. The patic geometry that will
be investigated is a long cylindrical tube. This tube willrbéerred to as an “acoustic flow
tube.” The dimensions of this tube, the operating frequeaicg even the gas pressure and
composition are chosen to facilitate VPE-MRI experimemtse result is a device that oper-
ates at frequencies over the range 0.5 to 1.65 Hz and whigkstdyas motion with peak dis-
placement amplitudes of up to 2.5 cm in a tube with an innendtar 1.3 cm. While these
conditions might seem foreign to someone who is used to wgrkiith practical thermoa-
coustic devices that operate at much higher frequencie® (1000 Hz) and which involve
channels with correspondingly smaller transverse dinogissithe principles of similitude
can ultimately be brought to bear on this problem. Thus, gpaeatus described in this the-
sis ought to be viewed as an “acoustic wind tunnel.” With thisiind, it has been designed
so that the cylindrical acoustic flow tube can easily be mgdawith other tubes or with
other more complex structures. Similarly, even though #iqular investigation that is
reported here only involves gas displacements, the apanas been constructed to permit
studies involving superimposed acoustic displacemenpaggsure/density oscillations.

The remainder of this thesis is arranged as follows. Chdptedevoted to a summary
of basic principles and theories underlying the fields of Nkt Resonance Imaging and
Thermoacoustics. The introductions to these fields aredar being exhaustive, but should
give readers enough background to understand the rest tii¢bes. Chapter 3 describes
the design, construction, and instrumentation of the ewpartal apparatus, including an
“Acousto-Mechanical Resonator” that is used to drive gasioncand various aspects of
the MRI system. Chapter 4 then discusses the manner in wichatrious components of
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the apparatus were characterized and/or calibrated, tortbe VPE-MRI work. Chapter 5
recounts the manner in which VPE-MRI experiments were imgleted, characterized,
and ultimately improved as experience was gained over ti@leapter 6 then describes
a full set of VPE-MRI data that map gas velocities in the atioutow tube through an
entire cycle of motion. This chapter also includes brief gwaries of similar measurements
performed using alternative experimental methods. Rinall assessment of the VPE-MRI
experiments is given in Chapter 7, along with some ideasrtigit help motivate future
work.



Chapter 2
Theoretical Background

The work described in this thesis bridges two fields of sty tintil now have seen little
overlap: magnetic resonance imaging (MRI) and thermodimsusin this chapter | will
briefly describe the theoretical framework underlying eatcthese fields. Those interested
in reading more about MRI are referred to the excellent meaqay by Callaghan [52]. The
first half of this chapter deals with MRI (Sec. 2.1). | starttwa description of nuclear
magnetic resonance (NMR), including nuclear spin dynaraics relaxation. Issues sur-
rounding signal strength and detection are then outlinedally, the technique of MRI
itself is described, including discussions of slice sétegtread gradients, phase encoding,
and the concept of velocity phase encoding. This last tdpigsm central role in the exper-
iments described in the latter part of this thesis. The sgt@tf of this chapter deals with
thermoacoustics (Sec. 2.2), in what is known as the smalliurdp limit or acoustic ap-
proximation. The focus of the discussion is the oscillaftow of a compressible medium
in a cylindrical duct. Again, this topic plays an importaote in the latter part of the the-
sis. For a more in depth discussion of the relevant theorwedlsas factors that must be
accounted for in the design of the thermoacoustic devicgst' Sbook on thermoacoustics
is highly recommended [53].

2.1 Magnetic Resonance Imaging

MRI is a subfield of NMR in which gradients in the strength a# tbngitudinal component
of the magnetic field are used for the purpose of determirtiegspatial extent of various

10
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properties of the imaged object. In an elementary sense, MNIRsed on the principle that
an atom with non-zero nuclear spin will precess at a wellr@efiresonant frequency in the
presence of a magnetic field. This precession is intringieafjuantum mechanical phe-
nomenon, but in context of this thesis, the usual semi-idaldescription of spin dynamics
is sufficient. The use of magnetic field gradients and NMR tasnee the spatial distribu-
tion of nuclear spins was first demonstrated in 1973 by Lautgb4] and Mansfield [55].
My description of NMR begins with the concepts of polarieatiresonant excitation, and
relaxation. This is followed by a discussion of signal sginand signal-to-noise ratio. |
then present an overview of MRI including spatial localiaat slice selection, echo for-
mation, and k-space mapping. The final topic in this sectitroduces the technique of
velocity-phase-encoded MRI and discusses the role ofsidfu

2.1.1 Nuclear Magnetic Resonance

The nuclei of atoms are composed of protons and neutronis,aachich has an intrinsic
spin of 1/2 associated with its angular momentum. Pairskaf tiucleons tend to align
antiparallel with one another, thus their contributionght® net spin of the nucleus cancel.
As a result, atoms with nuclei that have an odd number of pgtan odd number of
neutrons, or both, will have a non-zero net nuclear $gior angular momentum) of integer
or half-integer value. It is these atoms that can be used irRN#vid hence MRI. For
example, hydrogen-1) has a single proton and a nuclear spin of 1/2. Heliumkgj,
on the other hand, has two protons and one neutron. The pspina cancel leaving one
unpaired neutron which gives the nucleus a net spin of 1/2edls Whe magnetic moment
of these nuclei is aligned (or anti-aligned) with their alzgunomentum the ratio of the two
guantities is known as the gyromagnetic ratio, denoted égytmbol. The gyromagnetic
ratio for 'H is vz = 26.7519 x 107 T~'s™! and that for*He is vy, = —20.38 x 107
T-!s7! [56]. When placed in a magnetic field of magnituflg, the interaction of this
dipole moment with the field causes the energy of the nuckebs shifted by an amount

E = —yhBym (2.1)

whereh = h/27 is the reduced Planck’s constantamd= —1,—7 + 1,...,1 — 1,1 is
the projection of the nuclear spin along the field directidior atoms with nuclear spin
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I = 1/2, there are two energy states: one with the spin aligned Wwéhrtagnetic field and
the other with the spin anti-aligned with the field. The staitd the higher energy depends
on the sign of the gyromagnetic ratio. Transitions from tedr to the higher state can
occur with the absorption of radiation at the resonant aarguéquencyw = By, which

is known as the Larmor frequency. Fdtl in a magnetic field of 1.5 T, which is typical of
imaging magnets, the Larmor frequency is approximately &4#zMwhich is in the radio
frequency (RF) band of the electromagnetic spectrum. Hemréason, the radiation used
to manipulate nuclear spins is known simply as “RF” in the NEtRI MRl communities.

2.1.2 Polarization

For the most part, NMR experiments are performed on macppssamples. The nuclear
spin of each atom in the sample will either be aligned or algjiped with the magnetic
field, and the equilibrium distribution is described by Baftann statistics. That is, the
ratio of the number of spins aligned anti-parallel to thedfid~ and parallel to the field
N*is ~

% _ o~ AE/kpT (2.2)
whereAF is the difference in energy between the two states implieBdpy(2.1),k 5 is the
Boltzmann constant, arifl is the temperature. The polarization of an ensemble of atems
defined as

NN ) (2:3)
which is the ratio of the difference in the two populationgidied by the total number of
atoms. In thermal equilibrium and fdr= 1/2 the magnetization is given by

Nsvh
2

M =

Pz (2.4)

wherelN, is the spin density. The magnetization is a vector quartidyis either aligned or
anti-aligned with the background magnetic field dependmthe sign of the gyromagnetic
ratio. At room temperature the polarization'¢fin a 1.5 T magnetic field is of ordad—*.
It is this miniscule population difference that is detedtretiMR.

It is exceedingly cumbersome, and in most cases little msgygained, to work with
individual spin dynamics when dealing with macroscopicgkes Instead, a semi-classical
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description of the dynamics of ensembles of spins is usedhisnapproach it is the time
dependence and manipulation of the magnetizatiavidhat is of interest.

One of the greatest challenges in performing NMR on a gaspeoad to a liquid, is
the low molecular density. There are many factors that godetermining the total signal
strength, but one of the major considerations is the totatbar of spins. For a fixed
sample volume, this depends on the net magnetization ofiin@le and more specifically
the nuclear spin density. In this thesis, experiments iriagl room temperaturéHe at a
pressure of 2 atm are described, corresponding to a numbsitglef order5 x 102> m=3.
As a basis for comparison, the number density of water médscat room temperature
is 3.3 x 102 m~3, which is nearly 3 orders of magnitude larger. On top of tiiagre
are two hydrogen atoms in each water molecule effectivelybting the signal density.
The relatively weak signal available from thermally patad *He gas near atmospheric
pressure, compared to that obtained in conventional MRbpeaed on'H rich tissues and
fluids, is a significant hurdle to overcome. Other issuesosimding signal strength and
detection are discussed in more detail in Sec. 2.1.5.

2.1.3 Resonant Excitation

The net magnetization vector can be manipulated throughisbeof alternating magnetic
fields applied orthogonal to the background magnetic field equency that is close to
the Larmor frequency. In the quantum mechanical descrigifdhe state of a nuclear spin,
the absorption or emission of radiation induces transitibetween energy levels. In the
semi-classical description, the alternating magnetic fegluses the net magnetization to
rotate away from the static field direction.

The net magnetization is the density of magnetic dipole mmama the sample; i.e.
M = punet/V whereV is the volume. To begin the mathematical description, wet sta
by equating the torque due to the magnetic field and the rathafge of the angular

momentum giving

dM

For a static background magnetic field along the z-&xis, the solution folMI(¢) involves
precession of a constant vector about the magnetic fieldeatLéihmor frequency, =
v|Bo|. This is analogous to a gyroscope, whose angular momentatorveoints along
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M
=B, 2B cos wt
th (Bl
Figure 2.1: Qualitative trajectory of Figure 2.2: Linearly polarized oscil-
the magnetization vector during a tip- lating magnetic field broken into two
ping pulse. counter-rotating components.

the axis of rotation, precessing because of the torque ddwsthe force of gravity acting
on the center of mass. The torque in the case of the spin etesésndue to the applied
magnetic field acting on the net magnetization.

If, in addition to the main fieldB, = Bz, there is a small field3; applied in the
perpendicular plane and which rotates abwat angular frequency,, the total magnetic
field will be

B(t) = By (coswot x — sinwpty) + Bz . (2.6)

Equation (2.5) implies that the magnetization will be fafd¢e rotate around thB; com-
ponent of the total field at a frequency = vB;. SinceB; < B, the precession about
B; will be much slower than that abolg,, and the magnetization trajectory will trace
out a spiral on the surface of a sphere as portrayed quedibain Fig. 2.1. Note that the
spiral in the figure does not accurately depict the trajgctdrthe spin which, in a more
realistic scenario, would make many more turns around tecdteld as the direction of
M is canted away froniB,. A short pulse of RF excitation producing a fids for a time
t results in the tipping of the sample magnetization away fiiield by an anglev;t. As
noted earlier, the Larmor frequency is typically in the mafiequency band and therefore
these pulses are known as RF tipping pulses. Using radiaasresasurement of angle, a
pulse that rotates the magnetization from the z-axis irgoctig-plane is called a/2 pulse,
and one that flips the magnetization is referred to agalse.

In practice, linearly-polarized oscillating magneticdiglare simpler to produce than ro-
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tating fields. A linearly-polarized oscillating magnetielfl can be expanded into the vector
sum of two counter-rotating fields, as shown in Fig. 2.2. Qorlg of these components ro-
tates in the same sense as the precession of the nucleartiratioe, and thus acts on the
spins. In the high field limit wher&, > By, the counter-rotating component typically has
negligible effect.

Greater intuition and ease of calculation can be gaineddrnstorming to a reference
frame that is rotating witi3; at angular frequency;. Using a simple transformation, the
effective field in this reference frame can be written

Bt = (By — w1/7)z + B1x’ (2.7)

wherex’ is the axis in the transverse plane rotating at angular &egyw;, along which

B, is aligned. Whenv; = wy, the longitudinal component of the field disappears, and
the magnetization will precess abdat. Whenw is off resonance the magnetization will
precess aroundB.;z at some angle between the longitudinal and transverse gla0é
resonance excitation is of importance when analyzing tleetspl bandwidth of tipping
pulses, and is also useful in manipulating spin systemdumgmultiple species.

2.1.4 Relaxation

After the application of ar/2 RF pulse that brings the magnetization into the x-y-plane,
Eq. (2.5) implies thaM will simply precess about the z-axis. In the absence of ahgrot
interactions, this precession would continue indefinitélpwever, inevitable interactions
between nuclear spins and the environment, as well as ati@na between spins within
the ensemble, cause the magnetization to eventually reursequilibrium state of align-
ment with the static magnetic field. Although numerous nmgcapic mechanisms causing
nuclear relaxation have been identified, they can be cledsifiterms of two phenomeno-
logical parameters. The first consists of relaxation preegshat return the magnetization
to its thermal equilibrium state aligned with the backgrddield, and is known as spin-
lattice relaxation or longitudinal relaxation. The secaasists of processes that lead to
the destruction of coherent precession of the magnetizatimut the z-axis, as the spins
come into thermal equilibrium with each other, and is knowsnspin-spin or transverse
relaxation. The characteristic timescales for these atlax processes are conventionally
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denotedl; andTs, respectively. The inverse of these two relaxation timesespond to the
phenomenological relaxation rates for the longitudina tansverse componentsef.

Longitudinal relaxation involves processes that exchargggy between the spin sys-
tem and the thermal reservoir of the surrounding envirorin(ine “lattice”). The phe-
nomenological equation that describes the time evolutichez-component of the mag-
netization as it returns to thermal equilibrium is

dM, M, — M,
S 2.8
dt Ty (2.8)

with solution
M. (t) = M.(0)e/T + Mp(1 — e™"/™) (2.9)

whereT is the longitudinal relaxation time. This time scale can béejlong for pure
materials in liquid or gas form and sets a limitation on the et which experiments can be
performed. For pure deionized waftEr > 1 s is typical, whereas for puride gas it can
be much longer, ranging from hours to days with careful pregan of the container [57].
Strongly paramagnetic particles in the fluid or the contaimells are particularly effec-
tive at enhancing relaxation through collisions. Coppédfase, which is paramagnetic, is
often added to water samples (phantoms) used in evaluatifti§ Biystems specifically to
decreas€7, and thus decrease the amount of time one must wait for thequodibrium to
be attained. In the experiments described in this thesygarx which is also paramagnetic,
is added tdHe gas for the same purpose. This is discussed further irdSec.

As nuclear spins precess in a magnetic field, the coherertbeiofllignment decreases
because they each inevitably experience slight variatiofield strength and hence Lar-
mor frequency through interactions with other spins. Thads to the random accumu-
lation of relative phase between spins (dispersion), amtédn@reversible degradation of
the coherence of the precession. These variations in fisddgth can be caused by mo-
mentary interactions between spins during collisions ordmdom diffusive motion. The
phenomenological equation that describes the decay ofdneverse components of the
magnetization is

dM,, M,
Y- o 2.10
dt T, (2.10)

with solution
Moy (t) = My (0)e™™ (2.11)
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In this case,l; is the spin-spin relaxation time. There is a hard limit that< 77, but
typically the spin-spin relaxation time is significantlyoster than the spin-lattice relaxation
time. In many situations, the background field will have lstimhomogeneities leading to
variations in the Larmor frequency for each spin. This wdlise additional dephasing of
the spins. The resulting envelope of the detected osoflagmains exponential, but with
a shorter decay constant denofed < 75.

Collectively, when equations (2.5), (2.8) and (2.10) amalimed and written in a form
appropriate to the rotating frame, they are known as thelBéopiations:

dM, : M,
g (M,By + M.B; sinwt) — T (2.12)
2
M, M,
ddty =y (=M,By+ M,B; coswt) — ?y (2.13)
2
dM, , M, — M,
=7 (=M, B sinwt — M, B; coswt) — TO (2.14)

This set of phenomenological equations describe a grebbtide magnetization dynamics
observed in NMR, including the work described in this thesis

2.1.5 Signal Detection and Noise

It was noted in Sec. 2.1.3 that the sample magnetizatiorddmitotated away from the z-
axis through application of an oscillating magnetic fiB¢ This field is typically created
by an AC current flowing in an RF resonator such as a wire logojenoid, or a birdcage
coil [58]. The birdcage coil used for the experiment desmtiin this thesis is discussed in
Sec. 3.4. Similarly, the precession of nuclear spins in amegagfield after a tipping pulse
is applied will induce an EMF in the coil. It is this EMF thatrcesponds to the signal that
is detected in conventional NMR and MRI.

Any process that causes a finite magnetization to form in-trg@kane will subsequently
lead to a free induction decay (FID). That is, the Bloch eiguat(2.12) and (2.13) imply
that the transverse components of the magnetization veitlgss about the z-axis, while the
magnitude of both longitudinal and transverse compondndd alecay due to spin-lattice
and spin-spin relaxation mechanisms. For situations whgke 77, the time dependence
of the magnetization will then be

M(t) = [My coswot x + My sinwot y|exp(—t/Ts) . (2.15)
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Figure 2.3: Quadrature detection scheme. The referenddatmcsignal is split into two
signals, one of which is phase shifted by’ 90he phase sensitive detector (PSD) outputs
the difference between the NMR signal and the referencdatsci

imaginary

[

Using complex notation, where the y-component of the mazguain is mapped to the
imaginary axis, Eq. (2.15) can be written

M. (t) = My exp(iwot) exp(—t/Ts) (2.16)

where M, indicates the transverse component of the magnetizatibe. EMF that is in-
duced in the coil will thus be an exponentially decaying soid at the Larmor frequency.
The precessing magnetization described by Eq. (2.16) ipExphaving real and imag-
inary components. These components can be separated bsirguadrature detection
scheme shown in Fig. 2.3. The output of a reference osdillateet to the Larmor fre-
quency and is divided into two branches, one of which is eflifh phase byo0°. The
reference and the phase-shifted signals are mixed with MR Bignal using phase sen-
sitive detectors (PSD). The phase sensitive detector pesdilne product of the two input
signals. This results in a signal that contains terms thallate at the sum and difference of
the input signal frequencies. The higher frequency “sumhtis removed using a low pass
filter leaving the lower frequency “difference” term as th&put of the PSD. The output
from one of the PSDs is in phase with the reference signal aitabelled the real compo-
nent. The result from mixing the NMR signal with the phasdtstibranch is similar to the
real component, but is shifted in phase by.9bhis is the imaginary component. Using this
detection method, both the amplitude and the phase of the il can be extracted.
The size of the EMF induced in the coil depends on a numberabdifs, including the
volume of the sample and the magnitude of the magnetizatitwveenal equilibrium. Using
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Egs. (2.1), (2.3), and (2.4) and assuming the high temperéitait whereviB, < kT,
the equilibrium magnetization of a sample of spin-1/2 et can be written

. Ns’y2h2B0

M, = 2.17
0= T T (2.17)

The signal detected by the coil is related to the field thatlditwe produced by a current
flowing through the coil such that

S:—g/ M-Mdv (2.18)
ot Jy. i

where the integral is over the volume of the sample [59]. HBEz, y, 2) is the spatial
profile of the field produced by the coil with currentThe magnitude of the signal is then
|S| = woK(B1/1).yMoVs, Wwhere(B, /i), is the transverse component Bf /i, and K
describes the result of integrating the field profile overubleime of the sample. A good
coil design produces large, (z, y, z) in the vicinity of the sample for a given current.

The voltage signal received from the precessing spins naumspete with the electronic
noise of the detection system. To good approximation, tta tmise is often white, mean-
ing that the distribution in voltage fluctuations at the spmueter is nearly Gaussian, and
the power spectral density is constant for a given bandvadér all center frequencies. A
measure of the relative strength of the signal comparedetadiise is the signal-to-noise-
ratio (SNR), which is the magnitude of the signal strengthddid by the root-mean-square
(RMS) amplitude of the total noise.

There are a number of measures that can be taken to redueecim@s NMR exper-
iment. The most basic step is the placement of RF shieldingrat the probe coil or
resonator to minimize the influence of external sources &end\Iso low noise amplifiers
are used and are placed as close as possible to the coil tbtheasgnal above any noise
that may be picked up along the transmission line.

Once physical noise sources have been minimized, theraughef methods that can
be employed to improve the SNR. The first is the use of sigrexicaing: the experiment is
repeatedV times and the results are added. Since the signal is coh#retssociated EMF
is summed (proportional t&/). At the same time, the phase of the noise signal is random
and the associated EMFs add in quadrature (proportiondlN9. The net improvement in
SNR increases ag’N. There is a practical limit to how much the SNR can be improved
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through signal averaging, since each factor of 2 requirésmdstas many acquisitions. At
some point the duration of the experiment becomes prodiytiong and other means of
improving the SNR must be explored.

Another method for reducing noise is by the selection of #eeiver bandwidth\ f
through analog or digital filtering. The RMS voltage from ait@moise source is propor-
tional to\/A f, and therefore, the bandwidth used in signal acquisitiostine optimized in
order to maximize the SNR. The receiver bandwidth shoul@lpgelenough to be sensitive
to the frequencies of the NMR signal. One component of theuatps that influences the
bandwidth, and hence the noise, is the structure of the RFused to generatB; fields
and detect the signal from precessing nuclear spins. Thiissaasually a part of a tuned
resonant circuit with a finite bandwidth. The frequency ese of a resonator can be
characterized by the quality fact@ which, for highQ factors, is defined aQ = f,/Af,,
wheref is the resonant frequency, aiy, is the full-width-at-half-maximum (FWHM) of
the power spectrum. A high} is desirable in a MRI coil because of the increased response
to the small signal from the sample.

Issues associated with SNR play a significant role in the raxgats described in this
thesis because of the relatively small signal availablmftoermally polarizedHe gas. At
all points in the design of the experiment, care was takenitonnize external sources of
noise and to optimize the acquisition parameters.

2.1.6 Spatial Localization

The magnets used in NMR are typically constructed so as te hermogeneous as possible,
so that the entire sample is immersed in a field of uniforrngfite This ensures that the
frequency at which spins precess is independent of locafitre goal of MRI is to map
spatial properties of the sample. This is done through tédiad of linear gradients to the
homogeneous background field, so that the total magneticlfetomes

B=(By+G -r)By (2.19)

where G is the gradient vector; is the position, and, is the unit vector aligned with
the background magnetic field. There are two configuratidrielal gradient implied by
this equation that are used in MRI: axial gradients, whicltdyvention are directed along
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Figure 2.4: Pictorial representation of the (a) longitadisnd (b) transverse magnetic field
gradient configurations implied by Eqg. (2.19). The arrowmpalong the z-axis, which is
the direction of the background magnetic field. In practiee,r < Bj.

the z-axis parallel to the main field, and transverse graslievhich are directed along the
X- or y-axes perpendicular to the main field. Figure 2.4 thates the functional nature of
these gradient fields. As a result of Maxwell’s equations gfoduction of a field gradient,
as implied by Eq. (2.19), also creates orthogonal gradiemtss, known as concomitant
gradients. In high field MRI, the contributions of these camdaant gradients to the total
field are small and, to a good approximation, may be neglected
The field described by Eq. (2.19) causes the Larmor frequerittyn the sample to
depend on position:
w(r) =By +7vG-r . (2.20)

The linear dependence of the Larmor frequency on locatidheémmagnetic field gradient
forms the basis of MRI. Through the use of pulsed magnetid fiehdients, it is possible
to create three dimensional images of the sample.

The signal acquired from spins precessing in a magnetic §eddient is simply the
superposition of contributions from across the sample.nggxponential notation and
ignoring relaxation, the time- and gradient-dependentaligoming from a small volume
of the sample may be written

dS(G,t) x p(r)dV exp [iw(r)t] (2.21)

wherep(r) represents the sample density at positipandw(r) = vBy + 7G - r is the
precession angular frequency as a function of positiongatba field gradient. Neglecting
relaxation in this manner is possible when the applied magfield gradient dominates
the dephasing of spins. Using quadrature detection at thedrafrequency removeshB
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from the signal. Under these conditions, the total signal is

S(t) = /p(r) exp [(7G - rt] dV (2.22)

where the integral is evaluated over the entire volume ofstmaple and the constant of
proportionality has been ignored. This integral represenfourier transform (FT),a
point that can be made more obvious through the substitution

k = (27) '"vGt . (2.23)

The signal can then be expressed in reciprocal- or k-spadediommas

S(k) = / p(r)e®mkrdqy (2.24)

Similarly, the inverse Fourier transform 8fk) returns the sample density as a function of
position along the gradient:

p(r) = / S(k)e 2mkrdk (2.25)

Imaging the sample densipyr) is reduced to the measurementdik) through the appli-
cation of time dependent linear magnetic field gradi€nts) during the acquisition. This
quantity is then Fourier transformed to reveét). The role of magnetic field gradients in
the mapping of k-space is described below. The MRI pulseesgrpiused in this thesis is
then described in Sec. 2.1.9.

2.1.7 Slice Selection

Although it is possible to directly acquire three-dimemsibdata sets spanning much of
k-space in order to produce an image of the entire volume fieguently more convenient
to only excite a thin slice of the sample and generate a psswadimensional image. This
is accomplished through the use of an RF tipping pulse thedmsmitted while a magnetic
field gradient is applied.

A short pulse of RF radiation at frequencywill necessarily have a finite spectral
bandwidth. The RF pulse can be writtema3) = A(t) expli(wt)], whereA(t) represents

1A brief review of Fourier transforms is given in App. A.
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Figure 2.5: Sinc RF pulse of Eq. (2.26) and its Fourier tramsf which is known as the
boxcar or tophat function.

its amplitude or envelope. Through the convolution theqréma Fourier transform of the
product of two functions is equal to the convolution of thaifer transforms of the indi-
vidual functions. The frequency spectrumft) is then the convolution of the Fourier
transform of the envelope functiofit) and the Dirac delta function centered at frequency
w. An RF pulse that is frequently used in MRl is

R(t) = Rsindat) cos(wt) (2.26)
where '
sin(z) = Smgx) (2.27)

and thusR(t) is known as a sinc pulse. The frequency spectrum of a sine pals constant
amplitude across bandwidthw = 1/a which is centered around This Fourier transform
and inverse Fourier transform pair is shown in Fig. 2.5. Ttyvestant amplitude and well
defined bandwidth of this type of pulse are particularly ukef MRI because of the degree
of control it gives in selective excitation.

When an RF pulse is applied at the same time as a linear madieddi gradient, only
the spins whose Larmor frequency lie within the bandwithief pulse will be excited.
For aG, gradient applied along the z-axis and a sinc pulse of barttiwidf, a slice of
width Az = Aw/~G, is excited. Thinner slice selection is achieved by usingérRF
pulses, which have a narrower bandwidth, or by using stronggnetic field gradients,
which cause the spin precession frequency to vary morelyagsda function of position.
For pulses that have an amplitude dependent spectrum, assthbe taken to properly
account for the dynamics of spins that are only partiallpéig away from the z-axis during
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excitation.

It should be noted that a/2 slice selection RF pulse causes a linear variation in the
phase of spins to build up because of the dependence of theoL&requency on position
along the field gradient. This must be refocused by applyintgagnetic field gradient of
the opposite polarity and time integral equal to half thatheforiginal gradient pulse [60].

2.1.8 Echoes

The decay of the signal strength during an FID that occursevetfield gradient is applied is
due to the dephasing of the spins as they each experienbéysliifferent Larmor preces-
sion. Hahn realized that this is an inherently reversibepss and demonstrated this fact
by generating the first spin-echoes [61]. Figure 2.6 ilatss the formation of a spin echo
as viewed in the rotating frame. Firstrd2 RF pulse is applied to tip spins into the trans-
verse plane, producing an FID which decays with time congtanThis decay is caused by
the dephasing of spins via spin-spin interactions and magfield inhomogeneities. The
distribution of spin orientations across the sample ises@nted by the shaded arc shown
in the figure. At a later time, a7 RF pulse is applied. This has the effect of inverting
the phase of the spins. Immediately after th&®F pulse, the same magnetic field inho-
mogeneities that caused the spin phases to diverge nowusefbe magnetization. This is
illustrated in the fifth panel of Fig. 2.6. The signal ampdiéLthen increases as a function of
time, peaking at a timer and subsequently decaying back to zero. This peaked sigyaal i
spin echo. The amplitude of the echo will be smaller thanniteal signal amplitude of the
FID by a factor ofexp(—27/75). Recall thatl is the time constant for an FID when spin-
spin processes are the only ones that contribute to the détdlye absence of diffusion,
the field inhomogeneity effects responsible for makKiijg< 7, are eliminated.

In Sec. 2.1.6 itwas shown that to produce an image of the sgamphap of k-space must
be acquired. Movement in k-space is accomplished througlagiplication of magnetic
field gradients. The k-vector, defined by Eq. (2.23), depdiadk on the magnetic field
gradient strength and on time. Acquiring a signal during dpelication of a constant
amplitude magnetic field gradient, a process called freqgencoding, will map out a line
in k-space. For example,d/2 RF pulse followed by a positive x-directed field gradient
of constant amplitude will causk, to increase linearly at a ratgG, starting from an
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\17/2 pulse

Figure 2.6: Spin-echo sequence in the rotating refereacedr Initially, the magnetization
is in thermal equilibrium. Ar/2 RF pulse at time = 0 rotates the magnetization into
the transverse plane. As spins precess, they dephase éatan-spin interactions and
field inhomogeneities. A pulse is applied at time = 7, flipping the phase of the spins.
The reversible processes that previously caused spinpt@ade now work to refocus them,
forming an echo at = 27.

initial value of zero. The k-vector can be thought of as grayin magnitude along the
positivek, axis. As the gradient is applied, spins dephase accorditigetéocal Larmor
frequency. Similarly, a negative x-directed gradient wiluse the k-vector to increase
along the negativé, axis. The Fourier transform of this line spanning the pesiand
negative k-axis will produce a projection image of the sarglbng the direction of the
field gradient.

A more efficient method for mapping out a line in k-space spamnthe positive and
negative axes is the gradient-echo. A gradient-echo isymextiby first applying a negative
gradient pulse of duration (taking the spins td, = —yGT) followed by a continuous
positive gradient such tha{(t) = ko + 7Gt. As k(t) approaches 0, the spins will rephase,
and an echo will form. The amplitude of the detected signaksguently decays as the
k-vector increases further. The initial gradient pulsehis example is often called a rewind
pulse, and the second gradient (applied during data atiquisis called the read gradient.

An alternative method for mapping the negative and positjvaxes uses a spin echo.
After the 7/2 RF pulse, a positive rewind field gradient is applied, takihg spins to
ko = vG,7. This is followed by ar pulse that inverts the phase of the spins, taking them
to —ko. The application of the read field gradient then producesadignt echo as the
k-vector passes through 0. One advantage of the spin-edraloy gradient echo is that
ther RF pulse refocuses the spin dephasing caused by backgrelshthiiomogeneities.
This permits the mapping of plus and minus k-vectors as veeteéocusing field inhomo-
geneities yielding a stronger signal. The gradient-ecludten preferred for rapid imaging
sequences or where the absorption of RF power in the subjaatissue.
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Figure 2.7: Simple pulse sequence that can be used to aajtwe dimensional map of

the signal amplitude in k-space. The Fourier transformmgileal an image of a slice of the
sample. One of the possible trajectories through k-spacthi® pulse sequence is shown
in Fig. 2.8.

2.1.9 Mapping k-Space

In order to produce two-dimensional images of a sample,nesessary to acquire a two-
dimensional map of (k) (which happens in Eq. (2.25)) in k-space. This is done using
orthogonal time-dependent magnetic field gradi€itsand G, to move through k-space
(via Eqg. (2.23)), while acquiring data. A pulse sequencedbeomplishes this task is illus-
trated in Fig. 2.7. One of the possible trajectories throkigpace for this pulse sequence
is shown in Fig. 2.8.

The pulse sequence begins with a slice selecti¥® RF pulse along the z-axis, fol-
lowed by a refocusing magnetic field gradient pulse with thpasite polarity. A rewind
field gradient pulse is then applied along the x-axis, mowngector in the positive:,
direction. Next, a short field gradient pulse along g axis, called a phase encoding
pulse, is applied. This moves the k-vector in the negatjwirection, as shown in Fig. 2.8.
Immediately afterwards, a RF pulse inverts the phase of the spins. The net effect is to
move the k-vector frontk,, k,) to (—k,, —k,). The inversion of the k-vector with the
RF pulse also takes advantage of the refocusing of the deghalsie to background mag-
netic field inhomogeneities in the spin echo that is prodwatéd = 0. Finally, the data is
acquired as the read gradient is applied and the k-vectoesiovthe positivé:, direction.
Repeating this sequence multiple times using differentlinages for the phase encoding
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Figure 2.8: One of the possible k-space trajectories foFth&ier imaging pulse sequence
shown in Fig. 2.7.

field gradient pulse produces a two-dimensional map of k&pat is Fourier transformed
to produce an image of the sample (cf. Eq. (2.25)). This padsgience is closely related to
one used in the experiments described in this thesis. Onddshe aware that many other
methods for acquiring k-space images exist.

A complete and continuous map §fk) would yield a perfect image. However, real
data sets are discrete and finite in exte¥if.data points are acquired during the frequency
encoding phase of the sequence, sampled at regular timreatsté\r (called the dwell
time). This is repeated fal, phase encoding gradient pulse amplitudes. The extent of
k-space that is actually sampled is therefdfeby N, points and produces an image data
set of the same dimensions.

The area represented by an image is called the field of vieWwR@sing the properties
of the Fourier transform, the FOV along the x-axis is

FOV, = 2.28
ATvG, ( )
while along the y-axis it is
N,
FOV, = ——%— . 2.29
v 27 [ Gy maxdt ( )

The digital resolution in each dimension can be found bydiing the FOV by the respective
number of points. These resolutions define the dimensioaspifel (picture element) of
the image. If the resolution along the z-axis is include@, risulting dimensions define
a voxel (a volume picture element). The resolution alongztlagis is usually determined
by the thickness established by slice selection. Althoegls kommon, it is also possible
to acquire full three-dimensional k-space maps, which ban be used to create volume
images through a three-dimensional Fourier transform.
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The finite area of k-space that is sampled results in the ptamuof truncation arti-
facts, such as Gibbs ringing, which is manifested by ripplamage intensity near sharp
edges. Qualitatively, the k-space map provides a cosineidtogeries representation of
the image. For k-vectdk = (k,, k,), k. is the frequency of the cosine function along the
x-direction, and similarlyk, is the frequency along the y-directiofi(k,, k,) provides the
coefficients for the cosine series. In this mapping, largp&ee vectors are responsible for
high frequency contributions to the image, whereas sma#dtors contain low frequency
information. The origin in k-space (zero frequency compapsets the overall intensity of
the image. In truncating the region of k-space that is sathigleme of the high frequency
information needed to represent sharp edges is removedreshé is akin to the ripples
produced when a square wave is generated from a truncategFeeries.

The true resolution of an image must be evaluated using tlyéeiga criterion [62],
which sets the minimum separation between point spreadifunscthat can be resolved by
the eye. The maximum resolution depends on the width of tarifes that are imaged.
This is influenced by a number of factors suclfasthe SNR, the imaging parameters, and
diffusion. An MR image can be thought of as the convolutionhef FID line shape with
the idealized image. The resolution is therefore limitedie/FWHM of the FID spectrum,
which is given byl" = (#T;)~!. The optimal resolution of an image is obtained by setting
the pixel separation so as to be approximately equal to tidshw Diffusion, especially
during the read gradient, plays a significant role in lingtimage resolution because the
signal is attenuated during the acquisition phase. Thiseigdays a role in experiments
described in this thesis and is discussed further in theviatlg section (see Eq. (2.35)).

2.1.10 Velocity Phase Encoding and Diffusion

MRI is a powerful tool for imaging stationary samples. Howeg\t can also be used for
guantifying motion. One of the earliest methods used tdtflaed motion, called a time-
of-flight measurement, involves using slice-selectiorsmne other selective excitation, to
tag a group of spins at one location and then probe them aémtiate, so as to infer the
displacement [4]. The method used in this thesis and destiielow is called velocity-
phase-encoding (VPE). In this method, pulsed magneticdigldients are used to store the
velocity information in the phase of the image.
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The discussion to this point has focused on the use of magiedt gradients to probe
the spatial properties of a sample. These gradients carbalsged to directly probe the
motion of spins. The effect of magnetic field gradients onghase of a particle in motion
was first presented by Carr and Purcell [63] and later by H&dij. [ As a spin moves
through a region of space in which a magnetic field gradieist®xthe Larmor frequency
changes as displacements along the gradient directionplake. This is true both for
the coherent motion of a spin packet and for individual spimdergoing random diffusive
motions. The phase accumulated by a spin (in the rotatimgeyanoving along a path in a
time dependent gradient is given by

6(t) = /0 G ety ar (2.30)

If the spin moves at constant velocity, such th@) = r, + vt, then the phase becomes

o(t) = ( /O tG(t’)-ro dt + / t YG () - v(t) dt’) . (2.31)

0

The first term represents the total area under the gradiaetgraph. The second term
represents the first moment of the gradient pulse. We canedafwector from the first
moment term

t
p= 7/ t'G(t) dt’ (2.32)
0

such that it gives the phase shift along the gradient at as§ipo A¢(r) = p - v(r). Com-
monly used forms o€ () are bipolar with a pulse of trapezoidal, half-sine, or ottteape
followed by a delay, and then a second pulse with the sameedhatpopposite polarity.
Figure 2.9 shows a bipolar pulse constructed using ha#f-simaped lobes. The duration of
each lobe is- and the time between the leading edges of the pulsas iBhe p-vector for
this bipolar pulse is given by

2AT\ -
p= 7|G|max <T) G (233)

whereG is the field gradient direction unit vector. The effect of tsipolar pulse on sta-
tionary spins can be understood by looking at Eq. (2.31). Sdeond integral term will
disappear becausdr) = 0, leaving only the first term. After the first lobe of the bipola
pulse, the stationary spins will accumulate a phase ef vG - r7. The second lobe has
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Figure 2.9: Bipolar gradient pulse used in velocity phasmdimg and diffusion measure-
ments.7 is the length of each half sine lobe aids the time between the leading edges of
the pulses.

the same shape but opposite sense, and so it will unwrap gse@ltquired during the first
lobe. Thus, for stationary spins, the bipolar pulse has fexefFor spins moving at con-
stant velocity along the direction of the field gradient, filn& term again goes to zero at the
end of the pulse pair, but this time the second term is noa-Z&s the spins move, the local
field strength changes during the bipolar pulse, and thensklate no longer undoes the
action of the first. As a result, a spin moving at constanteiglovill accumulate a phase
A¢ = p - v. Similar to the manner in which the field of view (FOV)was definthe field
of speed (FOS) is defined

FOS= 2 : (2.34)

|

Care must be taken to ensure that the maximum velocity exgectthe measurement is
less than the FOS, so as to avoid phase wrap errors.

The application of a bipolar gradient pulse during an imggiequence will cause a
phase shift that is proportional to velocity, but in orded&termine the change in the phase
due to motion, a reference is needed. One approach is toradgug successive images:
a reference image acquired with the bipolar pulse turnecduwod a VPE image with the
bipolar pulse turned on. A pixel by pixel phase subtractibthe images yields a map of
the velocity in the direction of the gradient.

In the discussion to this point, spins have been assumedperectly stationary, or to
be in uniform motion at constant velocity. In a fluid or gag;leparticle executes a random
walk as it collides with other particles. That is, it undezgcself-diffusion. The displace-
ment of spins has a Gaussian distribution, and the RMS distavelled by spins in time
t will be Az = v/2Dt, whereD is the diffusion coefficient. During the application of a
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field gradient, motion will cause a spin to explore regionthwlifferent Larmor frequencies
resulting in variations in phase. This process is irretdesiand any attempt to undo the
accumulated phase of the spin will result in incompleteae$ing. Thus, particle diffusion
will attenuate the signal strength [63] during spin- anddgat-echoes sequences. In the
presence of a continuous gradient, the signal strengtrchalhge with time according to

S(t) = Spexp (—%72G2Dt3> : (2.35)

Stejskal and Tanner demonstrated that the attenuatiognalsstrength caused by a bipolar
field gradient pulse could be used to measure the self-dffiusoefficientD [65]. For the
case of isotropic free diffusion during a half-sine bipgtalse, the attenuation takes the
form [66]

In <§) = —-D¥G]? 7 (4A — 1) /7? (2.36)
So

max

whereD is the diffusion coefficient, and the timésandr are shown in Fig. 2.9 [66].
Diffusion plays an important role in the VPE-MR images ddsenl later in this thesis.

The irreversible loss of signal during gradient pulses miy degrades SNR, but also limits

spatial resolution. One method of decreasing the loss ofasiduring the application of

a field gradient pulse is to make it shorter in time, due to tkoaential dependence of

the signal strength o6v?¢® as indicated in Eq. (2.35). This must be balanced against the

generation of induced eddy currents, which is describecn &.8.

2.2 Thermoacoustics

The first calculation of the viscous damping of sound in a twhs reported by Helmholtz,
although his results were presented without showing thvattesn [67]. Kirkhhoff was
the first to present the theory; he also expanded the cadcltasults to include heat con-
duction to the walls. A detailed account of this work is givan Rayleigh in his book
Theory of Sound24]. Kramers [26] used Kirkhhoff's work in an attempt to éxin the
spontaneous emission of sound from a capillary tube thdbsed at one end as the other
end is removed from liquid nitrogen or helium, an effect kmoas Taconis oscillations.
Ultimately, that explanation was deemed unsatisfactoigoldus Rott built on the work of
Kramers, and developed a successful and versatile theatyaid the groundwork for the
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field of thermoacoustics [27]. In the second half of this ¢kap will present a few aspects
of Rott’s theory that are relevant to this thesis. In patécliwill focus on the oscillatory
flow of gas in a cylindrical tube. The experimental work in thger chapters focuses on
this system. The notation used here follows that of Swiftisidook Thermoacoustics: A
Unifying Perspective for some Engines and Refrigeraed$. This book makes extensive
use of concepts from thermodynamics, fluid mechanics, aadséics. For those who are
unfamiliar with these topics, | recommend BejaAdvanced Engineering Thermodynam-
ics [68], Landau’sFluid Mechanicq69] and KinslersFundamentals of Acousti¢g0] as
excellent sources of complementary information.

2.2.1 Acoustic Approximations

A simple standing-wave thermoacoustic engine is depictdeg. 2.10. Also shown is the
coordinate system used in this section and a few of the lescgtes of interest that will
be discussed. The device is a half-wavelength acoustinagsowith velocity nodes at
the end walls and a pressure node in the center. The wavegatma direction is along
the x-axis, and the wavelength }s = a/f, wherea is the sound speed, anflis the
oscillation frequency. The heat exchangers facilitate flea into and out of the gas. The
thermoacoustic stack is a structure designed to maintaselthermal contact with the gas.
It is the interactions between the oscillating gas and theperature gradient along the
stack between the heat exchangers that gives rise to thedeokkto the gas. A qualitative
description of the operation of this device is given at the ehthis section.

We begin by looking at the acoustic aspect of thermoacaushicacoustics, it is gen-
erally assumed that the time dependent part of all variablesall, and that the amplitude
varies a4t about the mean value. A subscriptis used to denote the mean value and
a subscript 1 is used to show the complex amplitude of thdlaseg component. For
example, the gas densityand temperaturg’ are written

’iUJAt:|

p(a,y, 2, t) = pm(x) + R [p1 (2, 2)e"'] | (2.37)
T(z,y,2,t) = Tu(x) + R [T1(2,y, 2)e*] . (2.38)
whereR indicates the real part of a complex quantity. It is assurhatlanly the acoustic

oscillation can cause gradients perpendicular to the wewmgggation direction, and there-
fore mean values only depend @anOne advantage of this complex notation is that all time
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Figure 2.10: Schematic of a simple standing-wave thermagtaoheat engine.

derivatives can be replaced Byt = iwa. In the small amplitude limit, the oscillating
part of each parameter is much smaller than its mean valge|fe} < p,,). The acoustic

oscillations are assumed to be purely sinusoidal with nomfilesv. This implies that the

mean pressure has no spatial dependence due to the absesteadyf flow. Under these
assumptions, the gas displacemgand velocityu can be written

E(x,y,2,t) =R [él(x, Y, z)ei‘”’*t} , (2.39)
u(z,y,z,t) =R [ul(x,y, z)eiwAt} ) (2.40)

The velocity and displacement amplitudes are related,by 0¢, /0t = iwa&;. The mag-
nitude of the displacement amplitude is always shorter thamvavelength, but it can often
be a significant fraction of the lengths of some of the comptsased in thermoacoustic
devices, such as the stack or heat exchangers described bEle velocity components
in they andz directions are assumed to be much smaller thhanConsequently, it is as-
sumed that the gradients in pressure perpendicular to the pr@pagation direction are
also small, and the pressure can be written

p(2,y, 2,t) = pm + R [p1(2)e™*] . (2.41)

Fluid properties in thermoacoustics are typically assutoefdllow the ideal gas law,
and therefore the equations of state for the pregsarel the internal energy per unit mass
n are

p = pRT (2.42)

and BT
n=—o (2.43)
Videal — 1
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whereR is the ideal gas constant divided by the molar massyang= c¢,/c, is the ratio of
the isobaric specific heat and the isochoric specific heatustic waves consist of coupled
pressure and displacement oscillations. The ideal gasglvas that variations in pressure
give rise to variations in temperature. The speed of soumh ideal gas i8 = \/7igea 21 -
Other thermodynamic properties of the gas can be derived) isis. (2.42) and (2.43).

Viscous, thermal diffusion, and mass diffusion effectsragest important in the direc-
tion perpendicular to the displacement of the gas, and aaeacterized by three length
scales. The thermal penetration depth is defined as

0w = 1/ 2k /wapc, = \/2K/wa (2.44)

wherek is the thermal conductivity of the gas,is the thermal diffusivity, and, is the
isobaric specific heat per unit mas§, is a measure of the characteristic distance heat
can diffuse in a tim&, /7. The temperature of an imaginary gas parcel that is located a
distance much greater thapnfrom the solid boundaries of the device will not be in thermal
contact with the walls. For a structure where good thermialat is desired, such as a heat
exchanger, one wants the mean distance between a parcet ahdahe nearest wall to
be approximately equal t).. Thermoacoustic stacks are designed to maintain reasonabl
thermal contact with the gas: while the gas is in motiondittermal energy is transferred
between the gas and the stack but at the turning points ofakergtion, good thermal
contact with the walls is established. The viscous penetratepth is

0y =/ 2u/wap = \/ 2V /wa (2.45)

wherey andv are the dynamic and kinematic viscosities, respectivélyrepresents the
characteristic distance momentum can diffuse in a timé& ofr. Again, a parcel of gas
that is located a distance much greater thawill move freely without feeling drag from
the stationary walls. The acoustic viscous boundary |af&B() thickness is of ordep,,.
Finally, the mass-diffusion penetration depth is

dp = /2D [wa (2.46)

whereD is the mass-diffusion coefficient (cf. Sec. 2.1.14)).represents the characteristic
distance an atom or molecule can diffuse in a timér. Note that the Prandtl number

o = pey/k = (8,/85)° (2.47)
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is a measure of the ratio of viscous to thermal effects. If mder 2/3 for pure monatomic
ideal gases and significantly smaller for some gas mixtdres.Prandtl number is of great
importance because viscous effects can lead to significase$ associated with friction
between the gas and the walls, reducing the efficiency of mntbe&coustic device. For
example, thermoacoustic stacks have pore dimensions ef @rdso for a Prandtl number
eqgual to one, this leads to significant losses. Lowering tia@drRl number will therefore

reduce viscous losses. Another relevant dimensionles®euia the ratio of thermal to

mass-diffusion effects

L =k/pe,D = (6,/0p)" . (2.48)

Like the Prandtl numbet, is of order one for ideal gases [71]. Simple kinetic theony fo
an ideal gas also predicts thatand L. are independent of pressure and temperature [72].
The dimensionless numbéris of interest in thermoacoustic mixture separation preegs
[71], where it plays a role in governing the mass separatioq &nd contributes additional
losses to the viscous boundary layer because of diffusion.

The importance of the length scales outlined above can b&rifited through a quali-
tative description of the action of the thermoacoustic leegtine shown in Fig. 2.10. The
outer walls form a simple tube that is closed at both ends mggtkiis a\ /2 resonator with
velocity nodes at the ends and a pressure node at the certterth&moacoustic stack
is slightly offset from one of the ends and is sandwiched betwtwo heat exchangers.
Heat is injected into the system at the hot heat exchangechvdclosest to the end. The
other heat exchanger is held at ambient temperature, theetting up a temperature gra-
dient along the stack. The stack is made from a material withthermal conductivity to
minimize heat conduction between the heat exchangers. ke gpacing of the stack is
designed such that the gas is in good thermal contact witlwvétis at the turning points,
but weak thermal contact while the gas is in motion.

Figure 2.11 shows a cartoon of a parcel of gas undergoingrentftynamic cycle in
the stack of a standing wave thermoacoustic heat engines tltei temperature gradient
along the stack that provides the source of energy and tlobée& mechanism needed to
drive oscillations in the gas. To begin, imagine that thecelof gas is in the leftmost
position where it is compressed by the acoustic standingvi@call that the closest end
wall is located to the left of this figure) and yet its temparatis lower than that of the
adjacent stack material. Heat is transferred from the statke gas parcel, causing it to
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)

Figure 2.11: Cartoon showing snapshots of an imaginarygpafayas undergoing a ther-
modynamic cycle in the stack of a standing wave thermoamolisat engine. The temper-
ature gradient is such that the stack gets progressivelgried one moves to the left. The
closest end wall is located further to the left.

expand. The parcel then moves to the right, away from the atidlasing thermal contact
with the stack in the process. As the parcel approaches ghémost position the local
pressure in the standing wave is reduced, thus allowingeéfand and cool. However,
the temperature gradient along the stack is steep enoudiasad the gas parcel slows
down and comes back into thermal contact with the stack @tigihtmost extreme of its
excursion), it finds itself hotter than the local temperatof the wall. As a result, heat is
transferred from the gas to the stack, and the parcel volueoeedses. At this point the
parcel reverses direction and while it is in motion, therowitact between the gas and the
wall is once again reduced until the turning point at theigeffeached, and the cycle repeats.
Through this cycle the gas undergoes expansion at highypeeasd compression at low
pressure resulting in net work being done on the gas. All@fths in the stack undergoes a
similar thermodynamic cycle and the net effect is the garm@raf acoustic power from the
flow of heat applied to the hot heat exchanger and rejectelddgdld heat exchanger. The
displacement amplitude of the gas combined with the tentyperahanges associated with
pressure oscillations sets a lower limit on the minimum terajure gradienv'7" required
along the stack, imposed by the hot and cold heat exchartgexgstain oscillations.

2.2.2 Rott's Thermoacoustics

Prior to Rott, the theory of acoustic oscillations in a tukesvimited to dimensions much
larger than the AVBL. Kirchhoff and Kramers worked in the tirwhere the viscous pen-
etration depth), is much less than the tube radis In this limit, viscous and thermal
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diffusion effects need not be considered. Rott extendedibael of Kramers to situations
whereR ~ §,, and discovered that the viscous layer is responsible faorynoéthe ther-
moacoustic effects that had been observed. Thermoactusbigy starts with the continuity
equation

dp B
the momentum equation
ov ,
p [E + (v- V)V} =—-Vp+V.0o (2.50)

and the general equation of heat transfer

pT<%+V~V8):V~/{:VT+(U/-V)-V (2.51)

for fluid mechanics [69]. Here is the entropy per unit mass, the velocity of an in-
finitesimal volume of the fluid, and’ is the nine-component viscous stress tensor. For
most situations, gradients in viscosity can be neglecteld-awith respect to momentum
effects— the flow can be considered as being incompresaitilb. these approximations,
Eq. (2.50) can be simplified to

p [08_‘; + (v - V)V} = —Vp+ uViv (2.52)

wherey is the dynamic viscosity. From this starting point, a numidfdiurther simplifica-
tions are then employed for application to thermoacoustenpmena.

As mentioned in the previous subsection (Sec. 2.2.1), the dependent component
of all variables is assumed to be small, and therefore ptsdf¢hese small variables can
often be neglected. For example, the tefm- V)v in the momentum equation (2.52)
can be neglected relative tov/0t. Further simplifications are possible through noticing
that derivatives with respect totend to be of ordet /A and can be neglected relative to
derivatives with respect tg or = which tend to be of ordet/é, and1/4,.. Based on these
simplifications and substituting 4 for time derivatives, the continuity equation (2.49) can
be written

dpm
wpy + (f—xul +puV-vi=0 (2.53)
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the momentum equation (2.52) becomes

X dp1 82u1 82U1
WApmlty = = + ( B + 522 (2.54)
and the heat-transfer equation (2.51) is
: d7;, , 0?1, 0*Th
iwapmcy Tt + pmcpaul = iwapr + k ( By + 522 ) (2.55)

These are the general equations of thermoacoustics inwharplitude limit. With his
derivations of these equations, Rott was able to quanigtexplain the origin of Taconis
oscillations, which was experimentally verified by Yazekial. [73]. His work was then
applied to explain the cooling effect of pulse-tube refregers, and inspired the design of
new refrigerators [34] and thermoacoustic Stirling heafiess [35, 36, 38, 74].

2.2.3 Ducts

Although Egs. (2.53), (2.54) and (2.55) are much simplentkgs. (2.49), (2.50) and
(2.51), greater intuition can be gained through introdggiat further simplifications ap-
propriate to the flow of an inviscid gas in a short segment binty or a duct. For tubes
of diameter much larger than the thickness of the AVBL, thexosity of the gas may be
neglected. It is useful to define the total volume flow rate

Ul(x,t)://ul(x,y,z,t)dydz : (2.56)

For an inviscid fluid, the velocity is independentofindy, thereforel/; = Auy, with A
being the area of the duct. Assuming the mean temperdiyieas nor dependence, the
relationship between the mean pressure and the mean dendiyisentropic conditions is
pma@? = ypm. The variations in pressure and density are then relatgdy dp;), = a?.
For a lossless ideal gas in a duct of constant cross-sethiercontinuity equation (2.53)
can be written

_ YidealPm
P oA AN

1
= — A 2.
iw/_\C Ul ( 58)

AU, (2.57)
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U1 Ul + AUl U1 Ul
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(a) Compliance (b) Inertance

Figure 2.12: Diagrams illustrating the influence of the cbamze and inertance of a duct
on gas flow. (adapted from Swift [53])

whereAz indicates the length. The complianCeappearing in Eq. (2.58) is defined

v
C =
“idealPm

(2.59)

where the volumé& = AAz andl/vigea, represents the compressibility. The compliance
describes the springlike behaviour of the duct (see Fi@&.1A duct with a large volume
or compressibility will behave like a softer (more comptiagas spring.

Using a similar procedure, the momentum equation (2.54peawritten as

Api = —iwa ’”AM U, (2.60)
— —iwaLU, (2.61)

where oA
L=t (2.62)

represents the inertance, a quantity that describes tingaingehaviour of the gas in the
duct (see Fig. 2.12b). As an acoustic wave propagates thsggment of a duct that acts
as a pure compliance, the volume velocity experiences agehemmagnitude and phase,
represented byAU; in Fig. 2.12a. For an acoustic wave passing through a segofient
duct that acts as a pure inertance, it is the acoustic peasaplitudep; that is modified.

If we allow a gas to become viscous but restrict the discastaa duct where, is
much smaller than the hydraulic radigsof the tube, it can be shown that the momentum
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equation becomes

B iwpnAz/A
APL= =TT 26, 2 (2.63)
A (2.64)
= —(iwal + R,)U; (2.65)
where A
~ PAT
By m S (2.66)

represents the viscous resistaridas the perimeter of the duct, adl = R, + iwL is the
complex flow impedance. An acoustic wave propagating thnahig duct will experience a
pressure amplitude drop much like the voltage drop acrasssy inductor in an AC circuit.
For a narrow duct where the inertial mass and therefobecome negligible, the duct will
be analogous to a resistor.

Many thermoacoustic devices can be treated as a seriestsfwdlitic different diameters.
The joining conditions require that all of the gas leaving @ection must enter the next,
implying thatU; should be continuous between ducts. The pressure varjatiomst also
be treated similarly because discontinuities in pressur@awesult in shock waves. Each
duct can be characterized by an acoustic impedance in tdriiscompliance”, inertance
L and viscous resistandg,. These elementary thermoacoustic components are directly
analogous to AC electric circuit components, allowing earional methods to be used to
determine the frequency response of complex systems.dmedard, the pressure and vol-
ume velocity are analogous to AC voltage and current, reés@de A compliance behaves
like a capacitor, an inertance like an inductance, and auscesistance as a resistor. An
acoustic resonator can be modelled and analyzed in the setmieh as an equivalent elec-
tronic resonator might be modelled using lumped or distabdwircuit elements, including
the use of phasor diagrams. This analogy can provide signifintuition, allowing one
to manipulate the geometry of a thermoacoustic structumidrol the relative phase of
the pressure, displacement, and velocity, and thereby ni@vgas through some desired
thermodynamic cycle.

An example of a lumped element AC circuit model of an acoustsonator is shown
in Fig. 2.13. The device on the left is a double Helmholtz nedor, which consists of two
spherical bulbs of volum¥ that act like compliances connected by a narrower duct ef are
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11
‘T I
Figure 2.13: Double Helmholtz resonator and equivalent &€ud.

A and lengthAz that behaves like an inertance. The equivalent AC circuiliing two
capacitance€’ (associated with the compliances) and an inductdn@essociated with the
inertance) is shown on the right. The combination of capacies give a total capacitance
of C'/2 and a resonant frequency of

2

(2.67)

Dimensional analysis of this equation using S| base unit®inertance (kg/f) and the
compliance (ms?/kg) reveals the correct units fan (s71).

The definitions given above for the compliance, inertanoé, \d@scous resistance are
often sufficient for modeling the acoustic properties of @ick that can be treated as a
simple series of ducts. For more complex behaviour thatided heat flow, especially in
the presence of a temperature gradient, a full thermoacdusatment is required.

2.2.4 Radial Velocity Profile in a Cylindrical Tube

The radial velocity profile of gas in the acoustic boundamgetaof a cylindrical tube is
central to the work described in this thesis. The viscousradtion of a gas oscillating
between widely-spaced parallel platéss §,) was first investigated by Rayleigh [24] in
the nineteenth century. Arnott’s method for calculating telocity profile for an arbitrary
geometry [75] has been used to find solutions for circularraasthngular pores as well as
other configurations.
Rott's momentum equation (2.54) is a differential equafmmu, (y, z), with u; = 0 at

the wall. The solution is » J

? D1
o [1—hu(y,2)] T
whereh,, is a complex function that depends on the geometry of the tuibegrating both

sides of EqQ. (2.68) over andz (i.e. the area of the tube) gives the volume velog€ity If

Uy =

(2.68)
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the resulting equation is rearranged, one finds

dpr _ iwapm Uy

de ~ 1—f, A
wheref, represents the transverse spatial averadg, @f, z). Substituting Eq. (2.69) into

Eq. (2.68) yields a useful expression for the gas velocity fasction of position for a duct
of arbitrary cross-section

(2.69)

1—h(y,2) Uy
1-f A

The complex functiong, (v, z) and f,, have been calculated for a cylindrical geometry as

well as parallel plate, rectangular and pin array configonat[53]. Measurements related

to the acoustic flow in the parallel plate [76] and pin array][@onfigurations have been

performed. Of interest here is the result obtained for aaumfcircular pore of radiug,

for which

ui(y, z) = (2.70)

Jol(i = 1)r/0,]

e = Tl = 1)R/5,)

(2.71)
and
5, = 241[(1 = 1)R/0,]
© o Dlli - DR/ - 1)R/6,

wherer = /42 + 22 and theJ, () are Bessel functions of the first kind.

Figure 2.14 shows the real and imaginary parts0l /U; from Eq. (2.70) plotted at
t = 0 for various values of the rati®/§,. For R/, < 2, all of the gas is in the AVBL.
For larger values of?/4,, the gas near the center of the tube is able to move freely. In
the limit that the tube radius is much larger than the visqmreetration depth, the viscous
interaction with the wall becomes negligible, and the gdsarty is independent of radial
position (plug flow). In the experiments described in thissis,?/J, ~ 4. In this situation,
the motion of the gas near the walls is strongly influencedibgous effects, while near the
center of the tube it is much less so. Using VPE-MRI techrsq&ec. 2.1.10), the velocity
profile inside a cylindrical tube is measured. The resukédymaps analogous to Fig. 2.14
that are then directly compared to Eqgs. (2.70), (2.71) ark2}2

(2.72)

2.2.5 DeELTAEC

DELTAEC is an anacronym for Design Environment for Low-amplitddermoAcoustic
Energy Conversion [78]. Itis a software package that is fzeglvaluating the performance
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Figure 2.14: Theoretical oscillatory velocity profile faagin a cylinder of radiug. The
real and imaginary parts af, A/U, are shown for several values of the rafi@J, .

of thermoacoustic devices that is freely available onlmefthe Los Alamos National Lab-
oratory Thermoacoustics GroupeDrAEC numerically integrates in one spatial dimension
the equations of Rott's thermoacoustics for a series of seggnsuch as the ducts, com-
pliances, heat exchangers and thermoacoustic stacksijb#esabove. The software also
includes segments that model many other useful functiarcdy as transducers for conver-
sion between acoustic and electric power and regeneratbish are integral to Stirling
engine and pulse-tube refrigerator designs.

Modeling using ELTAEC begins with the user defining the geometrical aspectseof th
problem as a series of interconnected segments. The gagicoadmean pressure, mean
temperature, frequency, initial volume flow rate, etc.) aso defined or allowed to vary
as free parameters as necessary, in order to arrive at aosoluthe coupled equations
(2.53) and (2.54) for the pressure amplitydend the volume flow rat&; are sequentially
integrated for each segment subject to the requirementgth&é; and7,, are continuous
from one segment to the next. Some of the variables are setrExvin order to arrive
at a solution that satisfies the equations and the boundadjitamns. Whenever heat flow
is relevant, Eq. (2.55) is solved simultaneously with (2.88d (2.54). [ELTAEC also
provides many capabilities that are useful in the desigegss, such as finding a series of
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solutions as a particular parameter is varied. Any of th@utstof the model can then be
plotted against this varied parameter. Empirical appragioms for some non-linear effects,
such as turbulence and other loss mechanisms, can alsolbégden models.

The apparatus | built to drive acoustic oscillations in agagined to a cylindrical pore
is presented in the next chapter (Sec. 3.2). TEeMT@EC model that was used to simulate
the frequency response of this device is discussed in S&@dd a sample output file from
the simulation is presented in App. B.

2.2.6 Reynolds, Dean and Womersley numbers

Rott developed his theory for thermoacoustics in the snmafilaude limit because he was
most interested in the onset conditions for Taconis oswilta. Perhaps surprisingly, the
theory works for a broad variety of practical applicatiohBwever, as designers push to
create high power thermoacoustic devices in compact paskaige small amplitude limit
starts breaking down, and non-linear effects begin to reahthemselves. The onset of
non-linear effects such as turbulence, mass streamingjetint in an oscillating fluid,
have been the subject of much recent research.

In fluid mechanics, several dimensionless numbers are otionally and conveniently
used to differentiate between flow regimes, as well as taohete the similtude of flows in
different geometries and in fluids with different physicedperties. The most well-known
of these is the Reynolds number (Re), which provides a meaxsithe ratio of inertial to
viscous forces during steady flow. It is used to delineatéartresition from steady laminar
to turbulent flow. The definitions of several dimensionlessbers including the Reynolds
number are given in Table 2.1; note thatndD represent the characteristic velocity of the
fluid and diameter of the pore or channel. For most situatib@sransition from laminar to
turbulent flow occurs near a Reynolds number of about 2008er@actors such as surface
roughness can alter the onset point.

In the experiments described later in this thesis, fluidisdd to flow through channels
that change direction, that is, the flow path is bent. At higlwfrates there can be a
significant pressure drop across these bends. The Dean n(b@)as conventionally used
for classifying steady flow in a bent tube [79, 80]. It is theqiuct of the Reynolds number,
and the square root of the curvature ratig2 R, whereR is the mean radius of the bend.
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Table 2.1: Dimensionless numbers related to viscous flowpipe.

number symbol | definition application
pV D _

Reynolds | Re T steady straight flow

pVD [ D\'?
Dean De = (53) steady flow curved tubes

,LL

D [wp 1/2
Womersley | a 5(7) pulsatile flow straight tubes

The relevant geometry is shown in Fig. 2.15. For low Dean rensifDe< 1), where the
flow velocity is small or the radius of the bend is large, flowtgans are largely unchanged
from those encountered in straight tubes. As the flow ratecases, or as the bend is
made tighter, inertial forces begin to disturb the flow are\tblocity of the fluid increases
toward the outer periphery of the bend. Figure 2.16 showsples of primary (axial) and
secondary (transverse) flow patterns in a bent cylindrigaé tcalculated for De36 and
De=606. As De increases, the peak velocity of the axial flow movesatovwthe outside
of the bend and the secondary flow rate increases. The onsetbodence is estimated
to take place near D&800, resulting in significant losses manifested by a pressusp dr
across the elbow. An excellent review of steady and oscijatiow in curved pipes has
been presented by Bergetral.[81].

The fluid motion encountered in the experiments describeithi;ithesis are purely
oscillatory with no steady flow component. The Reynolds aadribnumbers therefore have
limited applicability, and yet another dimensionless nemis required. The Womersley
numberqa is conventionally used to classify pulsatile flow in a straitube (oscillatory
flow superimposed on a steady flow, although the limiting aafspure oscillatory flow
is encompassed by the definition). It was originally devetbp the context of trying to
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Figure 2.15: Dimensions relevant to calculating the Deamber. R is the mean radius of
the bend and D is the diameter of the tube.

understand blood flow in the body. The Womersley number igdhe of the oscillatory

inertia force to the shear force, and is used to estimateffaet ®f oscillation frequency

and peak volume velocity on flow characteristics. &ot 1, Poiseuille flow is observed at
the peak flow velocity, and fax > 10, plug-like flow is established.

D =606

CONTOURS OF CONST AXIALVELOCITY

-—=—-— SECONDARY STREAMLINES
Figure 2.16: Calculated flow patterns for low and intermedidean numbers in a cylindri-
cal tube (adapted from McConalogue and Srivastava [82]¢. ifither radius of the bend is
to the left (denoted I) and the outer radius to the right (det®).

The nature of unsteady flow in a bent tube has been studiedBf8385], but little
progress has been made in generalizing the results. TheoRisymean, and Womersley
numbers, along with the curvature ratio, all play a role itedmining the flow regime,
and the variety of flow patterns that can be produced is ingiedomplex. Progress has
been made toward understanding a number of limiting casgserbpirical methods and
numerical simulations are critical for the general case.



Chapter 3
Apparatus

The goal of the work presented in this thesis is to measurenthtéon of gas undergoing
acoustic oscillations in the viscous boundary layer, ushegtechniques of MRI. In this
chapter, | describe the design and construction of the apmabuilt to perform these ex-
periments. In Sec. 3.2, | describe an acousto-mechanisahator that is used to drive
a column of gas in simple harmonic motion. | also describeesofrthe instrumentation
used to monitor and characterize the resulting flow. In S&&.13resent the design of the
gas handling system used to prepare and manipulate gasresxtkinally, in Sec. 3.4, |
describe a birdcage coil resonator that was built to en&slermant excitation and detection
of nuclear spin precession, and thereby enable MRI expetsrte be performed on the
oscillating gas.

3.1 Design Motivation

Before presenting the design of the apparatus, some “bathectnvelope” estimates are
summarized here to motivate choices that were made regpadgimppropriate oscillation
frequency and amplitude, including an estimate of the wisdooundary layer thickness.
These qualitative descriptions will be expanded later ethesis.

Typical MR imaging acquisition times span the range froniggtonds to seconds and
achieve spatial resolutions of order millimeters. Thegenf the gas motion must be long
enough that the imaging sequence can resolve the velocigvatral discrete phases of
oscillation. Based on these rough numbers, it was decidetidose a nominal operating

47
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frequency of 1 Hz with a displacement amplitude of order 2 ¢Pare3He gas samples
can have very long longitudinal nuclear relaxation timeg,[Banging from hours to days
in length, depending on conditions in the cell. Sifgas the time scale for nuclear mag-
netization to return to thermal equilibrium after a pertatibn, the use of puréHe could
result in a situation where one would have to wait an inor@dirzanount of time between
acquisitions. Fortunately; can be reduced through the addition of a paramagnetic gas
such as oxygen [86, 87], thereby decreasing the time need¢de*He magnetization to
relax to thermal equilibrium. In anticipation of the extemssignal averaging required for
these imaging experiments (because of the weak signabblailrom thermally polarized
3He) it was felt thafl; should be reduced to a value comparable to the period of thesac
tic oscillations. This would allow for approximately onegasition per acoustic cycle. An
O, partial pressure of around 1 atm is sufficient to bring tHe nuclear relaxation time
T; close to 2 s [86]. Having previously performed NMR experitsewn cells containing
3He at pressures of around 2 atm with some success [87], it aa@dat] that a similaiHe
partial pressure should be used in this experiment as wielhllf, in order for most of the
gas to be in the acoustic boundary layer, the viscous pediwgtrdepthd, cannot be too
much smaller than the radius of the tube. For a mixture of 1aft®, and 2 atm ofHe, a
kinetic theory calculation the viscosity (as outlined inpAIC) along with Eq. (2.45) leads
to 9, ~ 0.2 cm. This in turn implies that a tube radidsin the ranged.4 — 1.2 cm (i.e.
chosen such that /4§, ~ 2 — 6) would place a reasonable fraction of the gas in the viscous
boundary layer.

3.2 Acousto-mechanical Resonator

The acoustic wavelength in air at 1 Hz is greater than 300 nkingaa purely acoustic
approach to the design of an oscillator for this experimeptractical. Instead, an acousto-
mechanical resonator, shown in Fig. 3.1, was designede# tvgo coupled mercury-filled
U-tube resonators as large travel pistons to move the gaarindnic motion. The sys-
tem is driven by an electric motor, coupled to a locomotitydespiston that compresses a
berrylium-copper bellows, which is in turn attached to a pbance (referred to as the pis-
ton compliance). The displacement amplitude of the bellsvadjustable, providing one
means for controlling the amplitude of the gas oscillatich4d.5 m tube connects the
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Figure 3.1: Schematic diagram of the acousto-mechanisaheador, drawn roughly to scale. The piston assembly is
described in Sec. 3.2.1 (see Figs. 3.3 - 3.4), the complsaaneedescribed in Sec. 3.2.2 (see Fig. 3.9), the U-tube aggem

to gas handling system
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in Secs. 3.2.3 through 3.2.5 (see Figs. 3.5 - 3.7), and trespre transducers in Sec. 3.2.6 (see Figs. 3.9 and 3.10). The

gas handling system that connects to the air lines and erpetifill lines is presented in Sec. 3.3 (see Figs. 3.11-3.13)

6v
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piston/compliance assembly to one of the U-tube resonafbinss length of tube serves
to distance the motor and other magnetic components of ikie siystem from the MRI
magnet. The role of the compliance is to act as a soft spretlyaing the force exerted on
the mercury in the U-tube. The second U-tube resonator igleduo the first through the
gas in a 1.5 m length of tube passing through the MRI magndst “Bleoustic flow tube”
has a low compliance and creates a stronger coupling bettheetwo liquid-filled (i.e.
U-tube) resonators than that which exists between the gisten and the closest U-tube
resonator. Following the second U-tube resonator, andtftem length of tube leads to
a second compliance (referred to as the end complianceistigdntical to the first. This
ensures that the entire acousto-mechanical resonataniseiric about its midpoint, inside
the MRI magnet.

Coupled identical harmonic oscillators have two normal esodn the low frequency
mode, the masses move in unison. In the high frequency mbdanasses move in an-
tiphase, such that when one mass is at its positive maximworxn, the other mass is
at its negative maximum. The frequency of the lower mode isaktp the resonant fre-
guency of the isolated oscillators. The frequency of thé&ignode relative to that of the
lower mode is determined by the strength of the coupling betwthe resonators. For the
acousto-mechanical resonator (AMR) described above,titesmotion of the gas in the
acoustic flow tube that is of interest. In the high frequenode the pressure variations in
the gas are largest, and the displacement is small. In théémmency mode, it is the gas
displacement oscillations that are maximized. In orderteidys gas motion in the AVBL,
the operating point of the AMR was chosen to be near the fregyuef the low mode. The
frequency response and operating point of the AMR is disaifigrther in Sec. 4.5.

The tubing used in the construction of the apparatus is piiyn5.9 mm OD x 9.5 mm
ID poly(methyl methacrylate) (PMMA) tube. When the acoadkbw tube was first filled
with a *He-O, mixture, the pressure in the system was observed to drop ataaming
rate. It was surmised that the PMMA is too permeable to helja® to be used in this
application. Both the horizontal and vertical runs of tigin the experimental region
were replaced with appropriately formed lengths of 15 mm ©03 mm ID soda lime
glass. Despite the smaller wall thickness, the leak raigegdlaconsiderably. The details of
the leak rate measurement and the improved performance abtla lime glass are given
in Sec. 4.1. Note that the nominal length of the glass acodistv tube (from one free
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Figure 3.2: Schematic of the coupler with the flanges andsholplace and a dimensional
drawing of the static radial seal coupler. The Buna-N Osiage compressed between the
coupler body and the walls of the glass or plastic tubing. fldneges are epoxied to the

tubing and the brass nuts and bolts hold the tubes togethersaghe force of the internal
pressure of the gas. The flanges and coupler are made from PpMad#ic.

mercury surface to the other) is 1.48(2) m. The straight funlme between the two bends
is 1.12(1) m long and the bends have a mean radius of curvattOr8(2) cm. The acoustic
flow tube pressure transducer is located 2.5 cm from the ts=eRig. 3.1).

The individual sections of the AMR are modular and are coteteasing the simple
static radial seal couplers shown in Fig. 3.2. To hold thes#g together against the 3 atm
internal pressure, each coupler is spanned by three 1/48%3 lbolts fastened through
external flanges that are glued to the tubes. In the case #fNIMA tube, the flanges are
glued in place using Weld-On # 16 Plexiglass Glue Adhesivéhé case of the glass tube,
Hysol Tra-Bond F112 epoxy adhesive was used to attach thgefanThis design allows
for parts to be easily exchanged in order to perform experimen different geometries
and flow conditions. Prior to filling the system with mercutyyas pressure tested to 5 atm
using air.

In the following several subsections, | will describe thengmnents of the AMR in
greater detail, moving from right to left in Fig. 3.1. | stawith the piston assembly
in Sec. 3.2.1, then the compliances in Sec. 3.2.2, and fitlalyU-tube resonators in
Sec. 3.2.3. Next, | describe the system used to adjust thar@mbmercury in the U-tubes
in Sec. 3.2.4. | then describe the transducers used to neeisumercury displacement
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in Sec. 3.2.5 and the pressure amplitude in Sec. 3.2.6.I§ihdescribe the gas handling
system used to fill the experiment with the gas mixture, a$ ageto remove the gas and
separate the Ofrom 3He in Sec. 3.3.

3.2.1 Piston Assembly

The side and top views of the drive mechanism for the AMR apgatied in Fig. 3.3. A
photograph is shown in Fig. 3.4. It is a locomotive-styletquisin which the rotational
motion of the variable speed DC electric motor is used to peedsinusoidal linear motion.
The entire assembly is mounted on a 14 k81 cm x 1.3 cm brass plate fastened to the
top of a wooden box that aligns the drive system with the aiis@MRI magnet. The DC
electric motor drives a brass cam through a cog-and-chainrggesystem. The chain loops
around a large drive gear and a smaller driven gear. The ftsdbelow the brass plate and
is attached to the 6.4 mm steel shaft of the cam. The shakp#s®ugh the mounting plate
to the brass cam via a cylindrical ball bearing assembly. cdmnecting rod is attached to
the cam through a cylindrical plane bearing, and leads toietsal joint connected to a
hardened steel piston rod. This rod connects though a limesing to a flange soldered
to a berrylium-copper bellows that is, in turn, solderedn® brass end-plate of the piston
compliance. The displacement amplitude of the bellows @aadjusted by changing the
radial distance from the center of the cam shatft to the rodocemthection. The bellows
has a mean radius of 2.12 cm, and for the work presented inhibsss, the displacement
amplitude of the piston was 0.55 cm. Piston frequencies upt®Hz can be generated
with this mechanism in its current configuration.

The outer diameter of the bellows is 5 cm. With a pressuredifice of 2 atm across
the face, there is static force of approximately 400 N forrttador to work against. At the
point of greatest compression of the bellows, the backlashe electric motor is released
causing the drive system to jerk. To ameliorate this issisyséem of springs was imple-
mented to compensate for the back reaction force exerteeopiston by the gas. Four
28.5 cm springs with spring constants of 13 N/cm each are cesspd between 1.27 cm di-
ameter steel bolts mounted near the cam and a flange that mvithieébe bellows. The bolt
mounting plate is threaded to enable easy adjustment ofdhsg, land is rigidly fastened
to the brass mounting plate of the piston assembly. The hodtsised to adjust the spring



CHAPTER 3. APPARATUS 53

Plastic Bellows  Linear

tube ] l bearing Rodend (Cam

§ b % \ / Gears and
to U-tube chain

—
resonator / o—
- / | Brass Universal

Compliance | plate joint

~ Electric
motor

Support 7
box

Bellows Brass Un.iV.ersal Connecting p 44
flange joint rod /

Plastic tube

L.

Chain

-
to U-tube
resonator ]
Piston Linear T Cam  Gears Electric
i Brass end
Compliance late rod bearing Brass motor
P plate

Figure 3.3: Side and top views of the drive piston assemlite Jprings used in compen-
sating for force exerted by the internal pressure of theoll] have been omitted.

compression until the net force on the bellows is zero at tltgpaint of the piston travel.

The end of each spring is trapped in a hole bored into the faeaah bolt. Also mounted
in the face of each bolt and running along the axis of eacingps a 0.64 cm diameter
aluminum rod that ultimately passes through a clearanceihdhe bellows flange. As the
piston operates the bellows flange slides on the four alumispring center rods but the
spring ends move with the flange. The motor must still workireggahe force arising from
variations in spring length, but this has been minimized takimg the spring length long
compared to the amplitude of the motion. Implementatiomefdpring loaded counterbal-
ance system was an important component of the system desighgreatly reduced the
higher order harmonic content of the drive.
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Figure 3.4: Photograph of the piston assembly highlighéiggnents of the spring-loaded
pressure compensation system. Only one of the four sprinigsplace so that the center
rods can also be seen.

3.2.2 Compliances

The two compliances, located at either end of the AMR, aetdiift gas springs that isolate
motion of the coupled mercury columns from the environmehirect consequence is

that the coupling between the drive piston and the U-tubenasers is weak (i.e. they are
coupled via the piston compliance). The body of each compéas made from a 9.6 cm

length of 9.93 cm ID copper tube sandwiched between two sqeradl plates with 12.7 cm

sides. Face seal O-ring grooves are machined into the emespdaad 6 symmetrically

spaced bolts compress the assembly to contain the interesdyre.

The construction of the piston compliance and the end cangd differ slightly. One
face of the piston compliance is a 1.27 cm thick brass plate avi.24 cm diameter hole
leading to the bellows. The plate and bellows are soldergether and coupled via this
hole. The other face of the piston compliance is made from2@ fhick PMMA plate.
Itis glued using Weld-On # 16 Plexiglass Glue Adhesive tottie leading to the U-tube
resonators. Also attached to the plastic plate is a pressunrsducer that is described further
in Sec. 3.2.6. Both faces of the end compliance are made framcin thick PMMA. The
side leading from the U-tube resonators is, again, gluedgdMMA tube. The other end
plate is rigged with a pressure transducer mount. A phopdgad the end compliance is
shown in Fig. 3.9.
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In order for the AMR to operate over a wide range of internalsgures, the effective
spring constant of the two compliances must be small condpariat of the restoring force
caused by gravity acting on the mercury in the U-tubes. THewiiing section, Sec. 3.2.3,
describes the mechanical resonance of the U-tubes. As theliemces become stiffer, the
restoring force they exert on the mercury increases, @atsie resonant frequency. The ef-
fective diameter of the compliances is much larger thamnd so they can functionally be
approximated as ducts with compliancgs= 1.75 x 10~? m? Pa !, using Eq. (2.59). Mul-
tiplying the acoustic pressure amplitugde(Eq. (2.58)) by the internal area of the PMMA
tubeA, = 7.54 x 10~° m? and relating the volume flow raté to the acoustic displacement
amplitudes; (i.e. Uy = iwu;, = iwA&;), the magnitude of the force on the mercury caused
by the gas spring can be written

2
|| = %51 = K& (3.1)
whereK is the effective spring constant of the compliance, whicl@ates to 3.2 N/m at a
total fill pressure of 3 atm. This represents approximat8ht bf the mean spring constant
acting on the mercury (see Sec. 4.5), and shifts the resémaptency upward by a small
amount.

3.2.3 U-tube Resonators

A U-tube, as the name implies, is a U-shaped tube with lonticatisections. A volume of
liquid moving in a U-tube of constant cross-section will engb simple harmonic motion

with a resonant frequency
f=2m2g/l (3.2)

whereg is the gravitational constant amds the linear length of the fluid. A photograph of
one of the U-tube resonators used in this work is shown in3=hy.

The two U-tubes were constructed from 15.9 mm @3.5 mm ID PMMA tube. The
section with thel80° bend has an inner diameter of 4.1 cm and was formed by beriaéng t
tube around a semi circular jig as it was gently warmed witleatlyun. Care was taken
not to over-heat the plastic, which results in bubbling aisdaloration. Slow, even heating
produced the highest quality bends of constant radius @iture, but some collapse of the
circular cross-section was unavoidable. The effect of tlenge in cross-sectional area of
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Figure 3.5: Photograph of one of the U-tubes after havinglvemoved from the AMR.
The mercury is visible in the vertical plastic section onlgéfe The vertical glass section on
the right is wrapped in copper foil for the height measuretsgstem. Couplers and flanges
can be seen at the bottom ends of the vertical sections. Theumeheight adjustment
piston is mounted to the ring stand post behind the U-tubarliall of the mercury has
been displaced out of the piston and into the U-tube.
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the tube in the vicinity of these bends on the resonant frecpuef the U-tube is discussed
in Sec. 4.5.

Each180° bend is extended by two 18 cm-long vertical tubes. The \@r8ections
closest to the acoustic flow tube are made from 15.0 mm>OD3.0 mm ID soda lime
glass and are wrapped in copper foil. This foil facilitates mercury height measurement
system discussed in Sec. 3.2.5. The other vertical sedciiesade from PMMA tubing.
Individual sections are connected using the cylindricalders and bolted flange assembly
shown in Fig. 3.2. Each U-tube is attached to an aluminumstagd using custom non-
magnetic clamps. The mercury level adjustment systemyithescin Sec. 3.2.4, connects
to the bottom center of the bends via a 0.64 cm diameter stasteel tube that is glued in
place using Emerson and Cuming Stycast 1266 epoxy.

Mercury was chosen as the working fluid because it is very @leings a low vapor
pressure, is a good conductor and —most importantly— neitieevapour nor the liquid
increase the nuclear relaxation e [88]. The high density of the fluid means that the
restoring force due to gravity and the large mass will dotitiae resonant behaviour of the
U-tubes. As was shown in Sec. 3.2.2, the effective springtemt associated with the air in
the compliances only has a small effect on the resonantdrexyu The low vapour pressure
of Hg (0.0012 Torr at 20C [56]) ensures long term stability in the amount of fluid over
time, and prevents the gas mixture from becoming pollutde: dlectrical conductivity of
the mercury is exploited for measuring the displacemerteliguid, as will be described
in Sec. 3.2.5. Precautions were taken to minimize the pialdrzard should the mercury
be released from the apparatus. This included building h gmtainment system and
the installment of a mercury spill kit. Aside from its well dwn toxicity, mercury has
some unique physical properties that make it difficult to kweith; most notably, it forms
amalgams with most metals. Exceptions include iron, séewl,a few other metals.

3.2.4 Mercury Level Adjustment

Being able to change the amount of mercury in the U-tubesvalfor the manipulation of
the resonant behaviour of the coupled oscillator systeaisdt provides a natural means for
removing the liquid from the U-tubes altogether in ordentotenge parts. Two approaches
were taken in the design of the mercury level adjustmenesysboth of which involved
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displacing the liquid from a reservaoir.

The first approach involved a large brass valve in which thaylaxted as the reservoir
and the bellows could then be used to displace the fluid. Jigsttp filling with mercury,
it was realized that the lead-based solder that sealed tleviseo the body of the valve
would dissolve in the mercury quite rapidly, and that thepmarbellows would also slowly
be consumed. Consequently, this particular system was paveto service.

The final design of the mercury level adjustment system iSrad in Fig. 3.6. The
cylindrical body is built from the same PMMA tubing materad used for the U-tubes
(9.5 mm ID). The plunger is machined from PMMA and uses two serigin@s to seal
against the cylinder walls. It is threaded into a brass loatitjthat decouples the plunger
from the adjustment screw. The screw is made from a lengti#4e2Q brass threaded rod
machined to mate with the socket of the ball joint, so thaait caise or lower the plunger
as desired. Affixed to the top of the piston is a female thrédutass insert that guides
the adjustment screw. A wing nut tightened against anotheprovides leverage to turn
the screw. Epoxied to the bottom of the piston is a length odffle 0.64 cm diameter
PVC tubing that leads to the U-tube. A short length of stassteel tube is epoxied to the
bottom of the U-tube using Emerson and Cuming Stycast 1268y he connection to
the PVC tube is made through a stainless steel union.

After the reservoir has been charged with mercury, it canttaclaed to the U-tube.
This is most easily done with the reservoir in a horizont&gmation, and held physically
lower than the bottom of the steel attachment tube. Oncedhkis made, the mercury
can be injected into the U-tube by advancing the plunger thighthreaded rod. The piston
can then be returned to a vertical orientation and raisedlde &he mercury to enter the
U-tube. This process can be reversed to remove the liquid thee U-tube, or to detach
the reservoir altogether. The linear length of mercury m thtube can be estimated by
measuring the travel of the plunger as the fluid enters thabg-t This information can
then be used to estimate the resonant frequency of the ljglié&q. (3.2)).

3.2.5 Mercury Displacement Measurement

The mercury in the U-tubes acts as a liquid piston that is lsaliw the gas in the acoustic
flow tube. Knowing the position and velocity of the liquid fma as a function of time
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Figure 3.6: Cross-sectional view of the mercury height stilient system.

provides information about the motion of the gas that can $®dor comparison with
VPE-MR images. In the process of developing a suitable ntetbomeasuring the mer-
cury height as a function of time, a number of techniques wgptored. The first method
involved two thin capacitor plates placed inside the vattgection of a U-tube and elec-
trically insulated from the mercury by a thin layer of epoxfs the mercury filled the
space between the plates, the capacitance would incredtsmatgly, it proved to be too
difficult to adequately insulate the mercury from the pladed to reliably feed electrical
leads through the walls. The second trial technique useagtheof fine stainless steel
wire running along the inside of a vertical tube. The eleelrresistance of the mercury
column was much smaller than that of the steel wire, and farperallel high conductance
path with the wire. As the mercury level rises, the totalsesice measured between the
ends of the wire is reduced. This system showed promise gthiusthe mercury oxide
layer that forms on the free surface of the liquid would atsaodtto coat the wire, forming
an electrically insulating layer. At this point, the reaglnvould become intermittent and
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unreliable.

The final design of the system used for displacement measumtsris again a capacitive
method, as shown in Fig. 3.7. One plate of the capacitor médrby wrapping copper foil
around the vertical glass section of the U-tube. The coppiéid held in place using
electrical tape. The mercury itself acts as the secondrelieif the capacitor. Electrical
contact to the mercury is made through the stainless steethat leads from the bottom of
the U-tube to the liquid height adjustment system describe®kc. 3.2.4. The theoretical
capacitance per unit length of this coaxial capacitor is

C N 27T]€g€0

L In(b/a)

(3.3)

wherek, is the dielectric constant of the glass (6.32 for soda linasg)[56]) £ the permit-
tivity of free space, and andb are the inner and outer radii of the glass tube, respectively
The mercury height is then proportional to the capacitarieeractice, the height of the
mercury column is determined by measuring the current floautph the capacitor in re-
sponse to a 0.5008s, 1.000 kHz AC voltage using a Stanford Research Systems®R83
DSP lock-in amplifier. The calibration and evaluation otsystem is described in Sec. 4.3.

3.2.6 Pressure Transducers

The gas dynamics in the central acoustic flow tube involveptaalivelocity and pressure
oscillations. The velocity is directly measured using VMBI, and can be inferred from
the mercury displacement. A measurement of the acoustgspre amplitude provides
complementary information to the mercury displacementse pressure amplitudg is
much smaller than the mean presspyemaking a total pressure measurement insensitive to
the small variations. A differential pressure transduegrtoe used to measure the variations
relative to the mean pressure. A special mount was desidnadnicorporates an acoustic
low pass filter to hold the reference port of a two port différ@ pressure transducer at the
mean pressure thereby measuring gnly

The acoustic pressure amplitugde is measured at three points along the apparatus.
These points are indicated as PT in Fig. 3.1. The transdacerslova Sensor NPC-1210-
005D-3L two-port differential piezoresistive pressurasas with a nominal range of 5 psi
(34000 Pa). A photograph of one of these transducers andtancukesigned mounting
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Figure 3.7: Mercury height measurement system. The plastitions are made from
PMMA tube. The vertical section on the left (closest to the IMfagnet) is made from
15 mm OD x 1 mm wall thickness soda lime glass and is wrapped in coppkr The
mercury height is determined by monitoring the capacitdreteveen the copper foil and
the liquid.

interface attached to the end compliance is shown in Fig.Th@ pressure transducer has
two ports, both of which couple to the mounting interfacenggD-ring static radial seals.
Thep; measurement port hole passes through into the AMR volume.nidan pressure
port ends in a small volume. A 0.80 mm diameter hole is dripedpendicular into each
port mount hole and an Upchurch Scientific NanoPbraissembly is epoxied to the face
of the mount. These are used to connect the ports through em3&ngth of 0.13 mm ID
capillary tube. The capillary tube acts like an acousticstaace, and the volume around
the mean pressure port acts like a compliance forming arséicdow pass filter. The cutoff
frequency of the filter was measured to be 0.08 Hz. At the ¢iper&requency of 1.31 Hz
used in the VPE-MRI experiments the pressure amplitudesatetterence port is 6% of; .
The pressure sensors make use of a resistive bridge netwaitkich two parallel legs
of the bridge involve piezoresistive elements. Changegsesure induce strain on these
elements, thereby causing their resistance to change. #tatrcurrent source and instru-
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Figure 3.8: (left) Top view of the Nova Sensor NPC-1210 tveotifferential pressure
transducer mount. The dotted lines indicate the views ferctitaway drawing (right). The
reference port is connected to the differential port viaily sealed to the body using
Nanoport assemblies. The capillary combined with the esfee port volume form an
acoustic low pass filter. The tubes of the pressure transgiceto the mount using static

radial seals with Buna-N O-rings. A photograph of a mount sadsducer is shown in
Fig. 3.9
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Figure 3.9: Photograph showing a pressure transducefangeemount on the end compli-
ance. The pressure transducer is near the bottom of théaicéenount.
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mentation amplifier were constructed for each sensor to tmoahanges in sensor resis-
tance and hence pressure. The circuit diagram is shown in3Fi§. The calibration of
these pressure transducers is discussed in Sec. 4.2.

OP275a

+12V  LT1460

5V

LA - output

MAX427 27 nF[

OP275b

-12V

Figure 3.10: Schematic diagram of the pressure transdirceiitc All unmarked resistors
are precision wire-wrapped with a nominal value of 10881%. The opamps have a sup-
ply voltage of+12 V. The transducer is functionally represented by the rascs bridge
inside the dashed box, with the variable resistors reptiggpthe piezoresistive elements.
The LT1460 5 V reference combined with the left-most opamg tre 1.66 K resistor
form a 1.5 mA constant current source. The three opamps omginiemake up an instru-
mentation amplifier with a signal gain of 3 and a common mode gil. The output is
single-ended and can be read by any voltmeter. The low-p@d#tBr at the output has a
cutoff frequency o~600 Hz and is intended to remove high frequency noise.

3.3 Gas Handling System

The AMR is filled with two different gas mixtures (see Fig. 8.The acoustic flow tube,
located between the two U-tubes, is filled with a nominal omigtof 2 atm?He and 1 atm
O,. The compliances, which bookend the two U-tubes, are filled @/atm of dry air. In
order to manipulate the composition of the gas mixture inabeaustic flow tube, balance
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the overall pressure distribution (to keep the mercuryslaglace), and to add or remove

64

gas from the system, the gas handling system (GHS) showgir8Hi1 was built.
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Figure 3.11: Schematic diagram of the gas handling system.

The GHS is composed of two separate sections. One is for mgwkith the*He and
O, mixture in acoustic flow tube, and the other is for adjusting &ir pressure in the
compliances. The gas mixture system is built around a stssrdteel manifold with eight
valved ports. The various elements, connected to the mdniiaclude gas bottles for
3He and Q, a cold finger for cryopumping, a pressure gauge, a pumpieg &énd fill line
leading to the acoustic flow tube. Additionally, provisiamade to access a large buffer
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volume that is normally coupled to the rest of the system legsgure relief valves set to
activate at a pressure difference of 5 atm. These valveggragainst accidental over-
pressure in the case of rapid boil-off from the cryopump, tailare of the regulator from
the high pressure {bottle. The 5 litre buffer volume captures any gas that esxag0 that
the 3He can later be recovered. The compressed air section of & i@/olves a small
manifold with connections to a pressure regulated air sulppé and a pumping line. The
mixture and air sections of the GHS use a common rotary vaqaump for evacuating the
gas. The two sides of the GHS are also indirectly linked, eating the mixture system
and the air system by a Walker regulator, which is a pressurgaled value.

Each of these components and the operating procedure f@Hiseare outlined below.
The manifold and pressure gauge used to prepare the gagemaxéudiscussed in Sec. 3.3.1.
The cryopumping system is presented in Sec. 3.3.2. The @as@d air system and Walker
regulator are described in Sec. 3.3.3. Finally, the sysigsed for filling the AMR with a
gas mixture and for recovering tRele are outlined in Sec. 3.3.4.

3.3.1 Gas Manifold

The manifold provides a central connection between the g#feb, the cryopump, the
rotary vacuum pump, the acoustic flow tube, and a pressuigegdinere is a sixth connec-
tion that ends in a KF 16 flange for miscellaneous connectiongnting to atmosphere.
The pressure gauge is an Ashcroft general purpose digitaiiwa-100 psi gauge (model
25D1005PS02LV&100#-BL) with 0.25% full scale accuracy [@3r). A second Ashcroft
pressure gauge is connected to the compliance fill linesh@srsin Fig. 3.11. The man-
ifold was constructed from a 7.62 cm 2.54 cmx 2.54 cm block of stainless steel. A
2.4 mm diameter hole was drilled lengthwise through the kY six equally spaced thru-
holes were drilled along the width. A 0.637 cm OD stainlesgldiube was welded in place
at each opening, and connected to a Swadelmodel SS-4h stainless steel valve.

3.3.2 Cryopump

When a substance, such as activated charcoal or Zeoliteplectto cryogenic tempera-
tures, gas molecules will adsorb to its surface. This pgaghich is called cryopumping,
can be used to evacuate a volume. The gas can later be relsag@aming the substrate
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(or “sorb”). The reversibility of this pumping process ispoited in the GHS to movéHe
gas between volumes.

The cryopumping system consists of a cold finger at the endwsérad that can be
inserted into a Dewar containing liquid helium, and a U-dthpold trap that is located
between the wand and the manifold. The wand is made from In2DD thin-walled
stainless steel tube. This material has a low thermal cdiviltyovhich helps prevent the
transport of heat from room temperature down into the DeAai8.5 cm length of 1.27 cm
OD copper tube is brazed to the end of the stainless ste@sdotming the body of the
cold finger. A small packet made from fine copper mesh and suntg3.0 g of aquarium-
grade activated charcoal was placed inside the copper tGogper has a much higher
thermal conductivity than stainless steel, and provideslgbermal contact between the
charcoal sorb and the liquid helium. A 100 cm length of 1.27mean diameter flexible
stainless steel bellows connects the top of the wand to thietiap. The other end of the
bellows is mounted 200 cm above the ground, providing sefitcmaneuverability for the
insertion of the wand and cold finger into helium Dewars ofoias sizes. A 76 cm, 0.64 cm
OD stainless steel tube connects the flexible bellows todlkteap.

The pumping rate of the cryopump and the desorption rateeasdtb warms can be
controlled by the depth to which the wand and cold finger aserited into a liquid helium
Dewar. This is best done with a Dewar that is relatively empaywing a liquid depth of
around 10 cm. As the cold finger is slowly lowered into the Dewapour begins to cool
the sorb. The temperature of the sorb decreases as it isadderther, and maximum
cooling is achieved with the cold finger immersed in liquidheTprocess can be reversed to
control the rate that gas desorbs from the charcoal surface.

The function of the cold trap is to remove impurities (esplgiO,) from the 3He
gas as it is transferred to and from the experimental volunakoa the storage bottle via
cryopumping. During the transfer process, gas passesghrbe cold trap twice, which
increases its effectiveness at filtering out the oxygen.aiig of the U-shaped cold trap is
shown in Fig. 3.12. Itis constructed of 0.64 cm OD stainlésslwith the straight sections
being made from thin-walled tube. One of the vertical arm#t&@ios an 8.5 cm length of
1.27 cm OD copper tube, similar to that employed in the colgéin Inside this segment
is fine copper mesh packet filled with 3.2 g of Zeolite 5A. ZeobA is a ceramic sorb
material with a characteristic pore size of 5 A that is safes® with high concentrations of
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Figure 3.12: Sketch of the cold trap. All of the stainlesgkigbe, including the thin-walled
sections, have a 0.64 cm OD. The copper section holds a copgsr packet containing
3.2 g of Zeolite 5A. The U-shaped design facilitates insertnto a Dewar flask filled with
liquid nitrogen.

O,. The amount of sorb used in the cold trap is sufficient forgnag most of the @in the
acoustic flow tube as the mixture is removed from the experirard the’He is returned
to the storage bottle.

The cold finger is cooled to 4 K by inserting it into a liquid ieh Dewar and the cold
trap is cooled to 77 K by immersing it in a liquid nitrogen Dew&he binding energy of
3He to the Zeolite surface is relatively small at 77 K therefeery little of it adsorbs to the
Zeolite surface. On the other hand, kas a much higher binding energy to the Zeolite and
at 77 K of most the gas adsorbs to the surfaces. The bindingefw *He to the activated
charcoal is large enough at 4 K that the gas can be evacuataediice AMR to pressures
less than 0.1 Torr. To remove residual water and other irtiparadsorbed to the charcoal
and Zeolite, both the cold finger and the cold trap were heaté80 C using heating tape
while being evacuated by the rotary pump.

3.3.3 Compressed Air System and Walker Regulator

The two compliances, the piston bellows, and the PMMA tulbesecting the compliances
to the U-tubes and connected volumes are filled with dry cesged air (see Fig. 3.1).
The compressed air is supplied from a centralized source. pféssure of the air is reg-
ulated to approximately 3 atm absolute to mitigate ovesguee hazards and is measured
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using another Ashcroft model 25D1005PS02LV&100#-BL puesgauge. The air mani-
fold is connected to the same rotary vacuum pump that sertimemixture manifold (see
Fig. 3.11).

A Walker regulator is a pressure dependent valve and can dx tasmaintain zero
pressure difference between two volumes as they are et Uktte purpose for including
this device in the GHS was to keep thée/O, mixture in the acoustic flow tube and the air
in the compliance at the same pressure as the gas is removedfe AMR. A schematic
of the Walker regulator design is shown in Fig. 3.13. The ckeeonsists of a 9 cm diameter
x 6 cm high cylindrical chamber that is connected to the coampivolumes at either end
of the acoustic flow tube. Passing through the center of thesnber is the pumping line
connected to the acoustic flow tube of the AMR. In the middlehaf pumping line are
two cylindrical seals that are spanned by a flexible latexefirapt. To operate the device,
the cryopump is used to evacuate the acoustic flow tube thrthug finger cot, and the
rotary pump is used to evacuate the compliances. If the agspire in the compliances is
greater than that of the gas mixture in the acoustic flow tthee finger cot will collapse
and the cryopump flow rate will be reduced or stopped. CorWeri the air pressure in
the compliances is less than that of the gas mixture in thestioflow tube, the finger cot
will inflate and the flow rate to the cryopump will be maximizdd order to monitor the
status of the finger cot, the front face of the cylindricalciiamber is made from transparent
PMMA. As long as the maximum rate of change of pressure intingatiances is less than
that in the acoustic flow tube, the Walker regulator will ntain a small pressure difference
between the two volumes. In this way, only one valve (cothitrglthe air pumping rate)
needs to be adjusted during the AMR evacuation process.

Unfortunately, the Walker regulator did not perform as veslexpected. The volume
of the acoustic flow tube is much smaller than that of the caanpks. The pressure in
the acoustic flow tube therefore changes more rapidly wighatiidition or removal of gas.
When pumping the acoustic flow tube through the Walker reégutae latex valve did not
sufficiently restrict the flow. Consequently, the pressurange in the acoustic flow tube
was too rapid to adjust the air pumping rate accordingly towtaa the displacement of the
mercury. Another issue with the Walker regulator is thati#ttex from which the finger cot
is made becomes brittle and cracks during the span of moetiaeebn usages. The finger
cot therefore requires replacement before each usage sithjger to bypass the Walker
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Figure 3.13: Schematic of the Walker regulator used in th&GH

regulator and manually control the pumping of the gas byrrdiitng between removing
mixture from the acoustic flow tube tube and air from the coamales.

3.3.4 AMR Filling and 3He Recovery Procedures

To charge the apparatus with 3 atm of gas, care must be takeaitdain a small pressure
difference across the mercury in the U-tubes, so that itislisplaced beyond a maximum
excursion of 9 cm. Exceeding this level will result in gasiggiorced from one chamber to
the other (compliance to acoustic flow tube or vice versaugh the bottom of the U-tube.
The3He bottle (Fig. 3.11) has an internal volume of approximagd00 cni. When
it was first opened, the pressure read 657 Torr. The combiokane of the manifold,
acoustic flow tube, fill line, and the room temperature colgdinis about 500 cf In
order to achieve the desired pressure of 2 atm (1520 TorHaratoustic flow tube, the
cold finger was first used to extract an appropriate amoutideffrom the storage bottle.
This gas was then expanded to the acoustic flow tube. Imgsidatie removed from the gas
during this procedure as it passes through the cold traphd@me the apparatus with gas,
the entire system is first pumped out and then the cold trapdesture is lowered to 77 K
by filling the Dewar flask with liquid nitrogen. The wand anda@inger are then lowered
into a liquid helium Dewar, and a quantity of gas is cryo-peahfrom the’He bottle. Once
the storage bottle and manifold pressure are less than ] thiervalve to theHe bottle
is closed, and the cold finger is slowly withdrawn to releds® gas into the manifold.
3He is admitted into the acoustic flow tube until the mercurjuoms reach their upper-
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most travel limit ¢~ =7 cm) in the visible vertical sections of the U-tubes. Air e
administered to the compliances until the mercury colunp@ma@ach their lower limits.
This procedure is repeated until the pressure in the AMRhesman absolute pressure of
1520 Torr. The acoustic flow tube is then valved off from theS5ldnd the cold finger is
once again lowered into the liquid helium Dewar. This exsahe remainingHe from
the manifold and filling tube. With the cold finger still in ti@ewar, the valve to the
cryopumping system is closed. Next, the regulator on theb@itle is set to just over
2280 Torr in preparation for completing the mixture. A sianiimetering procedure is then
employed to add ©from its storage bottle to the acoustic flow tube with air lgeswided
to the compliances as necessary until the total pressucbesapproximately 2280 Torr.
The mercury resonators are then leveled by ensuring th&ttheO, gas mixture and air
pressures are equal, at which point the entire AMR is val¥&fdam the GHS using valves
attached to the compliances and to the acoustic flow tubecagnsin Fig. 3.1.

The GHS is also used to remove the gas from the AMR and sepidm@t®, from
the 3He. After filling the acoustic flow tube with the gas mixtureetmanifold and fill
line contain primarily Q. This is discarded by evacuating the manifold and fill linghwi
the rotary vacuum pump. The cold trap is then cooled to 77 Klbgdithe Dewar with
liquid nitrogen and the cryopumping wand is inserted intagaitl helium Dewar until it
is immersed in liquid. The valve to the acoustic flow tube iBntlopened, admitting the
gas mixture into the manifold. The process used in filling AR is then reversed. Air
is pumped out of the compliances until the mercury level spldiced by approximately
7 cm. The valve to the cryopump is then opened slightly, tarobthe pumping rate,
until the mercury is displaced to the opposite extent ofrdsdl. This is repeated until the
valves to the rotary pump and cryopump can be opened to tiensyally, without worry
of a large pressure difference across the mercury. Onceréssyre is below 1 Torr, the
acoustic flow tube fill line is valved off from the manifold. Atis point, the gas mixture
has passed through the cold trap into the cold finger, whitleate most of the @ The
3He is then transferred back into the storage bottle. The fidgr is slowly warmed by
raising the wand out of the liquid helium Dewar, and thie makes a second pass through
the cold trap as it enters the manifold and storage bottkermek. Once the cold finger has
warmed to room temperature, the valve to the storage bettl®sed. The cold trap is then
warmed, and the manifold and cold finger are pumped out wéhdtary pump, discarding
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the filtered Q and the leftovefHe.

3.4 Birdcage coll

An integral piece of equipment required for MRI is the RF agkd to applyB; tipping
pulses and to detect the precessing nuclear magnetizatiperfectly homogeneous trans-
verseB; field can be produced in an infinitely long conducting cylinbg an axial surface
current of amplitude proportional tan ¢, where# is the azimuthal angle. The birdcage
coil approximates this ideal surface current distributiaith a finite number of evenly-
distributed axial current rungs, in which the phase of theesu varies asin ¢. Thus, at
any instant of time, an approximation to tki@ # axial current density distribution is pro-
duced. The birdcage coil was first reported by Hayes as aroweprent over the saddle
coil [58]. A schematic diagram and lumped-element equiviaégrcuit for a “low-pass”
birdcage coil design is shown in Fig. 3.14. This colil inva¥e/o conducting azimuthal end
rings that are joined by capacitors alongequally spaced axial rungs. The inductance of
the end rings and rungs, combined with capacitance of theocttaps, forms a transmission
line with N/2 + 2 modes. The lowest frequency mode produces the most homogeBe
field and is doubly degenerate with counter-rotating cadwlpolarized fields. Quadrature
drive and reception will break the degeneracy. This redticegpower required to tip the
spins by a factor of 2 and increasing the SNR\W. The birdcage coil used in this work
has only a single coupling coil, thus producing a linearyapized B; field normal to the
area enclosed by the coupling coil.

The 48 MHz birdcage coil used in this work was built around rarfer consisting of a
22 cm length of 42 mm OD diameter 5 mm wall thickness PVC tube. Top view and end
view photographs of the birdcage coil are shown in Figs. aricb3.16. A freely distributed
Java program, called Birdcage Builder [89], was used toregé the dimensions of the end
rings and rungs, as well as the capacitance needed to athégesired resonant frequency.
The completed coil has 3 cm-wide end rings and six 21.0 crg-borb.2 mm-wide axial
rungs, all fabricated from 0.15 mm-thick copper sheet. Téeacitors are placed at one
end of the resonator and are formed by inserting amOsheet of Teflon between the end
ring and a 10.5 mm-wide by 3 cm long copper pad at the end of eaath Pressure is then
applied to each capacitor via PVC caps that are fastened MK former using 6-32 nylon
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Figure 3.14: Schematic diagram of a low-pass birdcage kit) chowing the geometric
configuration of conductors and capacitors. The diagranhemight indicates the lumped
element equivalent circuit. Points A and B connect to pothend D, respectively.

6/6 molded bolts. The Birdcage Builder software is limitedperforming calculations
for a set of predetermined frequencies. The closest valukeaesired frequency was
42.56 MHz. The nominal valve of each capacitor for this freraey is 56 pF. Coupling to
the birdcage coil is accomplished through a single recti@ndpop. The loop is attached to
the former using two 1/4-20 nylon 6/6 molded bolts. The spgibietween the coupling loop
and the birdcage coil is varied to optimize the impedencembétween the coil and the
transmission line. Another single turn loop is fastenechodpposite side of the birdcage
coil. The spacing between this coil and the birdcage is usedrte the frequency of the
resonance with a range of approximately 200 kHz.

The birdcage coil was tuned to thele Larmor frequency at a magnetic fielg) of
1.5 T. The impedance of the coil must also be matched to therrssion line for optimal
efficiency. To measure the frequency response, the coilnsexded to an RF frequency
generator set to sweep over a bandwidth of 500 kHz. A direaticoupler is placed in
line with the signal to measure the reflected signal. An wsgibpe, triggered by the sync
signal from the frequency sweep, is then used to monitorefeated signal. A zero in
the reflected signal is seen at resonance under criticaliogupnditions. Course tuning
of the colil is done by adjusting the capacitances by tighigor loosening the screws that
hold the capacitor caps in place. Fine tuning is accompiisgihyemoving the tuning coil
closer to or further from the birdcage. The tuning must be@agzanied by adjustments to
the matching circuit, which are done by moving the coupliot coser to or further from
the birdcage. The frequency response &hdield homogeneity of the birdcage coil are
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discussed in Sec. 4.6.

coupling coil |

TR SRR SR

Figure 3.15: Top view photograph of the birdcage coil. Oné  mg is visible on the left.
The PVC caps used to apply pressure to the capacitors arebthadjust the capacitances
are visible on the right. The single turn coupling coil carsben edge-on near the bottom
of the image. The tuning coil is similarly visible near th@td\ylon bolts and wingnuts
are used to adjust the spacing of these coils relative tcesenator.

In order to fit the birdcage coil around the acoustic flow tub&e imaging region of
the magnet, the plastic former was split lengthwise withttrgl) saw on a milling machine.
The end rings thus form a C shape, allowing the former to opeme end. The copper
end rings opposite the opening act as hinges. The gap in therenis placed at a point
where the azimuthal current is zero and thus the resonaribe 0bil is not influenced. The
birdcage is positioned around the acoustic flow tube, ardlihgllace via a pair of PMMA
end caps. The end caps have a 16 mm wide slot cut from the edige tenter. They are
glued to one half of the PVC former allowing the structure pei and close. An end view
photograph of the open birdcage coil is shown in Fig. 3.16.
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(/I‘ capacitor cap

Figure 3.16: End view photograph showing the birdcage eothie open position. The
resonator is closed once it has been placed around the ecthawsttube.



Chapter 4
Characterization of the Apparatus

Much of the apparatus built for this project, and describe€. 3, required calibration
and characterization. This chapter is organized as folldtsegins with a discussion of
the diffusion of helium through the walls of the acoustic flavke in the imaging region,
and modifications that were made to inhibit this effectivaki¢Sec. 4.1). The discussion
then moves to issues related to gas composition, acoustiomachanical resonances. This
is followed by a presentation of the calibration of the pueesand mercury displacement
transducers (Secs. 4.2 and 4.3). The determination ofareléiwermophysical and transport
properties of théHe-O, gas mixture is discussed in Sec. 4.4. The frequency respbtise
AMR and a CELTAEC model that was developed to simulate the behaviour ofytes are
presented in Sec. 4.5. The second half of the chapter dethisssues related to magnetic
resonance. A measurement of the homogeneity of the RF fietdkiped by the birdcage
coil used in subsequent MRI experiments is described in &éc.Finally, the shimming
of the mainB, field and the development of pulsed magnetic field gradienedreddy
current compensation techniques are discussed in Secand #.8.

4.1 Permeability of the Acoustic Flow Tube

When the acoustic flow tube of the AMR was first filled with a e of 2 atm*He and

1 atm G, the level of the mercury in the U-tubes was observed to dcgptoward the
middle of the apparatus over the course of a few days. The AR greviously been
pressure tested with air to 5 atm, and no indication of a Baamit leak had been observed.

75
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Figure 4.1:In(p/po) as a function of time for acoustic flow tubes made with PMMA and
soda lime glass.

The effect was therefore attributed to the diffusion of tieligas through the walls of the
acoustic flow tube, which were made using PMMA. To quanti#y likak, the gas mixture
was removed and the acoustic flow tube was refilled with 2 attilefand the compliances
were filled to an equal pressure of air. The pressure in thasticoflow tube was then
logged over a period of a few days. Prior to making each presaeasurement, the amount
of the air in the compliances was adjusted until the mercarthe U-tubes returned to
zero displacement. The pressure was recorded from the éflyauge connected to the
compliances (see Fig. 3.11). The decrease in the presstie acoustic flow tube is the
result of gas diffusing through the walls. Soda lime glasaugh less permeable to helium
and oxygen than PMMA, and thus using this material insteadlishreduce the leak rate.
The acoustic flow tube, including the vertical sections @& thtubes closest to the MRI
magnet, were rebuilt using soda lime glass tube with an idieeneter of 1.30 cm and a
wall thickness of 1 mm. Once the acoustic flow tube was replagth soda lime glass, the
leak rate was again tested using the procedure outlinedeabov

For gas diffusing through the wall of a container of fixed wvokj the pressure as a
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function of time is
p(t) = poe” ! (4.1)

wherep, is the initial pressure at time= 0 andC' is a rate constant related to the per-
meability of the walls and the geometry of the container [9B]gure 4.1 shows a plot
of In(p/po) as a function of time for the PMMA and soda lime glass acoukiig tubes.
From the slopes of straight lines fit to the data the time @oidior the PMMA tube is
Ceuma = 5.3x 1077 s7! and the time constant for the glass tub€js= 0.5x10~"s™*. The
permeability of soda lime glass to heliumig = 7.5x 107 std. cni/smm/cn¥/Torr [91].
The measured leak rate constant for the glass acoustic fleewtywas compared to the
calculated time constant for helium diffusing through tlea lime glass walls obtained
usingK,. The observed leak rate is much higher than what is predsusdy for helium
diffusion through glass. This excess is attributed to géssing through remaining com-
ponents in the vicinity of the acoustic flow tube that ard stlde from plastic, such as the
tube couplers and the pressure transducer mount. Althowsggnéicant improvement in
performance is evident, a measureable loss of gas occurglagcin order to keep the in-
ternal pressure of the AMR constant, (S added to the acoustic flow tube and air is added
to the compliances to maintain constant pressure.

The soda lime glass tubing is 0.03 mm larger in outer diantbgar that of the PMMA.
This is convenient because it allows the tube couplers toskd with only a slight modi-
fication to the inner diameter. The inner diameter of the dimda glass is 0.35 mm larger
than that of the PMMA. This change has a more dramatic effedhe experiment as it
alters the velocity profile of the gas. The estimated visquersetration depth in the gas
mixture is of order 0.2 cm, as will be shown Sec. 4.4. The nainialue of the ratid? /¢,
will therefore increase from 2.4 for the PMMA tube to 3.3 fhetglass tube. The largest
effect of changing the tube diameter in the vicinity of thercuey was to alter the behaviour
of the U-tube resonators. The amplitude of the mercury disghent in the glass tube is re-
duced relative to that in the PMMA tube by the ratio of thetemmal cross-sectional areas,
as will be discussed in further detail in Sec. 4.3. The infageof this change in diameter
on the resonant behaviour of the U-tube resonators is disdua Sec. 4.5.
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4.2 Pressure Transducer Calibration

The pressure transducers described in Sec. 3.2.6 requilibdation to determine the cor-
respondence between pressure differences and voltaget olitye calibration was done in
situ, but without any mercury in the U-tubes. The capillaoniecting the two ports of
each transducer was removed so that the reference port \ehatl@mospheric pressure.
A 1000 Torr full scale MKS Baratron absolute capacitance onagter was connected to
the unused port of the manifold and the valves between thefohdiand the AMR were
left open. A positive differential pressure calibrationsygerformed by first raising the
pressure in the AMR by approximately 200 Torr and then slowelyting this overpressure
while recording the voltage outputs of the Baratron gaugktha differential transducers.
A negative differential pressure calibration was perfaine an analogous manner after
first using the rotary vacuum pump to lower the pressure inAlRR by approximately
200 Torr. The pressure calibration data and a typical plaghefdynamic pressure differ-
ential transducer output while being driven by the AMR arevah in Fig. 4.2. Linear
regressions of the calibration data yield sensitivitiegldf39(6) Torr/V, 43.64(6) Torr/V
and 41.96(6) Torr/V for the transducers located near thempjshe acoustic flow tube, and
the end compliance, respectively.

4.3 Mercury Displacement Transducer Calibration

The mercury displacement transducer is described in SB&.3I1t was calibrated with
3 atm of a®He-0, mixture in the acoustic flow tube. The copper foil wrappediabthe
glass tube precludes a visual (optical) measurement of g#reury level in that segment.
Instead, the measurement of the relative height of the mgmlumn was performed on
the vertical plastic branch of the U-tube. The mercury leva$ manipulated by adjusting
the pressure of the air in the compliances. Increasing tbespre moves the liquid toward
the acoustic flow tube, and vice-versa. The position of theidi was measured relative
to the bottom coupling flange on the vertical tube. The volwhmercury displaced by
a change in levelAy is proportional to the area of the tube. The fluid displacenien
the glass tube was inferred from measurements of displatemére PMMA tube using
Ay, = (A,/A,)Ay, = 0.57(1)Ay,, where the subscripj denotes the glass andthe
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Figure 4.2: Left: Pressure transducer calibration. Tha tiate been vertically separated
by 50 Torr for clarity. Right: A typical time-resolved press measurement. In both plots
the squares are from the transducers near the piston, thescare from the transducers
near the middle and the triangles are from the transducearstine far end.

plastic. The phase offset of the lock-in amplifier was seth&d thanges in capacitance
result in a variation of the real component of the displaye Tédal component of the reading
on the lock-in was then recorded along with the level of thecms. A straight line with
an offset was then fit to the data. The slope of this line witlbatput voltage scaling of a
factor of 10 V/500 nA for the lock-in amplifier voltage outpuére used to arrive at a final
calibration of 0.82(3) cm/V for both capacitors. The meycheight data and the best fit
lines are shown in Fig. 4.3.

4.4 Gas Properties

To connect the measurement of the velocity profile of the g#s theory, one needs to
know the thermophysical properties of the gas mixture. Heeietical velocity profile:,

(Eqg. (2.70)) depends on the viscous penetration dgpieq. (2.45)), which in turn depends
on the dynamic viscosity and densityy of the mixture. A comparison of the VPE-MRI
measurement was also made against the predictions of a moodeé AMR created using
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Figure 4.3: Plot of mercury displacement in the verticalsglaection of the U-tube
as a function of current through the capacitor. Both data gedld the same slope:
0.0164(5) cm/nA.

DELTAEC, as will be presented in Sec. 4.5. The thermophysicalgrtigs of the mixture
were input to the model through an external fluid file. This ¢ibasists of a series of user
defined polynomial coefficients that are used to calculatedénsity, the specific-heat at
constant pressure, the thermal conductivity, the squatteecound speed, and the dynamic
viscosity of the gas. Appropriate coefficients were detagdiusing kinetic theory and
interpolation of empirical data, as described below.

First, the precise composition of the gas mixture must berdenhed. Following the
procedure described in Sec. 3.3.4, the acoustic flow tubdillat with a mixture of ap-
proximately 2 atm ofHe and 1 atm of @at a temperature of 2GC. Although the partial
pressures ofHe and Q can be determined at the time of filling from known internalvo
umes and pressures in the the manifold, the pressure in tHe &Mnges over time déle
gas diffuses through the walls (cf. Sec. 4.1). It also charagethe ambient temperature
of the apparatus changes. Regular adjustments were maue gas mixture in the acous-
tic flow tube to maintain the system at a constant pressusevd3 added or some of the
mixture was removed, and the air pressure in the compliamessadjusted to return the
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mercury to equilibrium. The total pressure of the gas in twuatic flow tube is measured
with each adjustment. In order to determine the makeup ofrtixéure it is sufficient to
measure the partial pressure of one of the two components.

As discussed in Sec. 2.1.4, the longitudinal relaxatiorfiimof *He decreases with the
addition of a paramagnetic gas such asoOnitric-oxide (NO). For example, Archibalet
al. [87] studied the dependence of the relaxation rbté;, of He on the concentration of
NO. In a field of 1.5 T and at room temperature they foar@; = 0.0502(3)x[NO]s~!
where [NO] is expressed in amadaiSimilarly, Saamet al. measured the relaxation of
3He in the presence of £and foundl /77 = 0.45(1) x[O,] s™1, again with [Q] expressed
in amagat [86]. A density of 1 amagat of, @ould therefore result in aHe longitudinal
relaxation time of 2.22(5) s. If collisions with paramagogfas molecules are the dominant
relaxation process, then a measuremefif;afan be used to determine the concentration of
O, in the mixture. The other relaxation mechanisms that onéahaignsider include dipole-
dipole interactions betweetHe atoms, collisions with mercury vapour, interactionshwit
the wall, and the diffusion ofHe in magnetic field gradients. The longitudinal relaxation
time for pure3He due only to dipole-dipole interactions within the gas ssireated by
Newburyet al. to be1/T; = 1.34 x 10~°[*He] s~! [92], which is negligible compared to
the effect observed for O Timsit has measured the effect of various metal surfacegle®n
relaxation of"He and noted that mercury vapour did not cause any appredialaixation
over a time scale of orddi0* s [88]. The relaxation ofHe associated with walls made of
various glasses (and with various coatings) has been mezhbyrseveral groups [88, 57].
Relaxation times in excess of 18 were routinely measured. Finally, diffusion ‘e
in magnetic field gradients should be considered. A particldergoing a random walk
in a magnetic field gradient will experience variations ingmetic field strength. If the
spectral density of this changing field is non-zero at theriarfrequency, nuclear spin flips
(and hence relaxation) can be induced. Schearer and Wadtass/ed that the relaxation
associated with Brownian motion in a magnetic field gradyeeitds a relaxation rate [94]

= 2O e

T 4.2)

Wi w07'2 +1)

1An amagat is a unit of density equivalent to the density ofd@al gas at atmospheric pressure ah@€0

(1 amg~: 44.6 mol/n?).
2Gamblin independently derived a similar result using asitzs random walk argument [93].
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whereG = 9B/0x is the magnitude of the transverse magnetic field gradigrt) is

the mean square molecular velocity,is the time between collisions, and is the mean
Larmor frequency. Taking’ = 10 G/cm as the worst case scenario (gradients near the ends
of the acoustic flow tube where it leaves the MRl magnet) gigklues ofl; ~ 10* s. Even

this is likely to be an underestimate as the time requiredtr to diffuse half the length

of the acoustic flow tuber(~ 12/D) is of order10* s as well.

The estimates presented above indicate thatild completely dominate théHe lon-
gitudinal relaxation time, and hence thg @ensity can be inferred from a measurement
of T7. These measurements were regularly made as necessaryhesingersion-recovery
method. First, the nuclear magnetization is inverted withpaulse after which it immedi-
ately starts to relax back to equilibrium. After a detgya /2 pulse is applied to measure
the z-component of the magnetization at that time. The giwarrecovery sequence is then
repeated for different delay timesand the resulting signal is compared to the function

S(1) = Sp(1 —2e77/Try | (4.3)

which is simply Eq. (2.9) with\/,(0) = —M,. In practice it is often difficult to achieve
perfectr pulses, and hence the inversion of the magnetization isriieqgte This can be
remedied to some extent by replacing the coefficient of 2appgin Eq. (4.3) by a variable
bsuchthat < b < 2. Fitting this empirical function to the data typically rét&al in a value
of b = 2 within a 2% uncertainty, indicating that the quality of thepulses was very good.
A sample T, inversion-recovery data set is shown in Fig. 4.4 along with & Eq. (4.3).
The O, density inferred from these data is 1.40(4) amagat (1.58fh)at 20 C). With a
total gas pressure of 3.013(15) atm, the remaining 1.5l )saassociated withHe.

Once the composition of the gas mixture has been determise¢dermophysical prop-
erties can be calculated using kinetic theory and the ideslawv. Treating the mixture as
an ideal gas, the mean molar massiis= z, M, + x,M, wherez; andz, are the’*He
and GQ molar fractions and//; and M, are the respective molecular masses. The mixture
density isp,, = Mp,,/RT whereR is the universal gas constant. Similarly, the isobaric
heat capacity per mole S, = z1C),; + 22C),» Which leads to an isobaric heat capacity per
unit mass ot:, = C,,/M. The same method is used to calculate the isochoric heatitapa
per mole and heat capacity per unit mass. With these quemtitihand, the heat capac-
ity ratio yigeas = C,/C, and the sound speed= +/7igeaRT/M can then be calculated.
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Figure 4.4: Amplitude of the NMR signal as a function of tinog &n inversion-recovery
experiment. The solid line represents a fit to Eq. (4.3) yig)d’; = 1.59(4)s.

The viscosity, thermal conductivity, mass diffusion caméfint and thermal diffusion ratio
of the mixture are then calculated using the procedure ptedanMolecular Theory of
Gases and Liquidby Hirschfelder, Curtiss and Bird [72]. The approach is dase the

Chapman-Enskog theory using a Lennard-Jones (6-12) jpmtehihe details of the imple-
mentation of the transport coefficient calculations usetiimwork are given in App. C.

4.5 DeLTA EC Model and AMR characterization

DELTAEC is an important tool that is often used during the prelanyrdesign of thermoa-
coustic devices (see Sec. 2.2.5 for a brief introductiorije &lgorithm is based on Rott's
thermoacoustics, which was developed in the low amplitidé ivhere the time depen-
dent components of pressure, velocity, etc. are small (8ee23?). Practical devices often
operate outside of this limit and consequently the resudtegated through integration of
the appropriate differential equations are often inadeyuA number of empirical tech-
niques have consequently been incorporated irHoTREC to improve the correspondence
between model calculations and the performance of reatdsyviThis is done by inserting
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Figure 4.5: Schematic of theEDTAEC model of the AMR.

segments that modify the solution process. For exampleghatolume flow rates, changes
in gas flow direction are associated with additional pressiops, known as minor losses,
that are not accounted for in lineaeEDTAEC models. Additional segments can be added
to a model that compensate for these minor losses to imphavagreement between the
model and measurements used to characterize the device.

One of the goals for building the AMR and attempting to studg ghotion using VPE-
MRI is to be able to ultimately create acoustic flow condiidhat are found in practical
devices, but that are not accurately modelled L DAEC. To this end, a BLTAEC model
for the AMR was developed for comparison with VPE-MRI data.

The model of the AMR comprises eight distinct componentsonfright to left in
Fig. 4.5 these are the bellows, the piston compliance, ts®mpiduct, the piston U-tube
resonator, the acoustic flow tube, the end U-tube resortamend duct and the end com-
pliance. The bends in the tubing are neglected for the tinrggb&he duct and compliance
components are modelled using the DUCT segment. BoTREC, a DUCT is simply a
tube where the perimeter, the cross-sectional area, ankgnigeh are used to define the
dimensions. The bellows is also modeled as a duct, in whietatlerage of the inner and
outer diameters is used to calculate the cross-sectiosalkard the perimeter is an effective
value set so as to give the correct surface area for the asimos of the walls.

The U-tube resonators are modelled using the VESPEAKER eegynvhich simulates
a voice coil driver that is in series with the flow. A voice cbéhaves like a damped mass
and spring resonator with an electromagnetic drive cangistf a resistive coil that moves
a permanent magnet. The U-tube resonators can also be eobdslla damped mass and
spring resonator which means that they can simulated usendamped harmonic oscillator
parameters of the VESPEAKER segment with the electromagdete parameters set to
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zero®

Empirical mass, spring constant and damping coefficientedoh U-tube were estab-
lished by measuring the decay of free oscillations of thecomgrat atmospheric pressure.
First the mixture was removed from the acoustic flow tube &medAMR was brought to
atmospheric pressure. The piston duct and acoustic flomibe disconnected from the
top of the piston U-tube. The piston drive was set near thenast frequency and the pis-
ton duct was temporarily connected to excite oscillatianghe mercury. The piston duct
was then decoupled from the U-tube allow the mercury to lageifreely. The output of the
mercury displacement transducer was recorded for 10 s. Besiprocedure was employed
to measure the free oscillation decay for the end U-tubenadsao.

The equation of motion for a damped mass and spring harmaaittador with a linear
resistive force can be written

d?z b dx k
- 4+ = 4.4
2 Tmar Tt (4.4)

wherem is the mass) the damping coefficient andis the spring constant. The solution is
of the form
z(t) = Ae7 T2 cos(wt + a) + z (4.5)

wherezx, is the initial position,A is the amplitude of the motiord; = b/m and« is the
phase of the oscillation. The angular frequency of the nmas@iven by

2 k b2
2_,2_- _r_ 7 4.6
w o 4 m  4m? (4.6)

wherew, = \/% is the angular resonant frequency of the oscillator in theeabe of
damping. The VESPEAKER model requirésm, andb to define the behaviour of the
damped oscillator. Equation (4.5) was fit to the data fromhdadube with A, I" and «
as free parameters. It was immediately evident that theseanaadditional exponentially
decaying offset in the data. That is, the mercury displacgmwas best fit by an empirical
function of the form

x(t) = xo + Acos(wt + ¢)e 2+ A (1 — e T2 (4.7)

3In practice, it was necessary to assign a non-zero valuééocail resistance to avoid a divide by zero
error. The value of this resistance has no effect on the owtcof the model calculations with the other
electrical parameters of the VESPEAKER segment set to zero.
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Figure 4.6: Free decay of mercury oscillations in the pistothend U-tube resonators. The
solid line in each plot is the result of fitting Eq. (4.7) to dteta. The dashed lines represent
the exponentially decaying offset. The parameters exdafrtom these fits are: (&) =
7.383(1) s, T' = 0.569(2) s, I'; = 0.35(2) s! (b)w = 7.405(3) s, ' = 0.730(5) s,

Iy =0.63(4) s

where A; is the offset amplitude anfl; the second decay constant. Mercury displace-
ment data for both the piston and end U-tubes are shown indkég.along with fits of
Eq. (4.7). The contribution of the exponentially-decayaftget term in Eq. (4.7) is also
plotted. Agreement between the fit and the data is very gobd. VESPEAKER segment

is not capable of modeling the exponentially decaying offsed so this piece of informa-
tion is disregarded in the model. Mechanisms that might bpaesible for this effect are
discussed later in this section.

Two of the variables extracted from the fits of Eq. (4.7) todhta were used to establish
corresponding parameters in the VESPEAKER segments of thheAEC model:I" andw.
However, this is not sufficient. A third parameter, either difective spring constant or the
effective mass of the U-tube resonators, needs to be spkciie frequency of the damped
oscillationw depends on the undamped resonant frequency of the systedn expres-
sion for the theoretical valug, can be used to completely determine the VESPEAKER
parameters.
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Figure 4.7: Models of the U-tube resonator. (a) Simple Ustwith uniform cross-sectional
area. (b) Uniform cross-sectional area through the benaaadvider vertical section. (c)
A constriction in the bend.

One method for analyzing the resonance of an undamped simapteonic oscillator
is to look at the total mechanical energy of the system [93]je $um of the kinetic and
potential energies is

1 1
E=K+U-= 5m02+§kx2 . (4.8)

wherev is the velocity of the fluid. Three physical models of the Wduesonator are shown
in Fig. 4.7, in order of increasing complexity. To begin, smter the simple U-tube shown
in Fig. 4.7a. It has a uniform cross-sectional afeand the total mass of liquid is given by
m = pAL, wherep is the fluid density and. is the linear length of liquid. Assuming that all
of the fluid moves at the same velocity, the kinetic energl is- %pALUZ. The potential
energy associated with a displacemenaway from equilibrium isU = gpAz?, where

g is the gravitational constant. From these expressions wealeéine an effective spring
constanttes = 2gpA and effective massies = pAL. The natural resonant frequency of
the system is thew? = 2¢/L.

The analysis is similar for the case shown in Fig. 4.7b, inclwtane of the two vertical
sections of the U-tube involves a segment of lengtthat has a larger ared,. The re-
mainder of the tube (including the bend) has afgand length,,. The subscripts here are
intended to refer to the glass and plastic tubes used in th&reation of the real apparatus.
Recall that the displacement of liquid is measured in theggtabe. The potential energy
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associated with a displacemenis now

1 A
U= §pgAg (1 + A—g> . (4.9

P

The effective spring constant of this systemis then= pgA,(1+A4,/A,). If the amplitude
of the displacement is small so that < [,, then the volume of liquid in each section
remains approximately constant and the kinetic energy eamrliten

K = %pAg (lg + lpﬁ—i) v? (4.10)
giving an effective mass oher = pA,(l;+1,A4/A,). In practice this is not a good assump-
tion. The maximum excursion of the mercury is comparablg .td-rom this perspective,
one is better off using Eq. (4.9) to extract an effective rgprtonstant rather than using
Eq. (4.10) to extract an effective mass. The analysis praeedas thus to extradt and
w from fits of Eq. (4.7) to the mercury oscillation decay datay(d~ig. 4.6) and then rely
on tube dimensions to provide an effective spring constan{through Eq. (4.10)). The
effective mass was then assigned so as to give the natuaaameisfrequency implied by
Eq. (4.6) (i.e.w? = keit/men). The effective mass, spring constant, and damping coeffi-
cients extracted from this analysis were then used in therPEC VESPEAKER model of
the U-tube resonator.

A number of assumptions are buried in the semi-empiricalrrator model described
above. The first of these is that the plastic section of theihéthas a constant cross-
sectional area. In the process of forming the resonatortuthing collapsed slightly and
thus the cross-sectional area in the vicinity of the bendralker than the nominal area
A,. This situation is shown in Fig. 4.7c. Under these condgjdhe velocity of the liquid
through the bend will be higher than in the straight plasécti®n, increasing the total
kinetic energy. This is not a significant issue and in practscaccounted for by using an
effective mass. The second assumption is that the dispkEmeamplitude is small. As
noted above, this is a poor assumption and the primary ntmtivéor not using Eq. (4.10)
to define the effective mass. Accounting for large amplitddglacements leads to the
following nonlinear differential equation

_1 Ay A dr)” Ag\ 2
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where now the effective mass in the kinetic energy term isretfan of displacement.
Another effect that could have a significant impact on théquarance of the model is
associated with the flow of liquid through the junction betwehe glass and plastic tubes.
As a real fluid flowing through a tube experiences a suddengehiardiameter, some kinetic
energy is dissipated. For steady flows losses are typichtlyeoform £ o« Kv? wherev is
the velocity of the fluid andy is a loss coefficient. In general, the value/fassociated
with a sudden enlargement of tube diameter is greater thatrfdh a sudden contraction
in diameter. For an oscillatory flow, this assymetry resuita mean pressure difference
across the junction. This effect has been used previoudbyild a “gas diode” which in
effect leads to a partial rectification of flow driven by the peessure difference across the
constriction [96]. It may play a role in the work describeddyan that it may contribute to
the exponentially decaying offset observed during the orgriree decay experiments.

The remaining pieces of information that must be enteremitimt DELTAEC model are
the conditions of the gas in the system. There are two fluidd urs the AMR. The two
compliances and associated volumes contain dry air anctcthestic flow tube in the imag-
ing region is filled with a mixture ofHe and Q. DELTAEC has a number of “built in”
fluids that can be used to construct device models, includingpdel for air. It also has
the capability for accepting “user defined” fluids. A file défigp the3He-O, mixture used
in this work was created using parameters derived from nmeasents of mixture compo-
sition and calculations of relevant thermophysical andgpart properties as outlined in
Sec. 4.4. The remaining parameters required by tBeTBEC model include the mean
internal pressure, the mean temperature, the drive freguand the amplitude of the drive
volume velocity, all of which are measured. The drive volurakcity is estimated by cal-
culating|UPS®" = w|£PstM 4Piston \where all three parameters on the right hand side of this
expression are determined from measurements.

The DELTAEC model of the AMR was tested against measurements of nyedisw
placement under a variety of conditions. The photodiodgér pulse, pressure transducer,
and mercury displacement transducer outputs were recdodedperiod of 5 s at various
drive frequencies. The time data were then fit to a sinusdidadtion to extract the am-
plitude and phase relative to the trigger pulse of the presand mercury displacement
oscillations.

The initial characterization of the AMR model was perfornaétmospheric pressure,
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Figure 4.8: Measured (data points) and modelled (curvejuigacy response of the AMR
when the entire apparatus is filled with air at atmosphersgure.

and with the entire volume (including the acoustic flow tutiéd with air. The only vari-
able that was adjusted to improve the correspondence betWweenodel and the measured
response was the volume displaced by the bellows as it wasdrmythe piston. The fre-
guency response of the mercury displacement under thesiions is shown in Fig. 4.8,
along with predictions of the ELTAEC model. The model had difficulties converging on
a solution at frequencies belowl5 Hz. Here, and in subsequent plots showing the fre-
guency response of the AMR, conversion from measured medispplacement amplitude
& to volume flow ratd’; is obtained through/; = w4A4,& and is typically known to 2%.
The mercury filled U-tube resonators form a coupled harmosdillator with two natural
modes, with the gas in the acoustic flow tube acting as thelomuagent. The low fre-
guency mode is characterized by in-phase motion of the mgnasihe two resonators and
yields the highest gas displacement amplitudes. The hgguéncy mode involves anti-
phase motion of the mercury, producing large amplitudesuresoscillations and small
amplitude gas displacement near the center of the acousti¢dbe. These two modes are
associated the two peaks in mercury displacement amplihad@re evident in Fig. 4.8.
The internal pressure of the system is approximately 3 atrarwthe acoustic flow
tube is charged with an appropriate gas mixture for MRI. Tiggndr pressure causes the
frequency of both natural modes to increase. This is duedetiffening of the compress-
ibility of the gas, which is inversely proportional to prass, in the compliances as well



CHAPTER 4. CHARACTERIZATION OF THE APPARATUS 91

as in the acoustic flow tube. In order to test the responseeofyistem and to compare
its behaviour with the BLTAEC model, the frequency response was measured again with
the3He-O, gas mixture in the acoustic flow tube and a corresponding atrafiair in the
compliances. The external fluid model of the gas mixture wasrted into the acoustic
flow tube section of the AMR in the model. The data and the moalellations are shown
in Fig. 4.9. Only the lower frequency mode is still visibletime same frequency window.
The maximum of the measured mercury displacement ampliaa® hence the mercury
velocity amplitude, shows an increase in going from 1 atm &n3 internal pressure. This
is the result of stronger coupling between the piston antUthébes at higher pressure. Itis
evident that there are significant additional losses atdrigmplitude that are not accounted
for in the model, which assumes laminar flow.
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Figure 4.9: Measured frequency response of the AMR whergekao 3 atm, and the pre-
dictions of the ELTAEC model assuming laminar gas flow throughout. The only dagpi
damping included here is associated with the mercury.

The Reynolds (Re), Dean (De) and Womersley fumbers are used for classifying
flow patterns in tubes for straight steady flow, flow arounddserand pulsatile flow, re-
spectively. A description of these dimensionless numbansbe found in Sec. 2.2.6 and
their definitions are given in Table 2.1. The AMR has fouf @bows that cause the gas
flow to transition between horizontal motion (in the pistarct end duct, and acoustic flow
tube) and vertical motion (in the U-tubes); see Fig. 3.1. Wi elbows fabricated from
PMMA (containing air) have a mean bend radis= 2.5 cm while those fabricated from
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glass (containing théHe-O, mixture) haveR = 0.9 cm. Typical Reynolds, Dean, and
Womersley numbers for air at 1 atm, for air at 3 atm, and fide-O, mixture at 3 atm un-
der conditions found in the AMR, are listed in Table 4.1. TheyRolds and Dean numbers
are calculated using the measured peak mercury velocitgtah and 3 atm. The Reynolds
numbers are all well below the value of order 2000 at whichcllsielf-maintaining turbu-
lence is observed in steady pipe flow. The Womersley numberis dhe transitional range
between Poiseuille-like flown<1) and plug flow ¢>10) and thus do not lead one to antici-
pate unstable flow. In fact, a comparison of the conditiorieéracoustic flow tube with the
experimental conditions reported by Kurzwegal. [97] strongly support the hypothesis
that flow in this region of the apparatus should be laminae Dkean numbers for gas flow
through the elbows, on the other hand, are large enoughigimficant secondary flows are
expected; however they are still well below the typical siion threshold for the onset of
turbulence at De5000 [81]. Here it is worth noting that the ratio of the tubdits to the
mean bend radius is of order 0.7 for the glass elbows and 0.théoplastic elbows. For
ratios this large, deviations from the Dean-like flow pattetlustrated in Sec. 2.2.6 can be
expected [81]. This could lead to additional losses as tBengaves through the elbows at
peak velocity; however, it is not even remotely possiblegmoncile the anticipated mag-
nitude of these losses [98] with the increase in dampingwiaatobserved when the mean
pressure in the AMR was increased from 1 atm to 3 atm.

Table 4.1: Peak Reynolds, peak Dean, and Womerseley nufiob@isat 1 atm and 3 atm,
and for a 3 atm 50-50 mixture éHe-0O, at an AMR operating frequency of 1.3 Hz.

Number | Air 1 atm | Air 3 atm | 1.5 atm®He-1.5 atm Q
Reynolds 230 680 270
Dean 99 370 230
Womerseley, 3.5 6.0 6.1

Instead, the mechanism underlying the enhanced dampirey\aasat higher pressure
is almost certainly caused by the flow of mercury around th@ #nds in the two U-
Tubes. As was the case for gas flow through theébows, secondary (Dean) flows will
be established in the mercury as it oscillates. Taking themiiend radiug: of a U-tube
to be2.25 cm, the inner diameteb of the tube to b&).95 cm, the acoustic frequency to
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be1.31 Hz and the kinematic viscosity of mercury to bex 107 m?/s, one obtains a peak
Dean number of 3400 for a measured peak displacement adglitiu0.5 cm and 17000
for a measured peak displacement amplitude of 2.5 cm. Hégentportant to recall that
the mercury displacement amplitudes are measured in tiperldrameter glass tube. Thus,
mercury dispacement amplitudes in the acrylic bends agetdahan measured amplitudes
by a factor4,/A, ~ 1.75 (see Sec. 4.3). These estimates imply a transition fronmiano
turbulent flow at De~ 5000 for a peak measured displacement amplitude of obdecm

at a frequency ot .31 Hz, corresponding to a peak velocity amplitude of 12 cm/se Th
measured peak velocity amplitude of the mercury in Fig. .88 cm/s and in Fig. 4.9 is
37 cm/s, suggesting losses due to turbulent flow in the mgemerto be expected.

The observed non-linear (amplitude dependent) dampingweakeled in ELTAEC by
introducing MINOR segments for each U-Tube, which introglpcessure drops propor-
tional to UZ. The coefficients governing the MINOR segment losses weze #ujusted
through a trial and error until satisfactory agreement veasined between the model and
the data. Caution is required in interpreting the physicsdnng of the MINOR loss coeffi-
cients. In particular, the MINOR segments should not be ggtas a model for dissipation
in the gas; rather they serve as an empirical model for dasisipin the mercury. In princi-
ple this could also be modeled by introducing a velocity eaej@mt mechanical resistance
in the VESPEAKER segments used to model the U-Tubes.
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Figure 4.10: Same measured AMR response as shown in FigMirtor loss segments
have been added to theeDrAEC model to account for the observed additional damping.
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Figure 4.10 shows the measured frequency response of tleimelisplacement am-
plitude at 3 atm along with the predictions of th& DAEC model after the MINOR loss
coefficients were optimized. It is evident that there is akedimprovement in the agree-
ment between the model and the data. The measured phasernétbery displacement
in both U-tubes as well as the results of the model are shovarf@sction of frequency in
Fig. 4.11a. The phase reference for the model was shiftédsad to compensate for the
timing of the photodiode trigger pulse. Also plotted in thgure is the model prediction
for the phase of the gas in the vicinity of the birdcage coihe VPE-MRI experiments
that will be described in Ch. 5 were performed at an acoustigufency ofi.31 Hz. At this
frequency the motion of the mercury in the two U-tubes is lygarphase. The solid line
in Fig. 4.11a shows the R TAEC model prediction for the phase of the gas velocity in the
acoustic flow tube. The model indicates that the gas displaneéamplitude and phase can
be estimated from the average of the measured mercury dispknt versus time data. The
results are shown in Fig. 4.11b along with thetDAEC model prediction for gas displace-
ment near the birdcage coil. Again there is good qualitayeement between the model
and the data.

On average, the displacement amplitude data lie within 10%%eomodel predictions.
The data appear to reach their maximum amplitude at a sfiglgher frequency, and reveal
a slightly broader peak, both of which are indications trenging is still underestimated
in the DELTAEC model. Improving the level of agreement between the maddlthe
data would likely require further characterization of tmepditude dependent losses in the
U-Tubes.

4.6 Birdcage Coil RF Field Homogeneity

In MR, the application of RF tipping pulses and the induetdetection of nuclear spin
precession (i.e. signal acquisition) is done through RFsami resonators tuned to the
Larmor frequency. In order for all of the spins in the coil &perience the same tipping
pulses, theB; field must be homogeneous over the volume of the sample. Uhdee
conditions, the sensitivity of the RF coil to spin precessill also be homogeneous.

The RF field homogeneity inside of the birdcage coil was eataldi using a cavity per-
turbation method similar to that outlined by Hayden and kd8®9]. The shift in the res-
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Figure 4.11: (a) Phase of the mercury displacement in theigtdn and &) end U-tubes.
The dashed and dotted lines are the phases from th&AEC model for the mercury at
the piston and end sides of the acoustic flow tube, respéctiie solid line is the model
prediction for the phase of the gas displacement at theitocaf the birdcage coil. The
VPE measurements were performed at a frequency of 1.31 Hehwkimarked by the
vertical dashed line. (b) The mean displacement amplitdidesomercury in the U-tubes.
The line is the ELTAEC model prediction.

onant frequency of a tuned coil is measured as a small sphelielectric or conducting
material is scanned through the sample volume. A dielespitere will perturb the elec-
tric field of the RF resonator while a conducting sphere wiillience both the electric and
magnetic fields. It is therefore possible to directly probe RF electric field but more
challenging to isolate just the magnetic contribution.téoately in the quasistatic limit ap-
propriate to the birdcage coil used in this work, the RF eledields are entirely confined
to the capacitors around the end ring. This was confirmed agrsng a 4 mm diameter
Teflon sphere, which has a dielectric constanat 2.1, through the sample volume; no shift
in the resonance of the coil was observed at the level of lipd®. The implication is
that all subsequent resonant frequency shifts caused bgottidtucting spheres described
below are a result solely of RF magnetic field perturbations.

The resonant frequency of the birdcage coil was measured tis¢ phase-locked-loop
(PLL) circuit depicted in Fig. 4.12. This circuit uses feadk to maintain a constant phase
shift between the signal provided by the function generatat signal detected by the RF
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Figure 4.12: Phase locked loop used in the cavity pertwbatieasurement of the birdcage
RF magnetic field homogeneity.

coil. The function generator is operated as a voltage-otatt-oscillator (VCO), in which
the output RF frequency depends on the voltage applied to Wp@. The output of the
VCO is inductively coupled to the resonator through the diogploop. A small pickup
loop located on the opposite side of the resonator is thed tsenonitor the RF fields
excited in the birdcage coil. The direct coupling (mutualuntance) between the coupling
coils and pickup coils is very small. The RF coil behaves &kerced-damped oscillator,
and in general there is a phase shift between the drivingakapplied to the coupling coil
and that received by the pickup coil. When the drive freqyematches the resonance of
the RF coil this phase shift is 90The phase shift is measured using a Mini-Circuits SRA-
2CM phase sensitive detector (PSD). This device mixes twsikals producing an output
that is the product of the two inputs, and which can be dec@@gato a superposition of
signals at the sum and difference frequencies of the inplitee component oscillating
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at the sum of the two input frequencies is typically at a muigihér frequency than the
component oscillating at the difference frequency, andlmamemoved using a low pass
filter. For small phase angles the amplitude of the compaoaiethie difference frequency is
proportional to the phase difference. One of the PSD ingudsiived from the output of the
RF generator by way of directional coupler. The other inguhe signal from the pickup
loop, after being is amplified to the same level as the reteraignal. The low pass filter
then removes the component of the PSD output at the sum fmieguand the remaining
signal at the difference frequency is fed back to the VCO trgiuhe function generator
to complete the loop. The net result is that the RF outputuieeqy tracks the resonant
frequency of the birdcage coil. Perturbations to this fesgry, caused by the insertion of a
small conducting sphere are reflected in the VCO frequentgubLuThe VCO input signal,
which is proportional to the frequency shift, is measuredgian oscilloscope.

Small 4.07(5) mm diameter spheres of Teflon and steel werktageerturb the RF field
inside the birdcage coil. The experimental setup is degitctd-ig. 4.13. The beads were
attached to a fine nylon thread running through the resorfp#wallel to its axis) and over
a pulley to a counter weight, providing tension. A set of Werrcalipers with 0.01 mm
precision fixed to the lab bench were used to position the ladaap the length of the
resonator. The VCO input voltage was monitored using aaligiscilloscope set to scan
at 1 s/div providing 10 s of recording time. After the bead weserted and the PLL had
stabilized, the oscilloscope was stopped. The change tag®icaused by the insertion of
the bead was then measured using the cursors. Measurenartaade along the axis of
the coil as well as at radial displacements of 1.67(5) cm a@8(8) cm.

The resonant frequency of the birdcage coil drifted in tirha aate where some care
had to be taken to not compromise the perturbation measuteffilee uncertainty caused
by this effect was minimized by rapidly inserting the beatw ithe RF coil and measuring
the shift on a timescale of order 1 second. The Vernier caipere first adjusted to set the
bead position and then a bight of thread was withdrawn to ventiee bead from the coill,
as shown in Fig. 4.13. The bight was then released, alloviiagounter weight to pull the
bead back into position, at which point the oscilloscopedraas stopped and the change
in voltage was measured.

Figure 4.14 shows the measured frequency shift caused byéked sphere as a func-
tion of position. These data directly reflect the relative iR&gnetic field amplitude. The
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Figure 4.13: Experimental setup used in the cavity pertishaneasurement.

homogeneity of this field is very good over an axial distanicé am and out to a diameter
of 4.86 cm, a volume over which the measured frequency shifes by less than 10%.

The frequency response of a resonant circuit such as thedgjedcoil can be charac-
terized by a Quality factor. This dimensionless number iasneed by finding the ratio of
the resonant frequency and the full-width-at-half-maxm{FWHM) of the power spec-
trum. The loaded Quality factor of the birdcage coil, isethfrom conducting surfaces,
was measured to be 440.

4.7 B, Field Homogeneity

In order to obtain artifact-free MRI images, the static metgnfield B, must be as homo-
geneous as possible. This ensures that all of the spins sathple have the same Larmor
frequency. Imaging magnets typically employ a supercotidgsolenoid carrying a per-
sistent current to produce this field. Often, it is not ingiraally homogeneous at the level
required for MRI. In order to improve homogeneity the magnest be shimmed. That is,
small spatially-inhomogeneous magnetic fields are add&) ia order modify the overall
profile of the field. The term “shim” originates from the usesaofiall pieces of ferromag-
netic sheet metal placed in the field to improve the homodgnéelectromagnets. Modern
magnets are typically shimmed using specially-designédsets that produce linear and
non-linear magnetic field gradients that can be indepehdeantrolled by adjusting the
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Figure 4.14: Frequency shift of the birdcage coil as a fumctif position during a cavity
perturbation measurement performed using a conductingrephs described in Sec. 3.4.
The resonant frequency was 48.351 MHz. The different detaslect measurements per-
formed at various radial distances from the axis of the coil.

appropriate currents.

The imaging magnet used in this work is a 30-cm-bore Oxfostkrirments Horizontal
Superconducting Magnet System 80/300 operated at 1.5 TinTdging system consists of
a Tecmag Apollo console controlled by NTNMR version 2.4.2ftvgare. The X, y, and
z linear magnetic field gradients are driven using Techrodi78gradient amplifiers that
are controlled via NTNMR through an 18-bit DAC. The imaginggnet is equipped with
superconducting shims that were set and left in persistedenwhen the magnet was first
cooled. Inserted into the bore of the magnet is a set of roonpéeature (i.e. resistive)
shim coils that are driven by an array of constant currentcgsu The current delivered to
each coil is independently set by adjusting a 10 turn patergier.

The homogeneity of the magnetic field can be characterizeddasuring the FID from
a sample. This can be done either in the time domain or, bpprifig a Fourier transform
(FT), in the frequency domain. In the time domain, an improgat in shimming leads to a
larger initial signal amplitude and a slower decay of thealgver time. In the frequency
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domain, improvements are characterized by an increasesiarga under the curve and a
narrowing of the linewidth. In fact, the linewidth charatzes the distribution of Larmor
frequencies over the sample.

B
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Figure 4.15: Tube coil used to image the water phantom.

The initial round of magnetic field shimming was performedhgsan 88, mol/cn?
CuSQ-water solution as a sample or a “phantom.” The Cy8@s added to lower the
'H nuclear relaxation timé& to about 0.15 s. At this point, the AMR had already been
assembled and pressure tested in situ, prior to energihmgnagnet. Consequently the
acoustic flow tube obstructed the axis of the magnet. In ci@tace the water sample
near the center of the magnet a special tuned tube coil wits Bsi shown in Fig. 4.15,
this resonator fits around the acoustic flow tube. The cyilbatiformer for the tube coil
has a pair of holes perpendicular to its axis and has beemdali lengthwise so that it
can be assembled around the the acoustic flow tube. The selfl i made with copper
sheet wrapped around the former creating a single turn todud@he two ends of this
inductor are brought close together, with only a thin Tefloeet between them, forming a
capacitive junction. The area and spacing of these capatétes is then adjusted to set the
resonant frequency to 64 MHz (thel Larmor frequency in a 1.5 T field). At resonance,
this coil produces 8; field along its axis. Two 10 ml phantoms were placed in the tube
coil, one above and the other below the acoustic flow tubee@nplace, the resonator and
phantoms could be translated along and rotated about tkis nfethe magnet with ease.

The superconducting shims and, initially, the room temjpeeashims (see Table 4.1)
were adjusted through a trial and error process in which tBeffém the water phantom
was used as an indicator. NTNMR provides a numerical indrczdlled ‘Shim Units’ that
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Table 4.2: List of the shims used to improve the homogenéiti@overall magnetic field.
Function indicates the spatial dependence of the z-conmafi¢he small shim fields that
are superimposed dB,. The x- and y-components of these shim fields are assumedé¢o ha
negligible effect on the overall field, which is true as lorsyf is large. Gradient Order
is the largest exponent in the function describing the fighteraction Order indicates the
relative sequence in which the shims must be adjusted. WHegher interaction order
shim is adjusted, all of the shims of lower interaction onaerst subsequently be adjusted
in order to optimize field homogeneity.

Common Function Gradient Interaction
Shim Name Order Order
X x 1 0

Y y 1 0

Z z 1 0

z? 222 — (22 + %) 2 1

ZX zx 2 2

Y 2y 2 2

2XY xy 2 1
X2-y? 2?2 — g 2 1

z3 2[222 — 3(2% + y?)] 3 2

z* 822[2* — 3(2* + %)) + 3(2* + y*)* 4 2

is the sum of the magnitude points in the data. This is esdbnt numerical integral
of the acquired signal magnitude. A larger number indicétes the initial magnitude
of the FID is larger, or that the decay time is longer, or bath,of which indicate an
improvement in average field homogeneity regardless ofitieeshape. First the x, y, and z
shims were optimized. One of the second-order shims wasatieisted and the X, y, and
z shims were re-optimized in accordance with the interaabimler outlined in Table 4.2.
If an improvement was observed, this procedure was therategpdor each of the same
higher order shim until no further gains were made. This @doce was then repeated for
each of the higher-order shims until no further improvensagmed possible. After the
initial round of shimming with the water phantom at 64 MHZ thée signal was found
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at 48.6 MHz using the birdcage coil and additional shimmidgistments were made to
optimize the signal coming from the gas volume. At this poihe linewidth of the’He
signal in the frequency domain seemed limited to a real carapoFWHM of 30 Hz.

To make further improvements i, field homogeneity, the orthogonalization and op-
timization routine developed by Michal was employed [100he spatial dependence of
the magnetic field gradients used in shimming is based orrisphkarmonics. These shim
fields should ideally be orthogonal to one another with madimteraction. That is, the
total field in the vicinity of the sample is of the form

B = Bo+ ~2 aigi (4.12)

where the functiong; describe the spatial dependence of the shim fields. In peadtie
shim fields are not perfectly orthogonal. This situationxaaerbated by the magnetic
susceptibility of the sample which can alter the field pradii®oth B, and the shims them-
selves. The procedure presented by Michal produces a setygdasite shim fields that are
orthogonal. A composite shim is composed of a number of siwhwse control currents
are adjusted proportionately. The procedure implementddis work, which differs in
some respects to the original prescription, is presentkxhbe
The technique is based on numerically integrating

I= /S(w)wzdw (4.13)

whereS(w) is the line shape data from the Fourier transform of the Filthd maximum
is located af5(0), this integral gives the second moment of the spectriwaries paraboli-
cally with the strength of the applied shim field. As the catridowing through a shim coil
moves away from its optimum value, the width of the spectrnanaases. The weighting
factorw? in the integrand increases the magnitudé @dr a broader spectrum. The bottom
of the parabola formed by plottingas a function of shim current represents the optimum
shim value for any one shim control. In practice only threectfa yielding three measure-
ments of/ are required. One spectrum is acquired at an initial shimev&l producing
a second moment’. Two more spectra are acquired with the shim current ineckasd
decreased by a symmetric amodntlative tod, yielding second moments™ (for d + d)
and/~ (for d — dy). The new optimum shim setting is then
I- -1t
T A

(4.14)
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whereA is the quadratic coefficient given by

Tt 20f

A 4d?

(4.15)

The next shim field that is to be adjusted can be orthogorthigdative to the previous shim
using the Gram-Schmidt orthonormalization procedure J100his is done by applying
currents to two shim coils simultaneously with offsétsindd; and calculating the second
moment for the resulting spectra on the basis of Eq. (4.18te@he four second moment
integrals have been calculated, the interaction coeffic&the gradients is given by

It =1t~ —I1"t+1 "

(e}

(4.16)

where the plus and minus signs indicate the polarity of thieeot offsetsi; andd; applied
to shimsi and;. For example, the spectrum for thie™ term is acquired with both shims
set to the high current setting. The orthogonal composita ghthen given by

9 =9, —Cigi . (4.17)
This composite shim can then be optimized by acquiring speegith symmetric current
as described above for a single shim using Egs. (4.13), X4abdl (4.15). A third shim
can then be orthonormalized to the composite shim, the newposite shim that is created
can be optimized, and so on, until all of the available shimticds have been adjusted.
In principle, one complete cycle through all of the avaiéabhim controls should produce
an optimally-homogeneous field but in practice further ioy@ments can be achieved with
two or more passes. After applying several iterations of thethod the/He line width

in the acoustic flow tube was reduced from a FWHM of 30 Hz to &aBodz. A sample
spectrum is shown in Fig. 4.16.

4.8 Pulsed Magnetic Field Gradients

MRI pulse sequences require the application of linear miagheld gradient pulses in order
to measure the spatial distribution of nuclear spins in #me@e. The shape and timing of
magnetic field gradient pulses are set in NTNMR using a “shapke” and a parameter
defining the duration of the pulse The shape table consists of a listohumerical values
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Figure 4.16: TypicatHe FID lineshape at 48.6 MHz after performing the Michal stiimg
procedure. The line has a FWHM of 5.1 Hz.

that range from -100 to 100 and that are proportional to theglitmae of the gradient pulse.
The time between points i§/n. Another parameter called the "gradient amplitude", which
ranges between -100 and 100, is used to specify the totaltanhgbf the pulse.

An Oxford Instruments 265/235 Gradient Coil System wasrieskinto the bore of the
room temperature shim cylinder. The x, y, and z linear gradet of this insert were used
in thiswork. The inner diameter of thisinsert is 23.5 cm dralx, y, and z gradient coils are
nominally calibrated to produce 0.12174 G/cm/A, 0.1143&n@A, and 0.11511 G/cm/A
respectively. The location of the isocenter of the magrfetld gradients is also specified
relative to the ends of the former by the manufacturer. Thehiien 8607 Gradient Ampli-
fiers used to drive currents through the gradient coils easfe la current monitor output
with a calibration of 20 A/V. In the absence of induced eddyents, a measurement of the
current monitor output as a function of time could be usedalowtate gradient strengths.
In practice, this at best provides a rough estimate. An ateun situ measurement of the
magnetic field gradients produced at the location of the gagpte was performed using a
set of custom gradiometer coils. The MR imaging of a watenpdra of known geometry
was used to calibrate gradient field strengths.

As magnetic field gradients are switched on and off (pulsed)e@ magnet, it is possi-
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ble for eddy currents in conducting materials located nlearcbils to build up and decay.
These eddy currents alter the gradient fields to which thekaimexposed. Consequently,
the strength and time dependence of applied field gradiemisat always be directly in-
ferred from a measurement of applied currents. The conayetiructures that surround
the linear gradient coil set include the cylindrical metatdof the magnet itself, the room
temperature shim coil set, and a copper RF Faraday shidldth@uated on the inner sur-
face of the gradient coil insert. The room temperature gradshim set of the MRI magnet
includes x, y and z linear gradient coils that were not usad,v@hose current leads were
left unconnected. The strength of induced eddy currentsmtipon the time rate of change
of the magnetic fieldlB/dt. A magnetic field gradient pulse with a square envelope will
induce large eddy currents because of the lar§¢d¢ at the leading and trailing edges of
the pulse. From this perspective, it is desirable to apphgldow amplitude pulses. To
acquire images rapidly and to improve SNR by reducing esfestated tdl; dephasing, it
is necessary to shorten the duration of gradient pulsesdwiiiirn increases the amplitude
of induced eddy currents. A compromise between these twis guast be reached.

The shape of the gradient pulse that is used in a pulse segjdepends on its intended
function (see Sec. 2.1). The two field gradient shapes ermagloythe VPE-MRI sequence
that will be described in Sec. 5.1 are the trapezoid and tHeslmee. One method for re-
ducing eddy currents relative to those induced by squargepus to employ pulse shapes
that expose conducting surfaces to lower values®fdt. For example, frequency encod-
ing along the x-axis during data acquisition is often acclishpd using a trapezoidal field
gradient envelope. A linear ramp brings the amplitude ofgtaient up to the desired
value, at which point the current is held constant. Afterglgmal has been acquired from
the sample another linear ramp brings the amplitude of theedi@dient back to zero. Any
eddy currents that circulate during the acquisition pha#iealter the nuclear spin preces-
sion and create image artifacts. To reduce the influencedyf egrrents on precession, the
dB/dt of the ramp can be reduced simply by increasing the amouirneftaken to reach
the maximum. The role of read-rewind, phase-encoding, alatity-phase-encoding field
gradients is to induce a net phase shift in the precessidreaiuclear magnetization. There-
fore, it is the time integral of the pulse that is of intereAtvariety of shapes are used to
generate these types of pulses; in this work the half-siné fjeadient pulse shape was
used. This gradient pulse mimics the positive lobe of the fimction. AlthoughlB/d¢
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is large near the leading and trailing edges of the pulsejigkly decreases in magnitude
with time and is zero when the gradient is at its peak amdit(the peak rate of change is
significantly less than a square pulse of similar area analigur.

l S
S_,‘ | |
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v z
Figure 4.17: Longitudinal and transverse gradiometerscollhe shaded areas represent
the locations of the coils. The coils are connected in setwscounterwound so that the

voltage across either pair is the difference in induced EMie parametes is the distance
between the coils, which is used in Eq (4.18) to calculateythdient strength.

Two gradiometer coil sets were used to measure the magredtiggfiadients. One set
of coils was used to calibrate the z-gradient and the othevae used to calibrate the x-
and y-gradients. The physical arrangement of the coilsesdhgradiometers is shown in
Fig. 4.17. The longitudinal gradiometer consists of twaoniiteal coaxial coils. The coils
each haveV = 65 turns of wire, an areal = 4.52(5) cn?, and they are separated by
a distances = 3.54(5) cm. When the z-axis magnetic field gradient is pulsed the EMF
& = NAdB/dt induced in the two coils will be different, because of theasagon that
exists between them. If the coils are connected in seriesdauiterwound with respect to
one another then the voltage measured across the circliientihe differencé\& between
the two EMFs. From a measurement®f the field gradient amplitude can be calculated:
AE
NAs
The transverse gradiometer operates in a similar mansarvdt coils are mounted so that
they lie in the same plane. The center to center separatitwe dfvo coils iss = 5.52(5) cm
they are otherwise identical to the longitudinal gradicenebils.
These gradiometers were used to measure the time depengdiitide of the magnetic
field gradient pulses employed in the VPE-MRI sequence shiowig. 5.1. A special NT-

G:

dt . (4.18)
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NMR sequence was written to repeat a gradient pulse 128 tios#sg the same shape
table, timing, and field gradient amplitude as used in thegingasequence itself. Both
trapezoid and half-sine pulse shapes were characteriz¢ldeo field gradient. The trans-
verse gradiometer output was connected to a PAR 113 pre-aramplify the net EMF
across the coils. This pre-amp has a 10Q Mput impedance and provided a gain of 100.
The pre-amp output was monitored using a Tektronix TDS 70B®@igital oscilloscope.
After averaging, the oscilloscope was used to numericaliggrate the EMF and display
the result as a function of time. This integrated signal @pprtional to the field gradient
strength. The raw data were also transferred to a computerenthey were numerically
integrated and analyzed using the Origin 8 SRV v8.0951 suéwwackage.
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Figure 4.18: Ringing in the z field gradient, observed in oese to a 1 ms duration half
sine pulse.

First, the spatial linearity of the magnetic field gradiewtss studied. While one of
the gradients was pulsed repeatedly and the response watoradron the oscilloscope,
the gradiometer was translated through the imaging regéam the isocenter of the field
gradient coils. The x and y field gradient maps revealed tievia from linearity of less
than 1% within a 9 cm radius of the isocenter. As soon as thedbservations of the
z field gradient were made it was evident that a decayinglasoih occurred at the end
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of each pulse. This was surprising, because the x and y fialdignts did not exhibit
this behaviour. An example of these oscillations can be sedéfig. 4.18. The ringing
looks like an exponentially-decaying sinusoid with a fregey of 1.1085(3) kHz and a time
constant of 1.318(3) ms. The phase and amplitude of thengnearied as the gradiometer
was translated along the z-axis, but the phase remainedacrisr any z-position as the
gradiometer was moved in the x-y plane. The exact originisfringing is unknowrf.

One method for dealing with eddy currents is to modify thepghaf the current pulse
sent to the amplifiers so as to achieve the desired magndtcgiiadient pulse shape at
the sample location. The modification of the current pulsgshs known as preemphasis.
Typically the build up and decay of eddy currents are exptakim time, but multiple
time constants can be involved depending on the number gedoyeddy current sources.
NTNMR has a built in preemphasis function that can be usedddiiynthe field gradient
pulse shape tables before the waveform is sent to the amglifer a gradient pulse that is
described in time by (), the preemphasis function produces an output

Goult) = G(t) [Ag + Are™/™ + Age /™ 4 Aze™/™] . (4.19)

The NTNMR preemphasis function was applied to both the x afidlgt gradients. Be-
cause the acoustic flow tube obstructs the axis of the majaeatenter of the transverse
gradiometer was positioned 5 cm below and 4 cm to the sidadgat®) of the tube, and was
aligned with the center of the z field gradient. Preemphadjissaments were performed
while observing gradient pulses identical to those usedhénMPE-MRI pulse sequence
that will be described in Sec. 5.1. The rewind pulse for theekdfgradient, the phase en-
coding pulse along y, and each lobe of the VPE gradient alalbrave a half-sine shape
and a 1 ms duration. The field gradient pulse shape was olosasieg the numerically
integrated gradiometer signal produced by the oscilloscdphe dominant time constant
was estimated by finding the time interval required for thkedfthe signal to drop by a
factor ofe~! relative to its amplitude at the end of the applied pulse. dimplitude pa-
rameter associated with this time constant was then adjustdrial and error until the

4The origin of the ringing was unknown as of the date this thagis sent to the external examiner. Addi-
tional experiments were performed between the thesis sdioni and examination dates. These experiments
revealed that the observed ringing is related to acoustiam@ the acoustic flow tube and not due to eddy
currents. That work is described in an addendum to the tivegippendix D. The discussion of the ringing
in terms of the eddy current hypothesis is retained througthe thesis.
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Figure 4.19: Measured time integral of the gradiometerag@tduring a y magnetic field
gradient pulse (a) without preemphasis and (b) with preasigh The solid lines show the
ideal shape of the 1 ms half-sine pulse.

lineshape could no longer be improved. This process wasrdpaated for two more time
constants. An example illustrating the improvement madéeoy magnetic field gradient
is shown in Fig. 4.19. The field gradient pulse produced upmegmphasis compensation
is indiscernible from the ideal pulse shape represent bgahé line.

The z magnetic field gradient required special treatmenbtopensate for the oscilla-
tions that occur at the end of the half-sine pulse. A spetiaps table was created that
counteracts the ringing as well as the exponentially decpgddy currents. This shape ta-
ble was created using the Origin software package. Thegmimnal from the gradiometer
was transferred from the oscilloscope to a computer andltsted into Origin. The data
were then numerically integrated and scaled so that thermari amplitude had a value
of 100, corresponding to the maximum input value allowed s#hape table. The idealized
half-sine shape was then subtracted from the signal leavnegidual associated with eddy
currents. A function of the form

S(t) = Are V™ sinwt 4+ ¢ + Age” ™ (4.20)

was fit to the oscillating residual. The parametdrsand r; represent the initial ampli-
tude and time constant of the decaying oscillation with diestcyw and phase, and the
parametersd, and r, represent the initial amplitude and time constant of the idant
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exponentially-damped eddy current. The phase paramelsy.i(¢.20) was then shifted by
90 to create a decaying oscillation that leads the inducedlaison. This phase-shifted
function was then added to the idealized half-sine shape.tdbe magnetic field gradient
pulse that was produced using this new shape table was thesuneel using the gradiome-
ter and the process repeated. In Fig. 4.18 the amplitudeeofiniging component of the
signal is 15% of the maximum amplitude of the ideal half-giése and has a time con-
stant of 1.3 ms. The shape table used in the pulse sequence l@pdlar field gradient
pulse measured using the gradiometer are shown in Fig. ¥itQ.the compensated half-
sine shape table the maximum deviation after the end of thse@s measured using the
gradiometer is reduced to approximately 2% of the maximulsgpamplitude.
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(a) Compensated half-sine shape table (b) Compensated bipolar field gradient pulse

Figure 4.20: (a) Plot of the shape table used to null the migpgn the half-sine z field
gradient pulse. (b) The measured time integral of the gradter voltage during z magnetic
field gradient pulses.

4.9 Calibration of Magnetic Field Gradients

Quantitative analysis of VPE-MRI experiments requiresuaate calibration of the mag-
netic field gradients used in the pulse sequences. Althdugltdlibration of the ampli-
tude of the magnetic field gradients could be performed usiaggradiometer along with
Eq. (4.18), MRI gives a more direct measure of how the fieldligrats affect the images
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Figure 4.21: The inner dimensions of the water phantom usedlibrating the magnetic
field gradients.

that are acquired. This includes the scaling of the image elsas any image artifacts
due to inhomogeneities iB,. After the VPE-MRI experiments were completed the gas
mixture was removed from the acoustic flow tube and the AMR avsassembled to allow
unfettered access to the center of the MRI magnet.

The images used in the calibration of the magnetic field gradiwere acquired using
a phantom filled with an &mol/cm® Cu-SQ-water solution inside of a 5.0 cm diameter,
5.0 cm long tube resonator tuned to 63.57 MHz. The phantoeridimensions are shown
in Fig. 4.21. The imaging sequence was the same spin echersegas was used foe,
and will be described in Sec. 5.1. The read-rewind and pbaseding field gradient pulses
involved the same 1 ms half-sine shape. The other timinge wamied to produce an echo
time T, as shown in Fig. 5.1, of 52.4 ms. The mapping of k-space ist35856 points
with a SNR at the center of the echo with= 0 of approximately 2500. No slice selection
was used in acquiring the images which are therefore two mineal projections of the
water distribution in the phantom. The read gradient wadiegh@long the x-axis, which
is in the horizontal direction perpendicular to the borels# magnet. Two images were
acquired: one with the phase encoding gradient appliedydlmny-axis and the other with
the phase encoding in the z-direction, which is paralleh&oliore of the magnet. The FOV
in the read and phase encoding directions were calculateeblban the size of the water
phantom in the images. The magnetic field gradient strengéne then calculated using
Egs. (2.28) and (2.29).

The x-y projection image is shown in Fig. 4.22a. As can be Hieere are some imaging
artifacts in the phase encoding (vertical) direction. Tiséadtion is primarily a skew effect
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Figure 4.22: Projection image of the water phantom in thepkaye with 256x 256 points.
The dimensions of the phantom in the image are given in poitisch can be scaled to
find the image FOV from the physical dimensions of the phardpetified in Fig. 4.21.

where the top of the image is shifted to the left relative ihibttom, parallel to the x-axis.
This can be corrected by a shear mapping algorithm. The xjeg@ion image shown in
Fig. 4.22b reveals further evidence of the skew image attifathe x-y plane. This can
be seen as a shift of the smaller diameter top of the the phatddhe left relative to the
bottom. This is consistent with the shift seen in the x-y imabhese data reveal the nature
of residual inhomogeneities in th&, magnetic field.



Chapter 5

VPE-MRI of Acoustic Motion in a Gas

The motion of gas in the acoustic viscous boundary layer bas Btudied since the mid-
1860s [67, 25, 24]. The publication of Rott’s theory in 19&F]| explaining the rich
diversity of thermoacoustic phenomena, brought about argesce of research around
this topic. Lately there has been another push to develogiimganodalities capable of
capturing details of gas motion under conditions found erioacoustic devices. These
techniques, which were briefly noted in Ch. 1, include hatevenemometry [42], laser-
Doppler anemometry [43, 44], and particle-image velocigngt3].

MRI has been used previously to acquire 2D images of theyrpalarized*He mixed
with O, [51] in a rat lung. It has also been used in conjunction withérpolarizedHe
to produce velocity maps reflecting — amongst other thingse-steady flow of gas in a
tube and the inspiration of gas into the lungs of a human sulp}®]. In this chapter |
will describe time- and spatially-resolved measuremehtgas velocities in the viscous
boundary layer (AVBL) obtained using VPE-MRI on thermallgiarized*He mixed with
O,. The apparatus used to perform these experiments wasloedani Chs. 3 and 4.

The coordinate system used in this chapter follows the MRVention in which slice
selection is performed along the z-axis, phase encodingmgdhe y-axis, and frequency
encoding is along the x-axis. The acoustic flow tube in thegimg region is therefore
parallel to the z-axis in this scheme, and the velocity ofgas will be a function of x and
y. This contrasts with the convention used in thermoacoulk&ory (e.g. Sec. 2.2) which
has the acoustic wave propagating in the x-direction.

113
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5.1 Pulse Sequence

There are a seemingly limitless number of pulse sequeneskind/RI, each with its own
advantages and disadvantages. The VPE-MRI pulse sequeedénuthis work to produce
gas velocity maps is pictured in Fig. 5.1. Itis a variationha spin echo imaging sequence
outlined in Sec. 2.1.9. The application of a bipolar VPE pukhown as a dotted line in
the figure, introduces a velocity-dependent phase shiftérptecession of théHe nuclear
spin, as described in Sec. 2.1.10. The images produced$gedtfuence are 2D snapshots
of the gas velocity.
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Figure 5.1: VPE-MR imaging sequence used in this work. Theraal trigger is used for
synchronizing image acquisition with gas motion. The dédlagets the phase of the image
relative to the acoustic cycle of the gas. The echo time isales]z, and is twice the time
between the two RF pulses. The bipolar VPE field gradientepisisndicated by a dotted
line. The widthr of the pulse lobes and the timebetween the leading edges of the pulses,
along with the maximum amplitude of the field gradient, deiee the FOS given by Egs.
(2.33) and (2.34).

Note that slice selection is not used in this pulse sequeBliee selection would lead
to a reduction of signal amplitude both because it would Iver@xcitation of a smaller
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volume of spins and also because of irreversible lossesn{ation) associated with the
diffusion of 3He during application of the necessary (additional) fielddignts. Instead,
there is an effective slice selection imposed by the axitdrexof the RF fields produced
by the birdcage resonator (about 4 cm; see Fig. 4.14). Tharaknt of the acoustic flow
tube in the imaging region, with the geometric axis of the neigwas measured to be
within 1°. The motion of gas in this tube is symmetric about the cerftén@magnet and
has very little z-dependence, as confirmed by modeling. litttuis simply be assumed
that the velocity is uniform along the axial extent of eackeloBased on the Womerseley
number and Reynolds number calculated using the peak gasityedluring each cycle of
the oscillation (Table 4.1), the flow inside this tube shduddaminar [97]. Consequently,
there should be no coherent motion of the gas in the transygrand y) directions and a
measurement of the z-component of the velocity alone sheuffite.

The imaging sequence begins with a 1 ms 5-lobe truncatedzsiadRF pulse that
tips the spins into the transverse plane. Next, read-reaimdiphase-encoding magnetic
field gradient pulses are applied, along with the first lob¢hef bipolar velocity-phase-
encoding (VPE) field gradient pulse. These gradients arkegppimultaneously to avoid
unnecessary dephasing by intrindic The field gradient pulses have a half-sine shape
and a duratiom = 1 ms. The half-sine shape was chosen to limit the excitatioedaly
currents, as discussed previously in Sec. 4.8. The nedabeeof the bipolar VPE pulse is
applied after a time delagk, as measured from the rising edge of the first lobe of the VPE
pulse. Next, a 1 ms 5-lobe sincRF pulse prepares the spin echo by inverting the phase
of the nuclear magnetization. The read field gradient is therped up, again to limit the
excitation of eddy currents, and the spin echo is recordeidglthe constant plateau. The
relative strength of the read-rewind field gradient pulse thie read gradient are chosen so
as to form an echo at the same time as the spin echo caused bRR@ulse at timdz.
This sequence is repeated with different phase encodimhgradient strengths to produce
a two dimensional map of k-space. The advantage of usingéujgence over a gradient-
recalled echo sequence is that some residgdield inhomogeneities are refocused.

The full imaging sequence is performed twice. One image @giiaed precisely as
described above and, in this thesis, is referred to as the iWRBe. A second image is
taken with the bipolar pulses turned off. This provides asgh@&ference and is thus called
the reference image. The phase of the complex data from firenee image is subtracted
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from the phase of the corresponding data from the VPE imad® VElocity of the gas

is proportional to the resulting phase difference by a faotd~OSL27w, where the FOS is
found using Egs. (2.33) and (2.34). Recall that the image &iespeed (FOS) is determined
by the pulse time, the delay time), and the amplitude of the VPE pulse. The attenuation
of the signal caused by diffusion during the bipolar fielddieat pulse is described by Eq.
(2.36).

The initiation of the pulse sequence is synchronized withrttotion of the gas in the
acoustic flow tube using the external trigger input of the Wpoonsole. The synchroniza-
tion signal is generated by a photodiode emitter-receiagrtpat is periodically interrupted
by a small piece of copper foil attached to the piston rod.sHignal alternates between
0 V and 5 V with a period equal to that of the piston. The risidge of the photodiode
signal triggers a Stanford Research Systems model DS34&darand arbitrary waveform
generator that is programmed to output a 1 ms TTL pulse. Thefean generator out-
put is fed to the Apollo console external trigger input whiglis used to launch the pulse
sequence. It was found that the waveform generator wastegignore predictably by the
photodiode signal than was the spectrometer. After thersypmization pulse is received
there is a delay; before the initialr/2 RF pulse is generated. This sets the phase of the
acoustic cycle of the gas at which the image is taken. A dekyalso added to the end of
the entire sequence so that it would be repeated every semmudtic cycle. The relative
phase between the gas motion and the photodiode signal departhe frequency of the
AMR drive, as discussed in Sec. 4.5.

5.2 Uncertainty in the Measured Velocity

The heterodyne detection scheme used in this experimenidegcomplex data having
real and imaginary components. To compare velocity imagestieory, it is necessary to
estimate the uncertainty in the data. The velocity in eagblmf the image is calculated
from the phase difference between the VPE image and theerefeimage, multiplied by a
factor of FOS27. The uncertainty in the velocity will therefore depend oe tincertainty
in the phase of the images.
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The phase at each point in the image is

¢ = tan™" ( ;) (5.1)

wherel,. andl;,, are the real and imaginary pixel intensities, respectivebgsuming white
noise, the uncertainty in the data is characterized by #edsird deviation of fluctuations
in the realo(1,.) and imaginary (1;,,) channels acquired when no signal is present. An
examination of the noise in each channel of the spectrometat in this work reveals that
they are independent and well-balanced (i.e. exhibit theesaoise level). The noise can
therefore be characterized by a single standard deviati®y) = o(l,.) = o(I;,). By a
propagation of errors calculation the uncertainty in thagehcalculated using Eq. (5.1) is

[102]

_o(l)
o(¢) = 1]

where|I| is the magnitude of the signal. The uncertainty in the messuelocity will then
be

(5.2)

FOS

o(ur) = o 0 (¢rer)? + o (Pvpe)? (5.3)

whereo (¢rer) @ando (¢vee) represent standard deviations in the phase noise of theneke
and VPE images, respectively. The magnitude of the signdienvPE images is much
smaller than that of the reference images because of thalsitienuation caused Byde
diffusion during the bipolar field gradient pulse, but thengtard deviation of the amplitude
noise in both images is equal. Consequently, the noise iphlase signal will be higher
in the VPE images than in the reference images. The stan@aidtin of the amplitude
noisec(1y) was calculated for each image using data that comes fromwiay &om the
3He signal (i.e. outside of the acoustic flow tube). These mreasents confirmed that
o(I,.) = o(1;y,). Typical velocity uncertainties range from 2 to 5 cm/s wipiéak measured
velocities are as high as 30 cm/s.

5.3 Preliminary Velocity Maps

The goal of this study was to measure the velocity of gas inAWBL as a function of
transverse position and time (i.e; (z, y,t)). The time dependence here is sinusoidal and
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can be separated from the spatial dependence such that
Uy (.T, Y, t) = ul(x7 y>€iwAt+¢0 (54)

wherew, is the angular frequency of the oscillatory motion afidis the initial phase.
The spatial dependence of the gas velocity in a cylindrieahgetry depends on the radial
distance from the tube axis= /22 + y2, and is given by Egs. (2.70), (2.71), and (2.72).
This function is complex, and involves a phase shift of themation near the cylinder wall
relative to that along the axis. It is the real component of (&34) that is reflected in the
measured velocity maps. Each map represents a snapshet@t@ses (t) = wat + ¢o in

the acoustic cycle. Here, the phasgsds measured relative to the photodiode trigger used to
synchronize the pulse sequence with the AMR drive. The tiepeddence of the velocity
can therefore be studied by acquiring images at differelatydgmes spanning one period
of the acoustic cycle.

5.3.1 Data Acquisition

The first complete set of velocity phase encoded (VPE) imagas taken over a 7 day
period during which data were acquired on 5 out of the 7 datgstiBg each day, the AMR
was set in motion at a frequency bB1 Hz (period of763 ms). The photodiode trigger and
the piston U-tube mercury displacement signals were madton an oscilloscope. The
drive frequency tended to vary slowly with time. Any changéhis frequency would cause
changes in the trigger period, the mercury displacementiardp, and the relative phase
between the two traces. Small manual adjustments were noatte tfrequency control
to maintain the drive at.31 Hz. Before launching the imaging sequence, the birdcage
coil was tuned and the RF pulse was calibrated by adjusting the power level untilla n
signal was observed in the FID. The¢2 RF pulse amplitude was then set by looking for
the maximum FID signal. The first image that was acquired emghhad the velocity-
phase-encoding pulses turned off so as to produce a reéemerage. This was followed
by a succession of velocity-phase-encoded images takeb @mis4delay increments. The
reference image and the VPE images were Fourier transfoameéthe phase of the signal
in each pixel was calculated. The phase of the referenceeamag subtracted, pixel-by-
pixel, from each of the VPE images. The resulting datasete wailtiplied by the VPE
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scaling factor FOR to produce velocity maps. The uncertainty in the velocigoasated
with each pixel was calculated using Eq. (5.3). This proeess repeated each day until
velocity maps spanning the acoustic cycle had been acquired

Table 5.1: VPE-MRI pulse sequence parameters and the daigsdimn order for the pre-
liminary data setN, is the number of phase encoding points,the number of read points,
andN4 the number of averages. The delgyis the time between the AMR trigger and the
7/2 pulse.

(a) Imaging parameters (b) Acquisition order
parameter  value Day Ty(ms)
Tg 10.0 ms 1t | 317,357,397, 437, 477
T 6.1 ms 2nd 517,557, 597
T 1.0 ms 3 637,677,717, 277
A 3.0ms 4h 237
G, max | 0.419 G/cm 7 197,157,117, 77, 37
N, 32

G, 0.10 G/cm
Gype max| 1.67 G/cm

N, 128
Tr 1.527s
Na 64

Af +2500 Hz

The measured image delay times and the order in which daaeguired, along with
the imaging parameters used for this set of experimentswmenarized in Table 5.1. The
resulting pixel dimensions are 0.121(3) cm, along the feagy-encoding direction (x), by
0.58(2) cm, along the phase encoding-direction (y). The R@S 96(3) cm/s mapping
phase shiftsf, 7] to [-48,48] cm/s. The uncertainties in pixel dimensions dme FOS
are based on the calibration of the field gradients as destiip Sec. 4.9. The image
acquisition time was 52 minutes.

Sample images reflecting the magnitude (as opposed to tise pblxreference and VPE
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Figure 5.2: Sample images reflecting the magnitude of thectid*He precession signal
for reference and VPE datasets. The FOV has been reduceaWtalstails near the acoustic
flow tube. The magnitude of the VPE field gradient pulse wag G&m.

datasets are shown in Fig. 5.2. The average SNR of this referienage is 21 and that of
the VPE image is 11. The decrease in the VPE image SNR retatie reference image
is a consequence 8He diffusion while the (bipolar) VPE field gradient is applj@vhich
results in an irreversible loss of coherent spin precession

5.3.2 Analysis

The measured velocity maps were compared to the theorptiediction for al.30(5) cm
diameter cylindrical tube with an acoustic frequencyldfl Hz and a volume flow rate
U, = 26.5 cm®/s. The viscous penetration depth was calculated ), e 0.15(2) cm for
the mixture ofl.5 atm3He and1.5 atm O, that was used in the experiments. The mixture
composition was determined from a measurement of e nuclear relaxation timé;
performed on the first day of the data run.

The theoretical velocity profile; (r) is given by Egs. (2.70), (2.71), and (2.72). A pro-
gram (Gnuplot v. 4.4) using an implementation of the noedinleast-squares Marquardt-
Levenberg curve fitting algorithm was used to fit the theoatixpression for the velocity
profile as a function of time; () exp(i(wat + ¢o)) to the data. The Bessel functiofsz)
andJ;(z) in Egs. (2.71) and (2.72) have complex arguments but thé-inuBessel func-
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tions used in the fitting program could only handle real argots. Instead, user-defined
functions were employed based on the Taylor series expassidhe complex Bessel func-
tions aroundr = 0 given by [103]

. 10 _1\m - (5,, 2m

T () = ((ml,))z ((l 12W ) (5.5)
m=0 ’
10 m . 2m+1
Jﬁt(’l“) _ <_1) ((7’ — 1)T/5V) ] (56)
! = ml(m+ 1)! 2
The complete fitting function used the following equations:
, fit
) = e 67)
it 2J1(R)
! = TR - DRJ, 59
) _ hfit ]

ul'(r,¢) = R <11_7’}L(nr) (u1) €Z¢) (5.9)

whereR is the radius of the cylinder ang@,) = U; /A is the spatial average of the velocity
amplitude, which is equal to the volume flow rate divided lg/¢kilinder aread. The phase
of the acoustic cycle is

¢ = wat + ¢ (5.10)

wherew, = 27 f, is the angular frequency of the acoustic oscillation apds the initial
phase. The fitting function Eqg. (5.9) as well as the real paEam (5.4), as calculated
using GNU Octave %.2.3, are plotted in Fig. 5.3 fop = 0 andR/§, = 0.65/0.15 =
4.3. Also plotted is the residual, which is calculated by takihg difference between the
two functions. The largest deviations are of order one paitOf of the peak velocity.
The smallest relative uncertainties in the velocity measuents are typically around 10%;
therefore the truncated series given above are more thénieaf for the fitting process.
The computation times for these fits are only a few secondkese fs little advantage to
using fewer terms.

The pixel dimensions for the velocity maps a@ré2 cm along the x-direction and
0.58 cm along the y-direction. The radius of the acoustic flow tih& = 0.65 cm. A
sketch showing an overlay of the data grid on the sample sl Fig. 5.4. The align-
ment of the grid with the sample is such that one line of dadagthe x-axis lies within
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Figure 5.3: A plot ofu;(r/R)/ (u;) versus the non-dimensional raditsSR using the ap-
proximation given by Eq. (5.9) (solid line) and a calculaterformed using Octave (+).
Also plotted is the difference between these functior} (with the scale for the latter
shown on the right vertical axis.

one millimeter of the axis of the tube. The adjacent linesatégass close to the tube wall.
They contain weaker signals leading to larger uncertamtieelocities. The initial attempt
at fitting Eq. (5.9) to the data was done using only the celfitralof data along the x-axis
to take advantage of the stronger signal. A mean velocitylitude (u;) = 20.0 cm/s was
used in the fit. This value was taken from the mercury dispfesd measurement at the
acoustic frequency, = 1.31(1) Hz. The viscous penetration depth = 0.15 cm was
calculated for the gas mixture of 1.5 afide and 1.5 atm @ This left ¢ as the only free
parameter determined in the fit.

Figure 5.5 shows the phase extracted from fits of Eq. (5.9)eaalata as a function of
the delay timel’, divided by the acoustic peridfl;. The velocity maps were acquired in
40 ms delay increments starting frdfj) = 37 ms and ending at 717 ms. From Eq. (5.10)
the phase of each velocity map is expected t@lBE;) = 27 f4T}, + ¢, Which is shown
as a solid line in the figure. The initial phasgis therefore the phase of the gas velocity
at the time of the trigger signdl, = 0. At f4 = 1.31(1) Hz, the DELTAEC model of the
AMR predicts the gas volume flow rate phase to-be5(2) rad.



CHAPTER 5.

VPE-MRI OF ACOUSTIC MOTION IN A GAS

-

<
0.12 cm

123

Figure 5.4: Arrangement of pixels relative to th80 cm diameter acoustic flow tube for
images acquired during the preliminary study. The pixekteenare marked by a dot and
the dashed lines mark their boundaries. The lines of pixethe y-direction are slightly

offset from the axis of the cylinder.
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Figure 5.5: Phase extracted from fits of Eq. (5.9) to the velocity maps as a fiamcof
delay time7}, divided by the acoustic peridfly. The solid line has a slope @fr and the
y-intercept is taken from the phase of the velocity relatvéhe AMR drive trigger signal
as measured during an independent measurement of the AMRefney response. The
data acquisition order is shown in Table 5.1b.

The data shown in Fig. 5.5 shows two distinct data groupihgsgarallel the expected
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linear relationship (note that they are grouped by day ofieitipn, as indicated by sym-
bol type). The data acquired during the first four days shawvetkpected trend in phase,
although their absolute values are offset by a substamtabf. There is then a jump in
phase of approximately 0.8 radians between the fourth ddytrenseventh day of the ac-
quisition period. This reflects some kind of uncontrolledtsynatic change in experimental
parameters.

As mentioned in Sec. 5.3.1, the frequency of the acoustidiatsans tended to slowly
drift away from thel.31 Hz nominal target over the course of an acquisition. To na&nt
the acoustic frequency at a constant value, manual casrectvere made to the drive fre-
guency control. The period of the photodiode trigger sigmal the amplitude and phase
of the piston U-tube mercury displacement transducer awteue monitored on an oscil-
loscope as indicators of the drive frequency. With theseuabrorrections, the maximum
deviation in mercury displacement amplitude and drive dssgpy were estimated to be
10% and 1%, respectively. The phase of the gas displaceméme iacoustic flow tube is
shown in Fig. 4.11, as a function of drive frequency. At 1.3/, the rate at which the gas
displacement phase (in the acoustic flow tube) changesveelat the drive frequency is
A¢/Af = —10rad Hz'!. The phase of the gas velocity should exhibit the same frezyue
dependence. A variation in drive frequency by 0.01 Hz thsslte in a 0.1 rad shift in the
gas velocity phase.

One important parameter that was not monitored during thersday data acquisition
period was the internal pressure of the AMR. Over this timeopke gas diffusing through
the walls of the apparatus would cause a decrease in presadheday. Based on the
effective leak rate measurement presented in Sec. 4.1¢3syre in the system could have
dropped by up to 2% over the seven day span. Also, changes antbient temperature of
the apparatus would be accompanied by adiabatic pressamgeb. On hot sunny days, the
room temperature increases throughout the morning, pgakitihe early afternoon before
cooling again in the evening. Temperature changes of up tt\dv€ been observed under
these conditions. On cooler days, the ambient temperagumeich more stable at 20(1) C.
To improve the repeatability of the conditions under whiels ghotion occurs from day to
day, the amount of gas in the AMR must be adjusted to mainkersystem at constant
internal pressure.

The preliminary round of experiments also showed that theatuof the birdcage coil
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tended to drift, and that these drifts are strongly coreelatith temperature. As the tuning
of the RF coil shifts away from the Larmor precession fregqueits coupling to the external
circuitry degrades and some of the incident RF power is refteback to the transmitter.
This situation results in the production of a weakgifield and hence an imperfectpulse.
This in turn is manifested by the appearance of an additieiiakignal at the beginning of
the data acquisition period. Note that detuning of the ragmralso degrades the amplitude
of the detected NMR signal, as viewed by the spectrometer.

The sensitivity of the resonant frequency of the birdcagehinges in temperature was
measured to be of order 37 kHz/K (or 770 ppm/K). A likely exgdton for this sensitivity
is related to the fact that the tuning capacitors betweeetigering and the axial rungs are
sandwiched between two pieces of PVC that are compressesddsiea of nylon bolts. The
thermal expansion coefficient for PVC is typically greateart that of nylon, and thus the
tendency is for the capacitor plates to be squeezed clogethier (raising the resonant fre-
guency) as the temperature increases. Given the nomiokhiss of the dielectric (70m)
and the distance over which unconstrained differentiatre@tion can occur (3 mm), a dif-
ferential thermal contraction of orddrx 105 K—! is sufficient to produce the observed
effect. This value is consistent with typical thermal exgan coefficients for the two ma-
terials [104].

Irrespective of the mechanism underlying this temperaarssitivity, the magnitude of
the effect highlights a serious deficiency in the design efd@kperimental apparatus. The
loaded Quality factor of the critically coupled coil is ofdar 440, and so a temperature
change of order 1 C is sulfficient to shift the resonance by asuatrcomparable to its half-
width-at-half-maximum (HWHM). It is likely that temperatichanges of this magnitude
were incurred during the acquisition of data. Acquisititimst showed a large FID signal
prior to the echo were aborted and the coil was retuned. Tiftarsthe resonant frequency
observed prior to retuning was typically of order the HWHM.dddition to its influence
on the quality of tipping pulses and the amplitude of the ctet signal, changes in the
tuning of the coil influence the phase of the NMR signal reedrdy the spectrometer.
Temperature changes that occur between the acquisitiefeence and VPE images (or
during the acquisition of any one image) thus introduceesystic errors into the inferred
velocity field. No alterations were made to the birdcage betmthe first- and second-round
of experiments; the temperature of the room was simply mosit and experiments were
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performed during time periods when it was stable.

5.3.3 Summary

The preliminary measurements indicated that VPE-MRI camdeel to image the gas veloc-
ity in the AVBL as a function of space and time. Reducing tlee sif the pixel dimension
along the y-direction is necessary to enable the mappingeofelocity in two dimensions.
The jump in the phase of the measured velocity relative tdrigger pulse observed be-
tween the last two days of data acquisition was most likelytdua combination of factors.
The pressure in the AMR most certainly decreased significamer that time span as gas
diffused through the surfaces of the apparatus. This factonbined with a change in am-
bient temperature, could have shifted the velocity amgétand phase of the gas in the
acoustic flow tube at the operating frequency of 1.31 Hz byughdo explain the discon-
tinuity shown in Fig. 5.5. The pressure in the AMR must be stdjd each day to ensure
that the drive frequency and the gas velocity amplitude dra$e is consistent. Care must
also be take to ensure that the tuning of the birdcage cothldes Shifts in the resonant
frequency during or between acquisitions will introducstsynatic errors to the velocity
measurements.

5.4 Improved Measurement

The experiments described above are promising. They sutigesa reasonable measure-
ment of gas velocities in the AVBL ought to be possible. Witk experience gained from
this initial exercise in hand, | introduced some improvetada the experimental method.
The timing, field gradient pulse strengths and averagingrees of the pulse sequence
were altered to decrease pixel dimension along the y-axidewnaintaining or improving
the SNR in the velocity maps. A routine to maintain the presso the AMR was intro-
duced. Finally, the tuning of the birdcage coil was monitongore carefully to minimize
systematic effects introduced by changes in its resonaquéncy.
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5.4.1 Data Acquisition

The pulse sequence parameters used in this measuremeni as W®se of the prelimi-
nary experiment are summarized in Table 5.2. The changéd®mtetd-gradient strength,
acquisition bandwidth, and phase-encoding gradient pesdted in pixels of dimensions
0.18(2) cmx 0.39(3) cm in the x- and y-directions, respectively. The ke of the
VPE gradient pulse was decreased to give a FOS of 144(3) crayping phase shifts
[—m, 7] to [-72,72] cm/s. In an effort to improve the SNR, the number of averagesvas
doubled while the number of phase encoding poiMfswvas cut in half. The total image
acquisition time for the revised sequence was 78 min. Thegas imaging region was re-
moved and théHe was extracted. The system was then recharged with a miafur.7(1)
atm3He and 1.3(1) atm § determined from the total gas pressure and a measurement of
Ty, = 1.8(1) s. The viscous penetration depth under these conditionlsatan acoustic
frequency of 1.31 Hz, is calculated to fe= 0.17(1) cm.

Table 5.2: Comparison of the VPE-MRI parameters used inweeaxperiments. The
information from Table 5.1a is duplicated here in the pretany dataset column.

parameter preliminary| improved
dataset dataset
Ty 10.0 ms 16.6 ms
T 6.1 ms 8.3 ms
T 1.0 ms 1.0 ms
A 3.0ms 3.0ms
Gp max | 0.419 G/cm| 1.26 G/cm
N, 32 16
G, 0.10 G/cm | 0.067 G/cm
Gvype max| 1.67 G/cm | 1.12 G/cm
N, 128 32
Tr 1.527 s 2.290s
Ny 64 128
Af +2500Hz | +625Hz
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Each day the total mean pressure of the gas in the system waghtrto 2,277 Torr.
This was done to ensure that the response of the AMR ta.t#HieHz drive was consistent
from day-to-day. The birdcage coil was then tuned to the loairequency and monitored
until the resonance was stable for at least an hour.7Tfxe/2) pulses were then calibrated
by adjusting the RF power until the first zero (maximum) in @B amplitude was found.
Eleven velocity maps were acquired at ten evenly spacedeplaghe acoustic cycle with
increments in the delay time setafl, = 76.3 ms. A reference image was acquired prior
to each VPE image. The increased image acquisition time dsas/i¢he extra reference
image acquisitions meant that only one or two velocity mapsevproduced per day. The
data acquisition period lasted for two weeks.

Before the time-series data were Fourier transformed, timeber of points along the
frequency encoding dimension was truncated to 32. Thisssudsed further in the fol-
lowing section. Sample reference and VPE images reflectiagrtagnitude of the signal
are shown in Fig. 5.6. The average SNR in these reference Baohvagnitude images are
21 and 18, respectively. The bipolar field gradient used @MRE pulse is 2/3 the ampli-
tude of that used in the preliminary work. The loss of sigriedrgyth in the VPE image
compared to the reference image is therefore less suladtdren in the previous round of
measurements. The average SNR of the velocity calculaiad &s). (5.3) is comparable
for the two sets of imaging parameters.

5.4.2 Truncation and Asymmetric Sampling of k-space

The field gradient strengths and pulse sequence timingllistdable 5.2 were intended
to decrease the y-dimension of each pixel. The peak of theegho produced by this
sequence occurs 7.2 ms into the 102.4 ms read data acquisitie. This asymmetric

acquisition window is arranged to minimize signal lossassed by’ dephasing and ad-
ditional losses associated with the diffusion®éfe during the frequency-encoding field
gradient. Figure 5.7a shows the magnitude of the signaligematjduring frequency encod-
ing but without the phase encoding pulse. The “calculate® indicates the magnitude of
the signal that is expected for the inverse Fourier transfoira 1.3-cm-diameter cylinder
and a read gradient amplitude of 0.067 G/cm. Also shown anglut are curves repre-
senting the contributions to signal amplitude decay thhofig losses andHe diffusion
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Figure 5.6: Sample images reflecting the magnitude of thectid*He precession sig-
nal for reference and VPE datasets. The magnitude of the \@E dradient pulse was
1.12 G/cm.

during the frequency-encoding gradient. Diffusion during read magnetic field gradient
dominates the signal losses. The time at which the echo epp&s chosen so that full-
width of the central maximum of the signal is recorded aloritdp wart of its first side lobe
in the %, direction. Delaying the echo any further in time would régukignificant diffu-
sion related signal losses. Approximately 25 ms after tlggriméeng of signal acquisition,
the signal amplitude is completely buried in noise and c¢butes little information. The
dataset was therefore truncated from 128 points to 32 palatgy the read direction before
the Fourier transform was performed. The measured andlatgdumagnitude of the time-
series signal are shown in Fig. 5.7b. The correspondenesbatthe two is reassuring. No
adjustable parameter other than a scaling factor for thditude is involved. This speaks
to the accuracy of the field gradient calibrations.

The map of k-space that is acquired using this pulse sequsrtaiscrete, finite and
asymmetric. This will result in image artifacts. To devesmme intuition as to the types of
artifacts that might be expected, the 32 by 16 point k-spagepimg was simulated using
the Fourier transform of the cylinder function (see Eq. (AM®App. A). The discrete
Fourier transform was then used to calculate the ideal imageavould expect in Cartesian
space. The resulting k-space map and corresponding Gartgsace magnitude image are
shown in Fig. 5.8. This model does not incorporate attennati the signal due ta@,*
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Figure 5.7: Magnitude of a signal acquired during the readignt without phase encoding.
Panel (a) shows magnitude data along with the time-depeedetpected from the Fourier
transform of the cylinder function in the absence of decacesses (Eq. (A.9)). It also
shows the signal attenuation one would expect to obserkie décay was dominated By*
(Eq. (2.11)) or diffusion during the read gradient (Eq. 8))3 The vertical line marks the
point at which the data were truncated. Panel (b) shows tihe sgho data after truncation
to 32 points.

dephasing or diffusion ofHe in the read gradient. The simulation of the truncatiorhef t
k-space map predicts two signal peaks in the image magréiodg the x-axis. This Gibbs
ringing artifact is clearly visible in the sample referemegge and to a lesser extent in the
VPE image shown in Fig. 5.6. The simulation also predictabteming, with signal being
observed in pixels located just outside the acoustic flowe tdthe strength of the signal in
these pixels is of order 20% that of the maximum signal stfeimgthe image.

5.4.3 Evaluation

An evaluation of the velocity maps acquired using the imptbprocedure was performed
in a manner analogous to that used during the preliminarjkwdie time series data
were Fourier transformed, the reference image phase wasstdal from the VPE image
phase and the result was scaled by the P@SEquation (5.9) was then fit to the line of
velocity measurements passing closest to the center outhee with the phase as the
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Figure 5.8: (a) Simulation of a two dimensional MRI k-spacapnfior a 1.3-cm-diameter
cylindrical sample using the imaging parameters summaraelable 5.2. (b) Fourier
transform of the simulated dataset.

only free parameter. A mean velocity amplitude) = 20.0 cm/s and viscous penetration
depthd, = 0.17 cm were used in the fit. The results are shown in Fig. 5.9 aloitiy av
line indicating the expected trend. The y-intercept of thie is set to—1.5 rad based a
measurement of the phase of the mean gas velocity relatitreetphotodiode trigger, as
outlined in Sec. 4.5. The velocity maps were acquired inwooflercreasingl’,. The maps
represented by points @} /74 = 0 and 1 are separated in phase2ayand therefore image
the velocity at the same phase in the acoustic cycle. Thesgaswere acquired on the first
and last days, respectively, of the two week data colleatiterval. The difference in the
extracted phase between these images is 0.11(6) rad. ggsests that the reproducibility
of the experiment has been improved relative to the prelnyinound of measurements.

5.4.4 Summary

A set of eleven velocity maps were acquired at ten equalesg phases of the acoustic cy-
cle. The initial evaluation, performed by fitting Eq. (5.8)the velocity maps to determine
¢, shows the expected sinusoidal dependence of gas velacttyealelay time’, between
the photodiode trigger pulse and the launch of the imagingeece. The image pixel di-
mensions are 0.18(2) cm 0.39(3) cm which provides sufficient resolution to produge t
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Figure 5.9: The phasg extracted from fits of Eq. (5.9) to the velocity maps as a finmct
of delay timeT;, normalized to the acoustic peridd,. The solid line has a slope Qfr
and the y-intercept is taken from the phase of the veloclgtike to the AMR drive trigger
signal as measured during an independent measurementAiMRdrequency response.

dimensional maps of the flow field. The average uncertaintiignvelocity measurements
remains unchanged from the preliminary work. The repebtyabi the flow conditions in
the acoustic flow tube were improved by maintaining the AMRa@tstant pressure. The
temperature dependence of the birdcage coil resonantdneguemains as a significant
factor limiting reproducibility. A quantitative analysid the data from the second round of
image acquisition is presented in Ch. 6.



Chapter 6
Results and Discussion

This chapter presents a more detailed analysis of the datatfre second round of VPE-
MRI experiments outlined in the previous chapter. It ameunta study of the velocity
profile for a gas undergoing acoustic oscillations in a dyical tube. The conditions for
this experiment were such that much of the gas was in thewssisoundary layer. Velocity
maps were acquired at 10 evenly-spaced phases of the acoyslit and are compared
to the theoretical velocity profile expected for a cylindtitube, as summarized in Ch. 2
(Sec. 2.2.4). The experimental results and method are thrapared with AVBL velocity
measurements as performed by Huedsal. using Hot Wire Anemometry (HWA) [42],
and by Castrejon-Pitat al. using Laser Doppler Velocimetry (LDA) and Particle Image
Velocimetry (PIV) [43].

6.1 Velocity Maps

Velocity maps were produced using the spin-echo pulse seguautlined in Sec. 5.1 and
the procedure described in Sec. 5.4.1. The acousto-meethaesonator was adjusted to
drive spatially-averaged peak displacement oscillatadrs4 cm in the acoustic flow tube

at a frequency of.31(1) Hz (acoustic period’y = 763(6) ms). The peak volume flow rate
was thusl/; = 26.5(7) cm?/s. The phase of the acoustic motion relative to the photodi-
ode trigger pulse was 1.50(8) rad, as determined from the acousto-mechanical resonator
characterization described in Sec. 4.5. The gas mixturecaaposed of .7 atm3He and

1.3 atm O, and so at this frequency the viscous penetration dépts 0.17(1) cm, as

133
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calculated from kinetic theory (see Sec. 4.4). This cowadp to 26% of the acoustic flow
tube radiusk = 0.65(1) cm. Alternatively,R/5, = 3.8 (cf. Fig. 2.14). The delay time
T;, = T, + Type between the photodiode trigger pulse and the midpoint obipelar VPE
gradient pulse was sequentially incremented’ly10 = 76.3 ms to acquire images at 10
equally-spaced phases of the acoustic cycle. These wetnajps have a nominal resolution
of 0.179 cmx 0.385 cm in the x- and y-directions, respectively as set bp&ee sampling.

In addition to this, the characteristic distance féte diffusion in any one direction
over the time interval between the initia)/2 pulse and the peak of the echo (i€g) is
dte = /2DTx = 0.09 cm, where the diffusion coefficied? = 0.25 cn?/s was calculated
from kinetic theory [72]. Close to the wall the effective walof é1¢ is reduced because
random motion of the gas is somewhat restricted. The trass\wiffusion of*He during
the VPE measurement tends to smear out the radial velo@fitgorThe spatial resolution
imposed by this effect is of ord&dtg = 0.18 cm (or 28% of the tube radius) which is
the same as the nominal image resolution along the x-diregtr frequency encoding
direction).

Figure 6.1 shows the alignment of the pixel grid relativelte acoustic flow tube. The
center of the tube was located from the image data by mancetiiering a 0.65 cm radius
circle on the magnitude images. The estimated uncertamtize location of the image
center is 0.02 cm in the x-direction and 0.03 cm in the y-dioec Velocity data associated
with pixels centered at a radial distance greater than 0.5vene cut from the dataset.
Although somewhat arbitrary, this mask effectively eliates data located within a distance
20rr ~ 0, of the walls. Velocity data from outside of this cutoff (builldocated within
the acoustic flow tube) showed significant scatter. To aidsoalization, the datasets for
each two-dimentional velocity map have been divided integ¢horizontal lines. The line
that passes through the center of the acoustic flow tube éfiéaly,. The lines displaced
upwards and downwards by one pixel (0.39 cm in the y-dire¢téoe labelled,, andy_,
respectively.

In some sense, the velocity associated with each pixelsepts an average over a finite
area. Differences between the pixel averaged velocity a«sd genter velocity are expected
in regions where the curvature in the velocity profile is éaay near walls where the pixel
area extends outside the acoustic flow tube. To examine tiemtesf these deviations,
ui(x,y) (i.e. Eq. (5.9)) was numerically averaged over the area cfi @axel as shown in
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Figure 6.1: Location of pixel grid relative to the acoustmfltube. The outer circle repre-
sents the 0.65 cm radius tube. The inner circle represents @®radius mask outside of
which data were ignored during the analysis. The velocitp ohata are grouped into three
lines along the x-axis. These are labelled 1, andy_, as shown.

Fig. 6.1. For pixels included in the analysis (lying withiretinner gray circle of Fig. 6.1),
deviations between the pixel averaged velocity and the peter velocity were less than
5%. This is comparable to the uncertainty in measured vésaialculated using Eq. (5.3)
and much smaller than the observed scatter in the data. Ithuasdecided to ignore this
difference and simply use the pixel center velocity calmdausing Eq. (5.9). A more
robust treatment of the problem might involve fitting datatte model in k-space before
performing the inverse Fourier transform to obtain an image

The 10 velocity maps are shown in Fig. 6.2. The lines of dataesponding tay.,
andy_ have been displayed as being offset from thedata by 25 cm/s up and down,
respectively. The maps are labelled by the delay tithédetween the photodiode trigger
pulse and the midpoint of the bipolar VPE pulse. The appraxiom to the velocity profile
Eqg. (5.9) was fit to the entire set of velocity maps simultarstp with (u;), J, and ¢
as free parameters. Since the VPE-MRI sequence measuragettage z-velocity of the
3He over the duration of the bipolar velocity phase encodiraglignt (A + 7), the phase
¢ for each velocity map is given by = waT}, + ¢o. The results from the fit aréu,) =
19.9(5) cm/s,d, = 0.22(2) cm, andgy = —1.50(2). The best fit curves for the velocity
profile approximation Eqg. (5.9) are also plotted in Fig. @2the three lines of data. There
is a respectable correspondence between the data and thetgaeamplitude and phase
of the velocity, as functions of both position and time. Mostably, the phase of the gas
velocity near the wall leads that of the gas near the centfredtfube. This is most evident
along they, (central) line of data in panels (a), (f), and (k), of Fig. 6vBere the sense
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of the velocity near the walls is opposite that near the ceoitehe acoustic flow tube.
This striking observation is clear evidence of the fact thatgas motion is indeed strongly
influenced by the presence of the walls, as one would expect.

Table 6.1: Comparison of the free parameters extracted finenfit of Eq. (5.9) to the ve-
locity maps shown in Fig. 6.2 with values determined indejeerly from the AMR char-
acterization measurements outlined in Ch. 4.

fitting characterization  fitting
parameter, measurement result
(uy) 20.2(5) cm/s | 19.9(5) cm/s
oo -1.50(8) -1.50(2)
0y 0.17(2) 0.22(2)

Table 6.1 summarizes the parameters determined from thelfth@se determined from
independent characterization measurements describell id.CThe mean velocity ampli-
tude and phase measurements are in very good agreementn@itimother (less than one
standard deviation). However, there is some disagreenatwelen the viscous penetration
depth extracted from the VPE-MRI data and the value caledlatised on measured gas
composition and calculated viscosity. Here the discrepamore than two standard de-
viations. There are at least two factors that might conteha this discrepancy. First, the
calculation used to determing from kinetic theory was based on a model for a binary
mixture of gases. The calculation of the viscosity by thighod should be considered to
be an approximation [72]. If the mass diffusion coefficienknown for the mixture then
a calculation of the viscosity based @h, is preferred. No such correction was applied
to obtain the calculated values and therefore the calailateous penetration depth
reported to this point should be taken as an approximatiomofe concrete value for the
viscosity of the*He-O, mixture would certainly benefit the interpretation of theadaA
second factor that might influence the value of the viscongation depth extracted from
the VPE-MRI data is spatial resolution. That is, the combie#fect of finite pixel size,
transverse gas diffusion during echo formatidi), and the lack of data near the walls
(because of the mask) might tend to smear the data out alotending to increase the
apparent value of,. Again, this would have to be studied properly before draiany
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strong conclusions. This issue is revisited in the follayection.

The individual velocity maps are snapshots of the two diroerad velocity profile at
an instant in time with overall time resolution of ordgs/2 = 8.3 ms or 1% of an acoustic
cycle. To evaluate the use of this VPE-MRI method in the cdrgéyet more complicated
flow patterns it is worthwhile comparing individual maps hvfiredicted velocity profiles
one-by-one. In examining the various velocity maps showfign 6.2, panels (d), (e), (h),
(1), and (k) stand out as showing good agreement with theqestivelocity profile. Most of
the data on these maps lie within one standard deviatioreajltfbal best-fit curve with the
exception of one or two notable outliers. The poorest agegeis evident in Fig. 6.2, pan-
els (c) and (j) where most of the data deviates significamtignfthe prediction by as much
as 10 cm/s ofuy) /2. During acquisition of these particular velocity maps isweted that
the tuning of the birdcage coil was drifting excessively.isTproblem is reflected in the
time series data through the appearance of a small FID atahi@ibg of the acquisition
phase but prior to the anticipated echo (i.e. during frequemcoding). This is a symp-
tom of a poor RFr pulse resulting from a change in coil tuning as discusseedn 5.3.2.
The data in panels (a), (b), (f), and (g) of Fig. 6.2 show gagré@ement with the predicted
velocity profile across the diameter of the tube (i.e. aldmgline labelledy, in Fig. 6.1)
but exhibit some significant deviations along the ligesandy_. In situations where ve-
locity measurements are in good agreement with the theatgtiediction, the uncertainty
in individual velocity measurements range from 2 to 5 cm#s e standard deviation be-
tween measured and nominal predicted velocities is 5.8.chtie uncertainty in position
associated with identification of the center of the tube 82Gm in the x-direction and
0.03 in the y-direction. More significant is the uncertaimtygpatial resolution imposed by
transverse diffusion of gas during the VPE-MRI echo formaprocess; i.e., a length scale
of orderétg = 0.09 cm. Velocity measurements performed withid mm of the tube wall
showed significant scatter and were thus not included in6=R). The average uncertainty
in individual velocity measurements for this excluded siliff the data is 9 cm/s. The
most significant issue with the quality and repeatabilityhef velocity maps is related to
the stability of the birdcage coil tuning. Because of thegenature dependence of the coll
resonant frequency discussed in Sec. 5.3.2, the tippint gamgduced by RF pulses can
change significantly in response to a temperature changesofLjC. This will influence
signal strength and the phase of the nuclear precessioal sigan by the spectrometer.
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Figure 6.2: Velocity maps for a gas oscillating in a cylimatitube of radiug? = 0.65 cm.
The curves represent Eq. 5.9 with the best fit parameters givEable 6.1. The central set
of data in each plot corresponds to the central line of pigktsvn in Fig. 6.1 and labelled
yo- The other two sets of data correspond to the lines of pixelandy_; velocities for
these datasets have been offsetd®p cm/s, respectively. Note the tim§ = Ty + Tipe.
This figure is continued on the following page.
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6.2 Magnitude and Phase of the Velocity in Each Pixel

Each velocity map shows the velocity of the gas as a functfoposition at a timeT,
relative to the synchronization pulse. An alternative ®dtobal fit of Eq. (5.9) to the data
as presented above is to plot the gas velocity in each pixalfasction of time. These
velocities will be functions of the form

uy(rp, Ty) = uy coslwaTy, + @] (6.1)

wherew; and ¢ are parameters representing the local amplitude and phidse central
line of velocity data (acquired from the pixels labellgdin Fig. 6.1) are plotted in this
format in Fig. 6.3. Also shown are fits of Eq. (6.1) to the daithw;, and ¢ as free
parameters. This figure reveals that the measured veloogty shdeed exhibit the expected
sinusoidal time dependence, and that the peak amplitudeatsss toward the tube wall as
the phase advances. This is consistent with observatiods imahe context of Fig. 6.2
(i.e. the velocity maps) where it was seen that the velodityhe gas near the wall leads
that of the gas near the center, and that the velocity andglitiecreases to zero at the wall.
The scatter in the velocity data relative to the nominal mted distribution increases with
distance from the center of the tube. There are two notallemin each panel of Fig. 6.3.
These occur af, = 157.0 ms and691.3 ms, corresponding to the velocity maps shown in
panels (c) and (j). As noted previously, the data associatddthese two velocity maps
are suspect.

Figure 6.4 shows the normalized velocity amplitude and @heastracted from fits of
Eqg. (6.1) to the data as a function of pixel positios \/x2 + y2 normalized to tube radius
R. The velocity amplitude:; is normalized by dividing by the mean velocity amplitude
(u1) extracted from the global fit (i.e. Table 6.1). The phase i®wmiin terms of the
shift relative to the average phase of the data from the twelpiclosest to the center of
the tube. Presented in this form, the data are useful for eomgp velocity profiles for
tubes of different diameters and for different peak velesibut similar ratios of?/J,.
As before, the spatial resolution associated with eachnalaguimited by diffusion in the
transverse direction, and is of ordée = 0.09 cm. Normalized to the tube radius, this
uncertainty becomes 0.14. Also shown in Fig. 6.4 are the nahfii.e. theoretical) velocity
distributions given by Eq. (2.70) for two different viscopsnetrations depths. The curves
for 9, = 0.17 cm correspond to the result expected when this parametalaslated from
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Figure 6.3: Velocity measured at each pixel location altregine labelled), in Fig. 6.1 as
a function of delay timd’;. The labels for: essentially indicate the distance from the tube

center for this particular line of data. The curves repregen (6.1) withu; and¢ being
adjusted for each panel to give the best fit.
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kinetic theory based on a mixture of 1.7 atie and 1.3 atm @being driven atl.31 Hz.
The curves fory, = 0.22 cm were obtained by fitting the normalized velocity data to
Eqg. (2.70). The same result is obtained as was found whenbaldit of Eq. (5.9) to the
velocity map was performed, as described in Sec. 6.1. Cangpdre nominal (i.e. best fit
theoretical) velocity distributions with the data it seettnat the fit of Eq. (5.9) is strongly
influenced by data near the center of the image. There is itdeydifference between the
two curves in the vicinity of the cluster of points in the rarig6 < /R < 0.7. The dataset
includes two points at/R = 0.4 that show better agreement with the velocity amplitude
expected fob, = 0.17. Atthe same time there is stark disagreement between this and
the velocity amplitude data for the two pointsrdtR = 0.14. This discrepancy is resolved
by allowingd, to increase to 0.22 cm. Notably, all four of the central vi#élomeasurements
are in general associated with well-behaved data sets {ge6.8 panels (b), (c), (d), and
(e)). Inthislight, there is little evidence to suggest tia¢ pair or the other ought somehow
to be discounted. As was pointed out previously, calcutedi, from kinetic theory as it
was performed is an approximation. A proper determinatfidh@viscosity of theéHe-0O,
mixture from empirical data would enable a more criticatidistion between these curves
to be made. At the same time there are clearly a number of iexpetal issues (such as
temperature stability of the birdcage) that have yet to belued.

Finally, some useful assessments of the VPE-MRI measuret@emique can be in-
ferred from Figs. 6.3 and 6.4. The uncertainties;jnincrease with radius, but reveal an
instrumental pixel-by-pixel velocity amplitude resotuti of order 12% near the center of
the tube (increasing to 22% over the rarigé < /R < 0.7 ). These figures are compara-
ble to the scatter between individual measurements andotiménial velocity distribution if
one accepts the best fit viscous penetration dépth 0.22 cm. Similarly one can evaluate
the distrubution of measured acoustic phases relativeeta¢iminal acoustic phase (the
abscissae in Fig. 6.3). This reveals a pixel-by-pixel plaselution of order 0.12 rad near
the center of the tube (increasing to 0.16 radfér< /R < 0.7)

6.3 Comparison of AVBL Measurements

The study of gas oscillations in the AVBL is of importance teaaiety of nonlinear ther-
moacoustic and acoustic phenomena, such as streamindy adare important technologi-
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Figure 6.4: (left) Normalized velocity amplitude as a fuantof the normalized radial po-
sition. (right) Phase offset as a function of normalizedabplosition. The velocity ampli-
tude and phase at each pixel location was found by fitting &4) ¢o the data as illustrated
in Fig. 6.3. The curves represent the normalized velocitplaode and phase given by
Eq. (5.9) for two values of the viscous penetration deppth The valuej, = 0.17 cm is
calculated from kinetic theory. The valdg = 0.22 cm is obtained through fitting Eq. (5.9)
to the data shown in the amplitude plot (left). The same vawdtained when a global fit
to all of the velocity data is performed as described in Seic. 6

cal implications related to the performance of heat engiheat pumps, refrigerators, and
other devices. Below, | assess the results of my VPE-MRIstigation of flow in the
AVBL with similar measurements performed using Hot-Wireelmometry, Laser-Doppler
Anemometry and Particle Image Velocimetry.

6.3.1 HWA, LDA, PIV Measurements of Gas Velocity in the AVBL

Huelszet al. studied the velocity amplitude and phase of air in the atoustcous bound-
ary layer (AVBL) using hot-wire-anemometry (HWA) [42]. In\WMA, gas velocities are in-
ferred from the convective heat transferred away from adueaire maintained at constant
temperature as gas flows past. Huasal. employed a quarter-wavelength standing wave
acoustic resonator with a rectangular internal crosseseof 9.8 cmx 5.4 cm. Resonators
with three different internal lengths were studied, cquasling to operating frequencies of
35(1) Hz, 46(1) Hz, and 130(1) Hz. The viscous penetratigilds), at these frequencies
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were 0.38 mm, 0.33 mm, and 0.20 mm, respectively. Acoustitlasons were driven by
a loudspeaker and the other end of the resonator was closethigsive cap. The pressure
amplitudep, at the location of the end cap was measured using a microphiympecally
in HWA, a steady flow is superimposed on the oscillatory motmprevent the heated gas
from periodicaly returning to the heated wire. The HWA praised by Huelset al. was
specially calibrated for use with oscillatory flow withowtperimposed steady flow [41].
To find the theoretical gas velocity as a function of distainoe a wall, their resonator
was treated as a pair of parallel plates in the widely-spdiceitt That is, the distance
between platesis much larger than, . If the distance from the wall is normalized to the
viscous penetration depth (i.e. = y*/d,), time is normalized to the angular period of
the oscillation (i.e.t = t*w) and velocity is normalized to its value far from the wale(i.
u = u*/us) then the non-dimensional velocity is given by [24]

u = {1 — exp[—(1 +7)y]}e" (6.2)

where the superscriptindicates dimensional quantities.

Figure 6.5 shows the normalized velocity amplitugend phase: as a function of non-
dimensional distance from the wall as measured by HWA at 18B6yHuelszet al., along
with the theoretical prediction given by Eq. 6.2. The meadwelocity amplitude exhibits
the expected trend, increasing from zero at the wall andhiegca plateau foy > 6.
However, the data do not reveal the small peak in amplitugeeed neayy = 2. The
measured velocity phase shows good agreemeni for(0.5. Discrepancies between the
measured velocity amplitude and the prediction of Eq. (8.8jtributed to interaction of the
flow around the HWA probe and the wall. The authors hypotleekilzat the technique used
in this measurement could be used to calibrate HWA probegdemear walls. Their data
seem to reveal that at some level, HWA is intrinsically aragive measurement technique.

Castrejon-Pitaet al. repeated the study reported by Huedsal. using laser-Doppler-
anemometry (LDA) and particle-image-velocimetry (PIVB[4 A resonator, with an in-
ternal rectangular cross-section of 9.8 enb.4 cm and lengths df.6 m and1.2 m (cor-
responding to 114.5(5) Hz and 68.5(5) Hz), was employed. agparatus was built us-
ing Plexiglas to enable optical access. The resonator wed filith air at atmospheric
pressure and an ambient temperature of 23 C, resulting cowsspenetration depths of
0, = 0.27 mm and0.21 mm, for 68.5 Hz and 114.5 Hz, respectively. The pressure am-
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plitude and phase, measured with a microphone, were usextdonine the mean velocity
and phase of the oscillating gas at the center of the resgressuming adiabatic condi-
tions. The mean velocity and phase were then used to noenthle LDA and PIV gas
velocity amplitude and phase measurements.
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Figure 6.5: Non-dimensional velocity amplitudge = |u|/|u.| and phase as a function of
non-dimensional distance from the walk= y*/4,, as measured using HWA. The acoustic
frequency is 130 Hz and, = 0.20 mm. (adapted from Huelsz al. [42])

LDA relies on crossed laser beams to create an interfereatterp at the velocity mea-
surement location. The fluid is seeded with small partidash as smoke or fine mist, that
are suspended and entrained in the flow. As the seed pagpgdeghrough the crossed laser
beams, the scattered light intensity (detected using aophdtiplier tube) is modulated by
the interference pattern. The frequency of the modulatsonsied to infer seed particle
velocities. Scanning the point at which the laser beamssatt through the region of in-
terest produces a velocity map. The LDA system employed tsgr€jan-Pitaet al. had a
measurement volume of dimensions 0.64 mM.075 mmx 0.075 mm and a positioning
precision of 1um. The fluid was seeded with smoke particles with sizes ofrdkden.

Figure 6.6 shows the normalized gas velocity amplitude dmak@ as a function of
nondimensional distance from the wall as measured by LDA &sti@jon-Pitat al., along
with the theoretical prediction given by Eq. (6.2) [43]. TlHiBA measurement of the veloc-
ity amplitude and phase reveal much better agreement witf6E2) than do the HWA data
of Huelszet al.. This in turn indicates that the discrepancies observedusidzet al. were
related to the technique and not a failure of the theory. TBA kelocity measurements
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were made at distances as close as 0.01 mm away from the videegall, with only a
slight increase in the noise. This was made possible thraligiving the interrogation
volume formed by the crossed laser beams to partially ehéstransparent Plexiglas wall.
The slight peak in velocity amplitude near= 2 was successfully resolved at both drive
frequencies. Fay > 1 the measured amplitudes are within 1% of the theoreticaligtien.

1.2 — T T T T 1
T T T T T T T
w%%&quro
1.0 - 26 i~ SO S V- S gl 8 5
Py & q)ﬁ%“ x z g EoE S0
£ o
0.8 / - :
b ol
/ &
® ?f
064 |/ i
< | 3 8 / 4
3 s =
4 a
0.4 4 ‘;b O f*=68.5 Hz . ¥ O  f*=68.5 Hz
2’; A f=114.5 Hz - * = 114.5 Hz
0244 T nl4 7
0.0 — — e — i ) ! .

Figure 6.6: LDA velocity measurements of a gas in the AVBUda(ated from Castrejon-Pita
etal.[43])

PIV also uses laser light scattered from seed particlesieetl in fluid flow to measure
gas velocity. A sheet of laser light illuminates a thin skide¢he fluid. Seed particles in the
slice scatter this light, which is then captured as a times@f images using a camera. The
data in each image are windowed into small interrogatiororey The displacement of par-
ticles between successive images is then used to inferityeldde displacement is found
by cross-correllating each window of one image with theegponding window of the sub-
sequent image. That s, the pixel intensity data in the twages are multiplied together as
the firstimage is shifted relative to the second. A peak irctiveelation function or “image
product” occurs when the image displacement matches the peeticle displacement. By
performing cross-correlations in the x- and y-directioagywo dimensional map of fluid
velocity is obtained. In the setup employed by Castrejda-tial, the sheet of laser light
had a thickness of 1 mm. The windowing procedure resulted int@rrogation volume of
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0.124 mmx 0.031 mmx 1 mm.

Figure 6.7 shows the normalized gas velocity amplitug@nd phaser as a function
of nondimensional distance from the wall as measured usivigoi? Castrejon-Piteet al.
along with the theoretical prediction given by Eq. (6.2)][43gain, the PIV data reveal
good agreement with theory. Fgr> 1 the measured velocity amplitudes are within 3%
of the prediction. However, the technique is limited to meamy the velocity at distances
greater than 0.04 mm from the wall, which in this case cowadp t00.156,.
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Figure 6.7: PIV velocity measurements of a gas in the AVBL.

6.4 Summary

Four experimental methods for measuring oscillating gdscitées in the acoustic vis-
cous boundary layer have been summarized in this chaptguleinentation of the first
method, Velocity-Phase-Encoded MRI, was the primary fadithis thesis. Although the
intended demonstration was quite successful, it shouldd&sonably obvious that the state-
of-the-art for the other three experimental methods — HoeWhemometry, Laser Doppler
Anemometry, and Particle Image Velocimetry — is much mofimed. In some sense the
AVBL velocity profile data acquired with the prototype VPERWIsystem is comparable to
the HWA data of Huelsz et al. [42]; the velocity amplitudeakesion of both techniques
is of order 10 to 30%, and their spatial resolutions are odytaf orderj, /2 or better.
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It is even reasonably clear that the HWA technique is ingsivhich is not the case for
VPE-MRI. On the other hand, the VPE-MRI technique, as it waglemented here, very
obviously suffers from the influence of some uncontrolledtegnatic issues that lead to
intermittent erratic responses. In this sense, the rdilialbind reproducibility of data from
the VPE-MRI probe are not yet in the same league as HWA. M@&ealis not yet un-
derstood why data from the prototype VPE-MRI system exbibkcessively large scatter
close to the wall, and whether or not this represents a fuedéahlimitation of the probe.
Neither HWA nor VPE-MRI (as it was implemented) yield AVBL tdeof the same quality
as PIV or LDA. The latter in particular sets the current benatk against which it seems
appropriate to compare other techniques.



Chapter 7
Conclusion

The primary objective set out at the beginning of this thes&ls to investigate the feasibil-
ity of using Velocity-Phase-Encoded MRI to probe osciligtgas motion in the Acoustic
Viscous Boundary Layer. That objective has been met. An AmMechanical Resonator
was designed, constructed, and characterized, and wasiskdrto drive large amplitude,
low frequency, oscillatory gas motion in a long, narrow,imgttical tube. The diameter
(2R = 1.3 cm) of this Acoustic Flow Tube was chosen so as to ensure tlaag@ fraction
of the oscillating gas would be in the AVBL. The tube was filled3 atm with a’He-0,
mixture, and was driven by the AMR at a frequency of 1.3 Hz. éiitlese conditions, and
at room temperature, the nominal viscous penetration dggibr this binary gas mixture
was calculated (from kinetic theory) to be 0.17 cm, hencedtie R/, = 3.8. The role of
the3He in the experiment is to act as an NMR-detectable gas. Thefdhe G, which is
strongly paramagnetic, is to induce longitudinal nuclesin selaxation of théHe at a rate
comparable to the acoustic frequency. This permits ragidlagization of the nuclear spin
system in the background magnetic field, and enables oneroliaa new image acquisition
sequence for approximately every other acoustic cycle.

VPE-MRI experiments were successfully performed on théyapelarized*He gas in
a static magnetic field of 1.5 Tesla using a 48 MHz birdcagerra®r designed to fit around
the acoustic flow tube. Velocity sensitization along thesafithe tube was accomplished
using a bipolar pair of half-sine field gradient pulses syanlzed with the mechanical
phase of the AMR drive. Pairs of images were then collectedt io which the VPE
gradients were activated and the other in which they weneetlioff, acting as a phase
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reference. Phase differences between these images weutatadl pixel by pixel, and then
mapped onto an absolute velocity scale. Each image invdl@gazhase-encoding steps and
individual VPE echo data were sampled 32 times at 1250 Hmately producing a 32 by
16 grid of discrete pixels with dimensions 0.179 cm by 0.386 &ach VPE sample was
sampled and averaged 128 times, resulting in an image dibgpitme of 78 minutes. Of
the 512 pixels associated with each image, 14 were assoaidtie pixels that overlapped
the acoustic flow tube.

Images of absolutéHe gas velocities were obtained, and reasonable agreenitnt w
theoretical expectations was observed. Some parametmis,as the spatial average of
the velocity and its phase relative to the mechanical drieesvcaptured by the VPE data
with high accuracy (a few percent, or a few degrees). Otlsersh as the apparent vis-
cous penetration depth deviated significantly (more thanstandard deviations) from the
value nominally expected from kinetic theory (albeit an etation based on an approxi-
mation that may not be justified). Many velocity measuremassociated with individual
pixels showed quite reasonable correspondence with expmts; the standard deviation
between measurement and theory increased as a functiodio$raarying from approx-
imately 15% near the center of the tube to about 25% for 0.6R<<r0.7. At the same
time, other velocity measurements exhibited unusuallydateviations from theory (sev-
eral standard deviations). It is suspected that theseeositire produced in response to
uncontrolled changes in experimental parameters. A knavpric in this respect is the
tuning of the birdcage resonator used to apply RF tippinggsjlwhich is excessively sen-
sitive to changes in temperature. The formation of spin eshwhich is central to the
formation of VPE MR images, is almost certainly influencedewlthe resonator is detuned
from the nuclear Larmor precession frequency. In somerests, such as for pixels located
within approximatelys, of the walls, the scatter in measured velocities was ineaply
high. The mechanism responsible for these fluctuations waglantified, and ultimately
data from pixels located close to the walls were excludechfanalysis.

To some extent, the pixel size for the VPE-MRI experimentscdbed in this thesis
can be decreased, through appropriate k-space samplipgrtloular, the only real penalty
for increasing the pixel density along the phase encodiigy(#xe y-axis in Fig.6.1) is the
total image acquisition time. However, there are additiomzinsic limitations to spatial
resolution; in particular, diffusion during the encodingdareadout procedure can result
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in the exchange of atoms between different velocity classadicularly at distances of
orderd, from walls where gradients in velocity are large. For the MRRI experiments
described in Chapter 6 the characteristic length scaleiffustbn during echo formation
(i.e. Tr = 16.6 ms) was 0.09 cm, or approximatély 2 at the operating frequency of the
AMR. Some improvement in resolution could be obtained tgroeducingdl 'z (by perhaps
a factor of 2 or 3); otherwise, one would have to incregggor example, through lowering
the AMR drive frequency).

When compared to other experimental methods that have Iseeito study oscillatory
gas flow in the AVBL — Hot Wire Anemometry, Laser Doppler Anemetry, and Particle
Image Velocimetry — it is clear that VPE-MRI, as implemenitethis thesis, is in need of
further development. In some respects the sensitivity &WRI appears similar to that of
HWA, but uncontrolled systematic factors such as the tuofrige birdcage resonator make
it challenging to undertake a proper comparison at the maonié®e other two experimental
techniques, and in particular LDA, seem to outperform VPRINMind HWA insofar as
AVBL applications are concerned.

There is no obvious reason why the stability and reprodlitsiloif the VPE-MRI probe
couldn’t be improved quite substantially. The first step ldarbviously be to redesign the
birdcage resonator with an eye to both temperature and meethatability. The stabil-
ity of the mechanical resonator could also be improved, ggestihrough the use of feed-
back. Improved AMR frequency stability would help to enscoasistent phasing between
imaging sequences and the acoustic motion. Another motidficghat would be simple
to implement would be to replace the elbows located on egltkr of both U-tubes with
larger-radius bends. There is some evidence that this wedlace damping of the AMR,
but it would also reduce the likelihood of distorting theaty field in the acoustic flow
tube. Yet another modification one might consider would benjorove the homogeneity
of the static magnetic field, over the resonator volume. This would certainly help to
improve resolution through narrowing of thide linewidth, but would likely imply using a
more modern superconducting imaging magnet.

Finally, a decision was made early on in this project to workhwhermally polar-
ized3He gas. This choice shaped several aspects of the existpggimental design, but
one could imagine modifications to permit the introductiémyperpolarized gases or the
use of gases with many spin-bearing nuclei [105]. In botlesdke motivation would be
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to improve SNR, and thereby enhance image quality and/ardse image acquisition
times. While the goal of improving SNR has obvious merity¢haould be some significant
challenges associated with these alternatives. For examp difficult to replenish high
levels of nuclear polarization from an external source authimposing a steady flow of
gas, which then limits the types of problems that can be studsimilarly, molecules like
propane or Sgthat each have many NMR detectable nuclei tend to exhibitnshorter
longitudinal nuclear relaxation times in the gas phase thén If the goal is to maintain
nuclear spin coherence over one acoustic period, highguérgcies are necessary, implying
a thinner AVBL, and placing greater demands on spatial ttiswi.

Eventually, one could start to think about applications héPE-MRI might reveal in-
formation that is not accessible via HWA, LDA, and PIV. Foaaxyle, apart from material
constraints (the need to exclude conducting and magnetieriais), VPE-MRI may well
be the least invasive of the four velocity probes. Thus, oighttonsider trying to apply
VPE-MRI to the study of acoustic flow in complex geometriekisTmight include studies
of oscillating flow through orifices and/or tortuous chamsnaround objects, or at interfaces
between different structures, such as between a heat+#yehand a thermoacoustic stack
or regenerator. These are all situations that are encathiertechnological applications
of acoustics; in some cases they are difficult to model withgatational fluid dynamics
techniques and in most cases the geometry presents clesl@argptical access. Here itis
worth noting that a variety of MR imaging techniques haveadty been used to examine
the steady flow of gas through tubes (e.g. Poiseuille flow opane [48]), through orifices
(e.g. laminar flow of hyperpolarized®Xe [16]), around obstructions (e.g. laminar flow
of hyperpolarized?’Xe [49] and turbulent flow of thermally polarized §R.8]), and in
human lungs (inspiration of hyperpolarizéde [14, 15]). The modular design of the AMR
is intended to permit replacement of the existing acousta tube with more complex
structures, in effect becoming an acoustic wind tunnel.

A comparison of these other MR-based probes of gas veloditythhe work described
in this thesis and other experimental methods reveals aartaqt distinction. In principle,
MR-based probes provide access to gas composition, whila,H\A, and PIV do not.
This feature has not yet been exploited as a probe of acaigti@mics, but it was used
in this thesis as am-situ monitor of gas composition. That is, a situation was costtiv
in which the®He longitudinal nuclear relaxation raf¢ ' was dominated by interactions
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with paramagnetic @molecules; since this interaction is well characterizeg] ], mea-
surements of ;! and total gas pressure were sufficient to determine the otmatien of
both constituents. One could imagine trying to exploit #aasitivity as a probe of acoustic
mixture separation [71, 106]. A more esoteric version o$ gxperiment might involve
trying to investigate the phenomenon of spin-sorting [10¥yvhich forces associated with
magnetic field gradients can be used to enhance nucleaiizadian above thermal equi-
librium levels. More generally, NMR is an excellent nonaswe probe of diffusion. One
could imagine integrating and correlating time-resolvétusion-sensitized maps of gas
diffusion in acoustic flow-fields with corresponding veliyesensitized maps. Thus, exper-
iments in well-defined geometries (analogous to those te@drere) would be expected
to reveal two characteristic length scalés &nddp) instead of one. Note that — as part
of the investigation that led to this thesis — an attempt wasarto directly measure the
3He diffusion coefficient ifHe-O, mixtures. This measurement was ultimately thwarted
by systematic effects related to the temperature sergiti¥ithe birdcage resonator, but in
principle it could provide valuable information. Finaliyjs noteworthy that pulsed-field-
gradient MRI sequences can be sensitized to gas motion inedyaf different ways. The
method employed here — VPE MRI — sensitized the nuclear nsspim gas velocity. Mod-
ifications of this sequence enables one to sensitize imaggas displacement, velocity,
acceleration, or even higher moments of the gas displademen

An interesting observation hints at a peculiarity of the VIMRI experiment as it was
implemented. As noted in Chapter 4, an unusual level of niggvas observed in the ax-
ial (z-directed) pulsed magnetic field gradients. Thisatffeshich was attributed to some
unfortunate resonant excitation of eddy currents, was bséved when transverse gradi-
ents were applied. It required special attention to thegaesf pulse shapes for gradients
applied in the axial direction, but was ultimately broughtiar control. The acoustic flow
tube was recently removed from the bore of the imaging magné&icilitate a check of
gradient strength calibrations. Quite unexpectedly, nging was observed in any of the
pulsed field gradients. This change in behaviour was inyatgd after the thesis was com-
pleted but before the exmination date. A summary of thisystagpresented in App. D.
It was discovered that mechanical vibrations driven by tigeadient excite axial acoustic
standing wave modes of the gas, which is confined by the twoumgpistons. The full im-
plication of this effect on the outcome of the VPE-MRI expegints has not been evaluated,
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but it is clearly something one would want to avoid in the fetu

One of the unique features of the work described in this shissihe focus on quanti-
fying periodic gas motion, as opposed to steady flow. Undiéalsle conditions, however,
acoustic fields can drive streaming currents (time-inddpahgas flow patterns). These
streaming currents are notorious in the sense that then afigerialize (unexpectedly)
inside thermoacoustic heat engines and refrigeratorguantelss they are controlled or ma-
nipulated through design) tend to naturally degrade thdgmamic performance. In prin-
ciple VPE-MRI could be used to reveal the presence of stregquaurrents as a time average
asymmetry in a velocity field. Here it is noteworthy that Milsénet al. [108, 109] have
used a variety ofH pulsed-field-gradient (motion-sensitized) MRI techréigtio study 790
to 835 Hz acoustic standing waves in large diameter (10 torPQubes filled with propane.
Their experiments do not directly reveal the time and spditsribution of the acoustic
velocity field, but instead map out one-dimensional timeraged velocity distributions
averaged over transverse dimensions comparable to theltaimeter. Their data reveal
structure in the velocity distribution that reflects the erging standing wave pattern (in
which \ =~ 29 cm), and which can be understood as a manifestation of Redtigaming.



Appendix A

Fourier Transform

At the heart of NMR spectroscopy and MRI lies the Fourier $farm which is used to
map the time domain signal from the acquisition to the freqgyedomain where analysis
typically takes place. One of the many ways of writing the f@uransform is

F(r) = / f(k)e?™rdk . (A.1)
The inverse Fourier transform is then

flk) = /_ h F(r)e®™rdr . (A.2)

[e.e]

For the discrete time and voltage data set acquired in a Mpg¢rxent it is necessary to
perform a discrete Fourier transform (DFT) or its inversaechtare defined by

N-1
Xp=Y e ®F k=0, N-1 (A.3)
n=0
and the inverse discrete Fourier transform (iDFT) is then
1 T
xn:—ZXke%k” n=0,....,.N—1 . (A.4)

The brute force approach to performing a DFT can be comunally instensive but there
are a number of more efficient algorithms that take advantdggymmetries. For data
sets that have” points the number of calculations can be reduced significafihe most
famous of these algorithms is known as the fast Fourier foamsor FFT [110].
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Two Fourier transform pairs that are used in this thesis mendbelow withF indicat-
ing the Fourier transform operator. The rectangular fumctiefined by

lz| <1:a
rectz) =< |z|=1:05 (A.5)
| >1:0
has a Fourier transform ) N
Flrectz)|(k) = asinc(a) (A.6)
where in(rs)
. S 7Tx
singz) = —— (A7)

The Cylinder function
1 vx?+y?<a
Clz,y) = { — (A.8)
0 vz +y*>>a

has a Fourier transform

J k2 + k2
F(C(y) (ko ) = 2 1&%&{52&) (A.9)

whereJ, (z) is a Bessel function of the first kind.

The convolution theorem states that the Fourier transfdiritine product of two in-
tegrable functions is equal to the convolution of the Fautiansforms of the individual
functions. This is expressed as

FIf -9l = Flf] = Flg] (A.10)

where thex indicates the convolution operation. The convolution teewois used in deter-
mining the bandwidth of RF pulses from the pulse envelopetfan.
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DeltaEC model for the AM resonator
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saneas 4a a Area m2
0.31205 b Perim m

saneas 4c ¢ Length m

Solid type

SURFACE end surface
saneas 4a a Area m2

Solid type

HARDEND End
0.0000 a R(1/2z)
0.0000 b 1(1/z2)
0. 0000 c Htot W

1516. 8
147. 64

2. 2054E-5

-123.12

4.9259E-4

2.1998E-4

1516. 8
147. 64
5. 9610E-8
147. 64
4.9259E-4
4.5208E-5

1516. 8
147. 64
1. 0072E- 15
61. 836
4.9259E- 4
5. 5936E- 14

1516. 8
147. 64
1. 0072E- 15
61. 836

4.9259E-4

5. 5936E- 14

7. 7830E- 15
-1. 0600E- 13

G Mmoo w >

H

R(1/ z)
1 (1/z)

m3/s
deg

m3/s
deg

Pa

nt3/s
deg

! The restart information bel ow was generated by a previous run
! and will be used by DeltaEC the next tinme it opens this file.

guessz od Oe
xprecn 3.2397E-2
targs 17a 17b

2.4512E-3

mstr-slave 6 4 -2 5-29 -210 -2 14 -2 15 -2

! Plot start, end, and step val ues.

I CQuter Loop:

May be edited if you wish.
I nner Loop .
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Appendix C

SHe-0O, External Fluid File

The DELTAEC model of the acousto-mechanical resonator presentegin B relies on
an external fluid file to define the thermophysical propeniethe 3He-O, mixture in the
acoustic flow tube. External fluid filenames for pure gasesasrmgixtures with constant
partial pressures must end with a <.tpf> extension, and mow/k simply as tpf files. Each
gas property is defined in terms of an expression of the form

m

gas property= C, + ClT Prm

P Oy T 4 CT2 + C5 T + Cop? TS + Cypy, (C1)
m + meQ

whereT,, andp,, represent the mean temperature and pressure in gheABC model.
The tpf file consists of five lines of space-delimited coediits, each correspondingdd,
Ch,...,Cy for a particular property. Trailing omitted coefficienteautomatically set to
zero. The order in which the thermophysical properties rhastpecified is mean density
pm, ISObaric specific heat capacity, thermal conductivityt, square of the sound speed

and dynamic viscosity:. Comment lines may be inserted into the file using a leading
exclamation point. A sample tpf file corresponding to themany *He-O, gas mixture
used in this work is listed below (referred to as heo2.tpf ppAB). Various calculated
thermophysical properties of this gas mixture (includioge that are not required for the
tpf file) are then given for reference in Table C.1.

I heo2.t pf
| External fluid; 1.7atm3He, 1.3atm Q2 m xture.
I Density, rho (kg/nt3):
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0. 0.001872
I Isobaric heat capacity, cp (J/kg/K):
1574.

I Thermal conductivity, kO (WmK):

0. 0. 0. 0. 0. 0.01419 0.279

I Square speed of sound, a2 (m2/s"2):
0. 0. 0. 816.0

I Viscosity, mu (kg/s/m:

0. 0. 0. 0. 0. 3.40e-7 0.725

The transport properties of the gas mixture were calculasddg the procedure de-
scribed in Chapters 7 and 8 dMolecular Theory of Gases and Liquitty Hirschfelder,
Curtiss and Bird [72], which is based on the Chapman-Enshkegry. In principle, the
Chapman-Enskog theory is suitable for monatomic gases asanixtures. It can, how-
ever, be extended to obtain the viscosity and diffusion famehts for pure polyatomic
gases and for mixtures of gases containing polyatomic mt#dscsuch as © In calcu-
lating the thermal conductivity of a polyatomic gas, the lEarccorrection factor must be
applied to account for the energy stored in the internal owée degrees of freedom.

The calculation proceeds by first assigning to each coestitof the mixture (i.e?He
and Q) appropriate Lennard-Jones (6-12) pair interaction pgakparameters (a collision
diameters and well depthe). These are taken from Table I-A in App. A of Ref. [72],
and allow one to define reduced temperatifes= kT'/¢ for >He*He and Q-O, pairs.
The specific values used in this work are= 2.57 A ande/k = 10.22 K for*He and
o =343 A ande/k = 113 K for O,, wherek is the Boltzmann constant. These values
are appropriate to the temperature range 89 K < 300 K. Note that the values assigned
to *He-*He interactions are in fact those specified in Ref. [72]ide-'He interactions.
The arithmetic mean of the two collision diameters and thenggtric mean of the two
well depths are then used as effective Lennard-Jones dtimaparameters fotHe-O,
collisions, which in turn enable one to define a third redutadperature. With these
reduced temperatures in hand, appropriate temperatpendent collision integral@®#)*
(for (I,s) = (1,1), (1,2), (1,3), and (2, 2)) are extracted from Table I-M in App. A of
Ref. [72], where they are listed fox3 < 7* < 400. Interpolation was accomplished by
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fitting tabulated values for each collision integral to apression of the form
Qs — Yo + Ale(T*/Cl) + A26(T*/C2) + A36(T*/Cs) + A46(T*/C4) (C.2)

over the rang®.85 < 7™ < 100.

The dynamic viscosity: of the ®He and Q mixture was calculated using Egs. (8.2-
18), (8.2-21) and (8.2-22) of Ref. [72]. The thermal conduist was similarly calculated
using Egs. (8.2-31), (8.2-33), (8.2-35) and (8.2-36). Hé&m (8.2-33) includes the Eu-
cken correction factor needed to account for the fact thas@olyatomic. Values for this
correction factor were extracted from Table 8.4-10 of Ré2][ Finally, the mass diffu-
sion coefficientD and thermal diffusion rati@dr were calculated using Eqgs. (8.2-44) and
(8.2-50), respectively.

Table C.1: Calculated thermophysical properties of a nméxtaf 1.7 atm?He and 1.3 atm
O, atT=293 K.

property value
p 1.94 kg/n?
[on 1574 J/kg/K
ko 0.0692 W/m/K
489 m/s
L 2.089x107° kg/s/m
D 0.25 cni/s
kr -0.12

Calculated values of viscosity and thermal conductivitly jare *He were compared
to similar calculations performed by Slaman and Aziz [1Ereement to within 1% was
observed over the temperature range of 250 to 330 K. Similealculated values of vis-
cosity and thermal conductivity for pure,@vere compared to those obtained by Boushehri
et al.[112] and Roder [113], respectively; again agreement wagmed at the 1% level
in both cases. The viscosity and thermal conductivity of #He-O, mixture were then
calculated at five temperatures spanning the range 250 t&K330ese calculated values
were fit to

f(T) = C5T°* (C.3)
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in order to extract the coefficients; andCy in Eq. (C.1). This simple parameterization

reproduces the calculated transport properties to béter1% over the temperature range
250-300 K.



Appendix D

Addendum

Section 4.8 describes the observation of exponentiallgylag oscillations in the z mag-
netic field gradient following a 1 ms duration, half-sine gbd gradient pulse. No similar
oscillations were observed in response to x- or y-directedmetic field gradient pulses.
Throughout the thesis it is assumed that these oscillaso@somehow associated with
eddy currents in some conducting structure or shim coilhefMRI magnet. After sub-
mission of the thesis to the examining committee, a serieglditional experiments were
performed to search for the source of these oscillatiorsaa® summarized here.

The3He-0O, gas mixture was removed from the acoustic flow tube, and thiswe was
back-filled with air to 1 atm pressure. The pulsed magnetid §eadient calibrations using
the gradiometer described in Sec. 4.8 were then repeatéujivel goal of confirming the
magnetic field gradient calibration performed using theewa@hantom. To my surprise,
the ringing that had previously been observed in responsgeetpulsed z-directed magnetic
field gradient had disappeared. The only difference betleeitwo experiments was the
change in gas composition in the acoustic flow tube (from arBraixture of?He and Q
to 0.96 atm of air). At this point it was surmised that the nmggmust have been related to
an unfortunate mechanically driven acoustic oscillatiothie gas confined to the acoustic
flow tube, rather than eddy currents in the magnet. Thatéslitlear length of gas trapped
between the two free surfaces of the (massive) mercury stuggt8 m, forming a half-
wavelength acoustic resonator. Changing the gas compogitianges the sound speed,
and hence the frequencies at which this column resonates.

To test this hypothesis, the acoustic flow tube pressursdraser signal was monitored
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with a lockin amplifier as the z magnetic field gradient wasetiwith a continuous sine-
wave excitation. The frequency of the excitation was scdmwver the range 100 to 1200 Hz
in search of resonant responses in the pressure transdgieal. sThe acoustic flow tube
was first filled with pure @for which the sound speed at room temperature is 326 m/s and
the fundamental acoustic mode is expected to be at 110 Hzadttken filled with 1 atm
of O, and 2 atm of‘He for which the sound speed at room temperature is calcltatbe
532 m/s and the fundamental acoustic mode is expected tol@&®addz. The fundamental
and its first two overtones were clearly identified as higihesonances (of order 30) for
both gas mixtures. A number of mechanical resonances in #gnet and gradient coil
structure were also observed; these did not shift in frequevhen the gas mixture was
changed. Acoustic resonances from modes near 1 kHz werebtsyved for both gas
mixtures.

The coupling between the applied magnetic field gradientsth@ acoustic modes of
the flow tube is mechanical, that is, momentary forces argeck®n the magnet structure
as pulsed currents flow through the gradient coils. Theseatiins are in turn mechani-
cally coupled to the acoustic flow tube, exciting resonantiesoof the gas. Reducing the
mechanical coupling between the magnet and the acoustiddlogvdecreases the ampli-
tude of the resonant excitations. The symmetry of the z ntagfield gradient is such that
it drives larger amplitude vibrations in the axial directithan do the x or y field gradient
coils, and therefore couples strongly to acoustic modesdrconfined gas.

In this light, it is believed that the 1 ms duration bipolatdigradients used for velocity
phase encoding coupled strongly to an acoustic mode itHtbeD, gas mixture, causing an
apparentdecaying oscillation in the associated magnetic field gridiReplacing the gas
with air changed the sound speed and shifted the resonaneedagh to effectively elim-
inate the coupling. This coincidence is unfortunate in #rese that the shape of the VPE
gradients was engineered (as described in Sec. 4.8) tanalieniinging in the gradiometer
signal. This procedure was almost certainly unnecessaryhédAsame time, it is the first
moment of the bipolar VPE gradients that matters for veyodgtermination. On this basis,
| estimate that the modulation introduced into the bipoladgnt pulses will result in an
overestimation of the FOS (see Eq. (2.34)) by approxima&&ty

This observation highlights the importance of making shed the acoustic flow tube is
mechanically isolated from the imaging magnet. It also sstgthat the timing of magnetic
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field gradient pulses could be chosen to minimize their specbntent in the vicinity of
known acoustic modes. Viewed in another light, the factaélcatstic modes in the confined
gas can be excited and detected suggests that one could éxplmit measurements of
sound speed and damping as yet another probe of gas mixaperpes.
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