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Abstract

Muon Spin Rotation/Relaxation (µSR) is an experimental technique widely used to probe

magnetism in high-temperature (high-Tc) superconductors. This thesis consists of two dis-

tinct µSR studies of high-Tc materials: namely, transverse-field (TF) µSR measurements of

the iron-arsenic superconductor BaFe2−xCoxAs2 and a zero-field (ZF) µSR investigation of

the cuprate superconductor La2−xSrxCuO4 (LSCO).

A model for severe random frozen disorder of the vortex lattice in BaFe2−xCoxAs2 is

developed and used to explain limitations imposed on TF-µSR measurements of the super-

conducting magnetic penetration depth in doped iron-arsenic superconductors. In the latter

part of the thesis, ZF-µSR measurements on LSCO show no evidence for spontaneous mag-

netic order in the pseudogap regime. Instead, experiments suggest that the random nuclear

dipole moments are the dominant contribution to the ZF-µSR relaxation. To determine the

exact form of the nuclear contribution to the ZF-µSR signal, the nuclear contribution is

modeled quantum mechanically and compared to the experimental results.
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Chapter 1

Introduction

Muon Spin Rotation/Relaxation (µSR) is an experimental technique that has been widely

used to probe magnetism in various materials. This thesis consists of two separate µSR

studies of high transition-temperature (Tc) superconductors, namely, transverse-field (TF)

µSR measurements of the iron-arsenic superconductor BaFe2−xCoxAs2 and a zero-field

(ZF) µSR investigation of the cuprate superconductor La2−xSrxCuO4. Some of the basic

properties of these materials that are relevant to this thesis are introduced in this chapter.

1.1 Basic Magnetic Response of Superconductors

The TF-µSR measurements are performed with an external magnetic field applied to the

sample, which necessiates a basic understanding of the generic magnetic response of super-

conductors. In weak magnetic fields superconductors exhibit perfect diamagnetism via per-

sistent screening electrical currents near the surface. These so-called "supercurrents" gen-

erate a magnetic field which completely cancels the applied magnetic field in the sample

interior, except near the surface where the supercurrents reside. This diamagnetic response

is known as the "Meissner effect". In type-I superconductors, the Meissner effect occurs

below a critical applied field Hc(T ), above which magnetic flux fully penetrates the bulk of

the sample (see Fig. 1.1(a)). In type-II superconductors the Meissner effect occurs below

a critical field Hc1(T ), above which the material responds to stronger external field by al-

lowing partial penetration of quantized magnetic flux in the form of a lattice of "vortices".

Each vortex is comprised of circulating supercurrents surrounding a magnetic flux quan-

1
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Figure 1.1: Magnetic phase diagram showing the generic response of (a) type-I and (b)

type-II superconductors to an applied magnetic field.

tum φo=hc/2e. For applied fields greater than an upper critical field Hc2(T ), the material

reverts back to the normal state with magnetic flux fully penetrating the sample interior.

Figure 1.1(b) shows the generic magnetic phase diagram of a type-II superconductor.

The size of the vortex cores near Hc2 is roughly the size of the Ginzburg-Landau (GL)

coherence length ξ [1], which is defined as the length scale for spatial variations of the

superconducting order parameter, ∆(r). As shown in Fig. 1.2, ∆(r = 0) = 0 at the centre of

the vortex core and rises to its maximum value far from the core centre; where in the case of

an isolated vortex full superconductivity is restored. The magnetic field decays outside the

vortex cores in an exponential-like manner on the length scale of the magnetic penetration

depth λ (see Fig. 1.2). In London theory, which is based on Maxwell’s equations, λ is given

by [2]

1
λ2 =

4π2nse2

m∗c2 , (1.1)

where ns and m∗ are the density and effective mass of the superconducting carriers, re-

spectively. The superconducting carriers are formally known as "Cooper pairs", which are

bound pairs of electrons that have opposite spin and momentum (h̄k and -h̄k) in the vicin-

ity of the Fermi surface. In the Bardeen-Cooper-Schrieffer (BCS) theory [3], the pairing

arises from an effective attractive pairwise interaction of electrons, which in conventional
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Figure 1.2: The superconducting order parameter ∆(r) and the spatial dependence of the

magnetic field B(r) of an isolated vortex, where r is the distance from the vortex centre.

low-Tc superconductors is mediated by phonons. The minimum energy of the quasiparticle

excitation (i.e. the minimum energy required to break the Cooper pair) is known as the

superconducting pairing gap ∆k. The k-space dependence of the energy gap reflects the

symmetry of the pairing state (i.e. s-wave, d-wave, p-wave etc.). Conventional supercon-

ductors that are explained by the BCS theory have s-wave pairing.

According to Eq. (1.1), ns may be inferred from measurements of the magnetic pene-

tration depth λ. With increasing temperature, Cooper pair breaking leads to a reduction of

ns. Hence λ increases with increasing T and at T =Tc, λ→ ∞; corresponding to complete

magnetic flux penetration.

The symmetry of the pairing gap can be inferred from the temperature dependence of

λ. In conventional s-wave superconductors where the pairing gap is isotropic and nonzero

everywhere, (i.e. ∆k≡∆o), the number of quasiparticle excitations is exponentially small

at T � Tc. Specifically the BCS theory predicts that at low temperatures the T -dependence

of λ is expressed as [4]

∆λ(T )
λ(0)

≈ 3.33
(

T
Tc

)1/2

exp(−1.76Tc/T ) . (1.2)

If there exist line or point nodes (i.e. ∆k=0 for certain k) in the pairing gap function ∆k,

low energy quasiparticle excitations can be significant even at T�Tc, giving rise to power-
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Figure 1.3: Plot of the temperature dependence of the magnetic penetration depth λ for

s-wave and d-wave pairing symmetries. Note that the weak exponentially-activated tem-

perature dependence of 1/λ2 at low T for a fully-gapped s-wave superconductor is distinct

from the strong limiting low-T linear temperature dependence of a nodal d-wave supercon-

ductor.

law behaviour ∆λ(T ) ∝ T n, n=1, 2, 3, or 4 [5]. In particular, λ(T ) ∼ λ(0)[1+ln2(T/∆o)]

is the expected limiting low-temperature behaviour for a pure d-wave superconductor [6],

which has a gap function of the form ∆o(coskx + cosky), where ∆o is the gap maximum.

This is the situation for high-Tc cuprate superconductors, which are discussed in the next

section. The linear-T dependence of λ in cuprate superconductors has been confirmed by

TF-µSR measurements in the vortex state as well as other techniques that measure λ or

∆λ=λ(T )−λ(0) in the Meissner state, such as a microwave cavity perturbation [7]. Fig-

ure 1.3 shows examples of the temperature dependence of 1/λ2 expected for s-wave and

d-wave superconductors, which according to Eq. (1.1) is proportional to the superconduct-

ing carrier density ns.
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1.2 Cuprate Superconductors

Following the discovery of high-Tc superconductivity in La2−xBaxCuO4 in 1986 [8], cuprate

superconductors have been under intense investigation aimed at deducing the microscopic

mechanism responsible for superconductivity in these materials. The cuprates are charac-

terized by a layered structure consisting of CuO2 planes, where the Cu atoms form a square

lattice. Although conventional band theory predicts them to be metallic, due to strong

Coulomb interaction of the electrons, the parent compounds of the cuprates (e.g. La2CuO4)

are insulators, with the electrons localized at the Cu atoms in the d9 electronic configura-

tion and the associated Cu moments exhibiting long-range antiferromagnetic (AFM) order.

Many of the cuprates, including La2CuO4 can be chemically doped by cation substitution.

In La2CuO4, substitution of some of the trivalent La by divalent Sr introduces x hole car-

riers into the CuO2 planes of the resultant La2−xSrxCuO4 (LSCO). Figure 1.4 shows the

basic phase diagram of hole-doped cuprates. Some cuprates can instead be doped with

electrons [9], but these are not discussed here. In La2−xSrxCuO4, the hole concentration

is equivalent to the Sr content x. The long-range AFM order of the La2CuO4 is rapidly

destroyed with increased doping, giving way to short-range static magnetic (SM) order that

persists to about x=0.13 [10, 11]. Beyond x∼0.05 and below x∼0.27, superconductivity

occurs. The phase diagram of Fig. 1.4 is characterized by a superconducting "dome", where

Tc first increases with increased doping, but decreases beyond an optimal non-universal

value of Tc. For LSCO, the optimal doping is at x∼0.16. The superconducting region to

the left of optimal doping is referred to as the "underdoped" region, while that to the right is

dubbed the "overdoped" region. This doping dependence of Tc is universal to all cuprates.

It is generally agreed that superconductivity in doped cuprates cannot be explained by a

BCS theory for d-wave superconductors. The proximity of the superconducting and AFM

phases and the persistence of AFM fluctuations to the high-doping edge of the supercon-

ducting dome [12] have contributed to the general belief that the mechanism for high-Tc

superconductivity is magnetic in origin.

A distinctive feature of the cuprate superconductors is an energy gap near the Fermi

surface in momentum space that exists above the superconducting dome in the underdoped

region. This is referred to as the "pseudogap". In contrast to the superconducting gap, the

pseudogap does not appear to be directly related to bulk superconductivity, as the pseu-
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Figure 1.4: Basic phase diagram of hole-doped cuprate superconductors. The introduction

of charge carriers quickly suppresses the long-range antiferromagnetic (AFM) order of the

insulating parent compounds, giving rise to short-range static magnetic (SM) order. A su-

perconducting (SC) phase appears at higher dopings. The T ∗ curve indicates the crossover

into the pseudogap region. Its extension below Tc (indicated as a dashed curve), terminating

at a quantum critical point xc, is somewhat speculative.
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dogap temperature T ∗ decreases linearly as a function of hole doping. Various theories

have been proposed regarding the origin of the pseudogap, with some suggesting that it

is a precursor of the superconducting gap, while others have argued that it is a signature

of a competing ground state. An important issue of debate has been whether the pseudo-

gap region is a thermodynamic phase, in which case a true phase transition occurs at T ∗.

In this scenario one or more symmetries are broken. One specific idea are proposals of

time-reversal symmetry breaking phases that contain ordered circulating orbital currents,

where pairs of electron loop currents flow in the O-Cu-O plaquettes in the CuO2 plane (See

Fig. 1.5) [13, 14, 15, 16]. Among the proposed loop-current states, the so-called d-density

wave (DDW) order breaks the translational symmetry of the lattice [13], while circulating-

current (CC) order preserves the translational symmetry of the lattice [14, 15, 16]. In this

picture, T ∗ marks a real phase transition to a state with long-range magnetic order due

to the loop currents, and T ∗ vanishes at a quantum critical point xc below the supercon-

ducting dome. Recently, an abrupt onset of an energy gap at T ∗ above the superconduct-

ing transition has been observed in the nearly optimally doped cuperate superconductor

Pb0.55Bi1.5Sr1.6La0.4CuO6+σ by the combined techniques of angle-resolved photoemission

spectroscopy (ARPES), the polar Kerr effect and time-resolved reflectivity, indicating a real

phase transition at T ∗ [35].

The existence of a loop-current phase in cuprates is supported by several measurements

in the pseudogap region. Unusual weak magnetic orders have been detected in YBa2Cu3Oy

(YBCO) [18, 19, 20, 21, 22, 23], HgBa2CuO4+δ (Hg1201) [24] and La1.915Sr0.085CuO4 [25]

by neutron scattering that bear some resemblance to the predicted loop-current orders. In

particular, two kinds of magnetic order were seen in YBCO by neutrons. One breaks the

translational symmetry [18, 19, 20], with an onset of magnetic order at roughly T ∗, but with

weak magnetic moments that are smaller than 0.05 µB. The other, which has been observed

by polarized neutron scattering, preserves the translational symmetry [21, 22, 23], with an

onset temperature that tracks T ∗ at a function of hole doping. This second type of unusual

magnetic order is three-dimensional (3D) and long-range ordered. It has also been observed

in Hg1201 [24], which like YBCO is hole-doped via changes in oxygen content. Similar

magnetic order has also been seen by polarized neutrons in La1.915Sr0.085CuO4 [25], but

it is instead 2D and short range. Additional evidence for loop-current order is circular

dichroism observed in Bi2Sr2CaCu2O8+δ by ARPES measurements, indicative of a phase
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Figure 1.5: Diagram of a proposed loop-current pattern in the CuO2 plane, which preserves

translational symmetry [15, 16].

of broken time reversal symmetry [26]. However, this measurement is highly disputed,

with some arguing that circular dichroism might instead result from distortions and mod-

ulations of the crystal lattice as temperature is varied [27]. Weak ferromagnetism in the

pseudogap region has also been detected in YBCO by high-resolution polar Kerr effect ex-

periments [28]. Such a ferromagnetic order is argued to be compatible with the CC phase

when inversion symmetry of the crystal is also broken [29]. Finally, bulk susceptibility

measurements observed a non-analytical variation of the temperature derivative of the sus-

ceptibility in underdoped polycrystalline YBCO samples, providing further evidence for a

true phase transition near T ∗ [30].

1.3 Search for Loop-Current Order by ZF-µSR

Despite the above experimental evidence for a loop-current phase, local magnetic probes,

such as zero-field muon spin relaxation (ZF-µSR) and nuclear magnetic resonance (NMR)

have so far failed to observe the onset of magnetic order in the pseudogap region. This is

suprising given the high sensitivity of these methods to local magnetic order. In contrast
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to the other experimental techniques mentioned above, the local probe methods enable a

determination of the magnetic volume fraction. This is important, since the interpretation

of the pseudogap region as a phase of loop-current order requires that the magnetic order

exist throughout the sample.

While an early ZF-µSR study of high-quality YBCO single crystals revealed weak static

magnetism in the pseudogap region [31], it was later shown that the observed magnetism is

most likely caused by the CuO chains and structural changes that are unique to YBCO [32].

This interpretation is consistent with a recent ZF-µSR study [36], which indicates that the

magnetism detected in the earlier experiments is the same unexplained weak translational-

symmetry breaking magnetic order detected in YBa2Cu3O6.6 by neutron scattering exper-

iments [18]. The onset temperature of this kind of weak magnetic order does not change

with hole-doping concentration and hence is clearly uncorrelated with T ∗ and unrelated to

the pseudogap.

It is unclear whether the magnetic order that preserves translational symmetry, which

has been observed by polarized neutron scattering in the pseudogap region of YBCO [21,

22, 23], Hg1201 [24] and LSCO [25] is the loop-current order of the proposed CC phase.

This second kind of weak magnetic order has an ordered moment with a large component

in the CuO2 plane. This large in-plane component requires modification of the original CC

theory to explain [33, 34, 35]. Moreover, neutron experiments say nothing about the vol-

ume fraction of this magnetic order. A ZF-µSR study [36] of the same YBa2Cu3O6.6 single

crystal measured by polarized neutron scattering in Ref. [22] suggests that this unusual

magnetic order exists in only ∼ 3% of the sample. The evidence that the static magnetic

order detected by ZF-µSR is the second unusual type of weak magnetism comes from the

observation that local magnetic field detected by the muons is in good agreement with the

magnetic arrangement and ordered moment deduced from the neutron scattering experi-

ments. A further challenge to the interpretation of the polarized neutron measurements as

support for CC model is that this second kind of unusual magnetic order was not observed

by ZF-µSR in higher-quality YBCO single crystals [36].

To reconcile the discrepancy between the ZF-µSR and polarized neutron scattering re-

sults, it has been suggested that charge screening of the positively charged muon severely

perturbs the local environment, causing the loop-current order to vanish over several lat-

tice constants [37]. However, this assertion contradicts the excellent agreement that ex-
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ists between ZF-µSR and (non-perturbative) NMR measurements of the onset temperature

for long-range and short-range static magnetic order in underdoped LSCO [10] (See re-

gions labeled AFM and SM in Fig. 1.4). Moreover, a recent 89Y NMR experiment on

Y2Ba4Cu7O15−δ [38] and a Zeeman perturbed nuclear quadrupole resonance (NQR) study

of powdered samples of YBa2Cu4O8 [39] have failed to detect either of the unusual mag-

netic orders mentioned above.

A recent ZF-µSR study of single crystals of LSCO over a wide doping range (x =

0.13, 0.19, 0.30) [40] showed no evidence for loop-current order. The observed ZF-µSR

spectra have relaxation rates that do not show an appreciable temperature dependence,

consistent with what is expected for a relaxation dominated by randomly oriented nuclear

magnetic moments. Furthermore, the ZF-µSR spectra at different dopings, but the same

temperature, are nearly identical. This puts an upper limit of ∼ 0.02 G for additional

sources of local magnetic field sensed by the muon, which is several orders of magnitude

smaller than the magnetic field generated by the proposed loop currents. Although this

conclusion was reached with great confidence in Ref. [40], the ZF-µSR spectra cannot

be described by the standard relaxation function commonly used for approximating the

contribution of the randomly oriented nuclear dipole fields [41] (i.e. a Static Gaussian

Kubo-Toyabe function). Consequently, the functional form of the ZF-µSR spectra of LSCO

has not yet been fully described. In addition, the data collected in Ref. [40] was insufficient

to conclude whether a small volume fraction (≈ 3%) of the sample contained weak static

magnetic order.

To address these issues, high precision ZF-µSR measurements on LSCO single crystals

were carried out and are presented here. These findings corroborate the ZF-µSR study of

Ref. [40]. In addition, the contributions of the random nuclear dipole moments to the ZF-

µSR relaxation rate are modeled quantum mechanically and compared to the experimental

results.

1.4 Iron-Arsenic Superconductors

A new family of high-Tc superconductors containing iron-arsenic layers was discovered

in 2008 [42] (e.g. LaFeAsO1−xFx, Ba1−xKxFe2As2, BaFe2−xCoxAs2). Like the high-Tc

cuprate superconductors, the parent compounds of these newer superconductors are anti-
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Figure 1.6: Generic doping phase diagram of iron-arsenic superconductors. As in the

cuprates antiferromagnetic (AFM) order of the parent compound is quickly suppressed

with increased chemical doping of charge carriers. Superconductivity (SC) sets in at higher

dopings, exhibiting a superconducting dome. At higher temperatures, these compounds are

paramagnetic (PM) metals.

ferromagnetic (AFM) with ordered moments on the square Fe sublattice [43, 44]. Also like

the cuprates, the parent compounds are driven from AFM to superconducting by chemical

doping that introduces charge carriers. Figure 1.6 shows the generic doping phase diagram

of the iron-arsenic compounds, which exhibit AFM order at low doping and a supercon-

ducting dome at higher dopings. Note that although indicated in some measurements [45],

unlike in cuprates, the existence of a pseudogap in iron-arsenic superconductors has not

been firmly established.

Experiments thus far suggest that superconductivity in the iron-arsenic superconduc-

tors involves unconventional pairing, yet the symmetry of the pairing remains unclear. A

typical example is the experimental effort to identify the pairing symmetry of electron-

doped BaFe2−xCoxAs2. Thermal conductivity measurements [46] suggest a nodeless su-

perconducting gap which evolves from isotropic s-wave in low-doped samples to highly

anisotropic in overdoped samples. A nodeless and isotropic s-wave gap was also observed

in ARPES measurements on optimally doped BaFe1.85Co0.15As2 [47]. Specific heat stud-
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ies [49], however, indicate an isotropic gap that has no doping dependence, and optical

conductivity measurements on overdoped BaFe1.8Co0.2As2 [48] support the existence of

two distinct energy gaps; a small isotropic gap and a larger highly anisotropic gap with

possible nodes on different Fermi surfaces. This two-gap scenario is consistent with ther-

mal conductivity measurements of an overdoped BaFe1.73Co0.27As2 single crystal [50], and

also with direct magnetic penetration depth measurements of BaFe2−xCoxAs2 near optimal

doping, via a mutual inductance method [51].

The TF-µSR obtains information on the superconducting pairing symmetry by deduc-

ing the temperature dependence of the magnetic penetration depth λ in the vortex state [52].

Note both the high-Tc cuprates and the high Tc iron-arsenides are type-II superconductors.

Thus far this kind of measurements has been performed on polycrystalline and powdered

samples, as well as single crystals of numerous iron-arsenic compounds. An early study of

polycrystalline samples of LaFeAsO1−xFx with x=0.075 and x=0.10 deduced a tempera-

ture dependence of λ that is consistent with both an s-wave and a dirty d-wave pairing [53].

In contrast, TF-µSR measurements on sintered powders of SmFeAsO0.85 and NdFeAsO0.85

indicate either the existence of an energy gap with nodes at the Fermi surface or two dis-

tinct superconducting gaps [54]. Single crystal measurements so far favour the two-gap

scenario. TF-µSR measurements on single crystals of overdoped SrFe1.75Co0.25As2 [55]

and Ba1−xKxFe2As2 [56] both suggest two-gap superconductivity, as does measurements

on the underdoped BaFe1.86Co0.14As2 [57] that indicate the existence of two distinct s-

wave superconducting gaps. However, TF-µSR studies of optimally doped and overdoped

BaFe2−xCoxAs2 and SrFe2−xCoxAs2 single crystals [58] imply that the smaller gap is

highly anisotropic (with possible nodes) in the higher doped region. In addition, TF-µSR

measurements have revealed field-induced magnetic order in both SrFe1.75Co0.25As2 and

BaFe2−xCoxAs2 samples [55, 58].

In single crystal measurements, λ is generally obtained by fitting the TF-µSR spectra

to a phenomenological model of the vortex lattice [52]. In doing so it is assumed that the

vortex lattice is highly ordered, which is not the case if there are defects and/or chemical

disorder that strongly "pin" vortices from their ideal positions in the vortex lattice. This

occurs when the pinning force exerted on a vortex exceeds the natural electromagnetic

repulsion between vortices. As it turns out, many of the iron-arsenic superconductors ex-

ihibit highly disordered vortex lattices. Small-angle neutron scattering (SANS), magnetic



CHAPTER 1. INTRODUCTION 13

force microscopy (MFM) and Bitter decoration experiments on the doped KFeAs(O1−xFx),

A1−xBxFe2As2 and AFe2−xCoxAs2 compounds show only highly disordered vortex lattices

indicative of strong pinning [59, 60, 61, 62, 63, 64, 65]. Such a high degree of vortex-

lattice disorder is problematic for an accurate analysis of the TF-µSR measurements. Yet

the effects of severe disorder has not been considered in the interpretation of the TF-µSR

studies mentioned above.

To clarify the effect of vortex-lattice disorder on TF-µSR measurements of this kind, a

TF-µSR experiment on an overdoped single crystal of BaFe2−xCoxAs2 is presented here.

It is first shown that there is a significant contribution from the field-induced magnetic

order that cannot be easily isolated from the effect of vortex-lattice disorder. Next, numer-

ical simulations of highly disordered vortex lattices are presented and it is explained how

vortex-lattice disorder affects an accurate determination of the magnetic penetration depth

by TF-µSR, even in samples withouth field-induced magnetism.



Chapter 2

Experimental Methods: µSR

2.1 Introduction

Muon Spin Rotation/Relaxation/Resonance (µSR) is an experimental technique that utilizes

spin-polarized muons to primarily probe magnetism in materials. Like the related method

of NMR, µSR is a local probe sensitive to magnetic volume fractions and uncorrelated

spins. However, µSR is more sensitive to weak magnetic moments, slow spin fluctua-

tions, and/or dilute magnetism. It is especially suited for investigations of high transition-

temperature (Tc) superconductors, where magnetism interplays extensively with supercon-

ductivity.

2.1.1 Muon Properties and Muon Decay

The muon is an elementary spin-1/2 particle with a mass approximately 200 times that of

an electron, and carries a positive (µ+) or negative charge (µ−). The muon is an unstable

particle, with a mean lifetime of τµ∼ 2.2 µs. The µ+ (µ−) spontaneously decays into a

positron (electron) as follows

µ+→ e++νe + ν̄µ

µ−→ e−+ ν̄e +νµ . (2.1)

Because the µ− behaves like a heavy electron in materials, it can be captured by a host

nucleus to form a muonic atom in which the muon’s orbital is∼ 200 times smaller than

14
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Figure 2.1: Angular distribution of positrons resulting from µ+ decay for various positron

kinetic energies. The horizontal arrow indicates the direction of the muon spin at the time

of decay. θ is the angle between the muon spin and the direction of positron emission.

that of the corresponding electronic orbital. The muon spin information is lost through

spin-changing transitions in the atomic cascade as the muon emits x-rays upon its transfer

to the 1S ground state. Hence it is the µ+ that is primarily used for studies of magnetism.

When the µ+ decays, a positron is preferentially emitted along the direction of the muon

spin orientation according to the probability function

W (E,θ) = 1+a(E)cosθ , (2.2)

where θ is the angle between the direction of the muon spin and the emitted positron,

and a is an asymmetry parameter which increases monotonically with the positron kinetic

energy. The positron kinetic energy is distributed between E=0 and E=52.83MeV. For the

maximum positron energy, a = 1. If all positron energies are equally sampled, the effective

probability function becomes W (θ)=1+ ācosθ, with ā=1/3. Figure 2.1 shows a polar

diagram of the angular distribution of positrons for different decay kinetic energies.

The spin 1/2 of the muon makes µSR a pure magnetic probe. This is in contrast to NMR,

where for nuclei with spin I >1/2, one also has to deal with the coupling of the electric

quadrupole moment of the nucleus to the local electric field gradient. The spin-1/2 µ+ is
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purely sensitive to the local magnetic environment of the material. With a gyromagnetic

ratio of γµ = 851.616 rad ·MHz/T, the muon precesses about the local static or dynamic

magnetic field B with a Larmor frequency ωµ = γµB. One of the reasons that µSR is more

sensitive to magnetism than NMR is that the magnetic moment of the muon is 3.18 times

larger than that of the proton. The µSR method can be used to detect magnetic moments as

small as 10−3µB.

2.1.2 Production of Polarized Muon Beams

A nearly 100% spin polarized µ+ beam is generated by exploiting the parity violating decay

of positive pions

π
+→ µ++νµ . (2.3)

The π+ are created from∼500 MeV protons striking a primary production target (C or Be).

The π+ that come to rest on the downstream side of the production target decay according

to Eq. (2.3). Conservation of linear momentum requires that the µ+ and νµ are emitted in

opposite directions. The π+ has spin zero, and the helicity of the νµ is fixed at −1 (i.e. the

νµ carries a spin that is in a direction opposite to its linear momentum). Conservation of

both angular and linear momentum therefore requires that the spin of the µ+ is also directed

antiparallel to its own linear momentum. The µ+ resulting from such a decay emerges

isotropically from the π+, with momentum pµ=29.8 MeV/c and kinetic energy Ek=4.119

MeV in the rest frame of the π+. However, by collecting µ+ emitted within a small solid

angle from the primary production target, a nearly 100% spin polarized beam is achieved.

This type of muon beam is called a "surface" muon beam, and is the most common type

of µ+ beam in modern µSR facilities. Higher momentum spin polarized µ+ beams can be

created via the decay of in-flight π+ [66], and a low-energy (keV) µ+ beam may be created

using moderators [67], but with greatly reduced intensity. It is worth mentioning that the

kinetic energy of the surface muon beam implies a mean stopping range of 140 mg/cm2 in

a targeted sample. Consequently, when surface muons are used, µSR is a local probe of the

bulk.
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Figure 2.2: Configuration of the µSR experiments reported in this thesis. H is the external

magnetic field used in some of the experiments. Detector M records the incoming muons.

The veto (V) detector behind the sample suppresses the unwanted background signal from

muons that do not stop in the sample. The asymmetry spectrum is obtained from decay

positron counts in the up (U) and down (D) detectors. Note in the experiments where

H 6= 0, additional positron detectors L and R were placed on either side of the sample (i.e.

in and out of the page) to capture more of the decay positron solid angle.
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2.1.3 Asymmetry Spectrum

Figure 2.2 shows a schematic of the primary configuration used in the µSR experiments

reported in this thesis. The measurements were performed on surface muon beamlines

M15 and M20 at TRIUMF. A Wien filter was used to rotate the spin of the incoming

muons by 90◦, resulting in an initial spin polarization P(0) perpendicular to the beam linear

momentum pµ(0). At time t = 0 a µ+ passes through the muon scintillator detector (M),

triggering an electronic clock. This instant is also considered to be the time when the µ+

comes to rest in the sample, as the time it takes for the µ+ to travel from detector M to

the sample is negligible. A veto (V) detector placed behind the sample is used to exclude

muons that miss or pass through the sample. As time progresses, other muons passing

through M are electronically excluded until the decay positron of the µ+ is detected by the

U or D scintillator detectors placed around the sample. Hence, ideally there is only one

µ+ stopped in the sample at a time. The clock is stopped at time t when a positron event

is detected. After the implantation of millions of µ+, one obtains a histogram consisting

of the number of decay events as a function of the time the µ+ spent in the sample. The

"asymmetry spectrum" is defined as

A(t) =
[N+(t)−B+]− [N−(t)−B−]
[N+(t)−B+]+ [N−(t)−B−]

, (2.4)

where N±(t) are the time histograms of the positron counts recorded in the two detectors

(i.e. U and D) and B± are the time independent random backgrounds due to numerous

sources. The time histograms of the positron detectors N±(t) are defined as follows

N±(t) = No± exp(−t/τµ)[1±aoP(t)]+B± . (2.5)

Here P(t) is the time evolution of the muon spin polarization, No± is a t=0 normalization

constant for the positron counts, the exponentially decaying term accounts for the finite

life time of the muon, and ao is the initial asymmetry. Ideally, ao = ā= 1/3, which is

associated with the positron emission probability distribution Eq. (2.2). However, in real

measurements ao is typically smaller than 1/3, due to various experimental conditions,

such as the range of positron kinetic energies which are detected and the solid angle of the

detectors. Assuming identical positron detectors and substituting Eq. (2.5) into Eq. (2.4),
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the asymmetry spectrum is related to P(t) as follows

A(t) = aoP(t) . (2.6)

Note that there are more general relations that relate A(t) to P(t) when there are differences

in positron detector efficiency and/or counter misalignments.

The µSR methods can be applied in the presence or absence of an external magnetic

field. The latter is possible because unlike NMR an applied magnetic field is not required

to create the initial muon spin polarization. Figure 2.3 shows simulations of N±(t) for two

opposing positron detectors and for two different experimental configurations, together

with the associated asymmetry A(t). The two different experimental configurations used

for this thesis (i.e. zero-field (ZF) and transverse-field (TF) µSR), are discussed next.

2.2 ZF-µSR

Zero-field (ZF) µSR is particularly useful for probing weak magnetism in the bulk of sam-

ples. For zero external magnetic field, the effective magnetic field acting on the muon spin

is the vector sum of internal field sources, which includes the dipolar fields of nuclear and

electronic moments, and the contact hyperfine field due to a net spin density of conduction

electrons at the muon site. The functional form of the relaxation of the ZF-µSR signal is

dependent on the arrangement and fluctuation rate of the internal field sources.

2.2.1 Magnetic Order

In the presence of magnetic order, muons stopping at the same site in the crystal lattice ex-

perience the same net dipolar field from the ordered electronic moments and consequently

coherently precess. In this case the ZF-µSR spectrum is described by

P(t) = G(t)cos(γµ
〈
Bµ
〉

t) , (2.7)

where
〈
Bµ
〉

is the average local magnetic field at the muon site, and G(t) is a relaxation

function due to various factors, such as a finite magnetic correlation length, fluctuations

and/or sources of random fields (e.g. nuclear dipole moments). Hence the signature of
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Figure 2.3: Theoretical simulations of the positron detector time histograms defined in

Eq. (2.5) for a (a) ZF-µSR and, (c) TF-µSR configuration, (b) and (d) show the correspond-

ing asymmetry spectrum A(t). The ZF-µSR simulation assumes a single Gaussian damping

of P(t) with time, and the TF-µSR spectrum assumes that P(t) is a Gaussian-damped co-

sine function with a frequency corresponding to the applied transverse magnetic field. Note

ao=0.2 is assumed for both simulations.



CHAPTER 2. EXPERIMENTAL METHODS: µSR 21

magnetic order in a ZF-µSR experiment is the observation of a coherent oscillation. Mul-

tiple frequencies are observed when there is more than one, but only a few different muon

stopping sites. Unfortunately, a determination of the magnetic structure by ZF-µSR is only

possible when the muon site(s) is (are) known. When magnetic order is present only in part

of the sample, P(t) consists of a term like Eq. (2.7) with a fractional amplitude that reflects

the volume fraction of magnetic order.

2.2.2 Randomly Oriented Static Magnetic Fields

In a sample with a dense system of randomly oriented magnetic dipole moments that are

static on the µSR time scale (a few muon mean lifetimes τµ), the internal magnetic field

distribution is a Gaussian function

n(Bi) =
γµ√
2π∆

exp

(
−

γ2
µB2

i

2∆2

)
, (i = x,y,z). (2.8)

where ∆/γµ is the width of the internal field distribution, and Bi are the field components. In

this case there is no coherent precession of muon spins, only a loss of polarization, which

is described by a static Gaussian Kubo-Toyabe relaxation function [41, 68]

GKT(t) =
1
3
+

2
3
(1−∆

2t2)exp
(
−1

2
∆

2t2
)
. (2.9)

Figure 2.4 shows the static Gaussian Kubo-Toyabe relaxation function for different val-

ues of ∆. GKT(t) is partially characterized by a 1/3 recovery of the muon spin polarization

after sufficiently long time and is nonzero for all t. Often the host nuclei of a sample are

treated as a dense system of randomly oriented magnetic dipole moments that are static on

the µSR time scale. However, some ZF-µSR measurements of samples with the dominant

field contribution originating from the nuclear spins show asymmetry spectra that deviate

substantially from GKT(t). Part of this thesis is dedicated to sorting out the nuclear con-

tribution to the muon spin depolarization in the high-Tc superconductor La2−xSrxCuO4, by

considering the full quantum mechanical Hamiltonian describing the interaction between

the muon, nuclei and the crystal electric field gradient. It will be demonstrated that ran-

domly oriented host nuclear spins do not in general lead to a static Gaussian Kubo-Toyabe

type relaxation.
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Figure 2.4: Static Gaussian Kubo-Toyabe muon spin relaxation function GKT(t) for differ-

ent values of ∆, where ∆/γµ is the width of the Gaussian internal field distribution.

In contrast to a dense system of magnetic dipole moments, a spatially dilute system of

magnetic moments has an approximately Lorentzian distribution of field [69]

n(Bi) =
γµ

π

a
a2 + γ2

µB2
i
, (i = x,y,z), (2.10)

where a/γµ is the half-width at half-maximum (HWHM) of the field distribution and Bi

are the field components. For a Lorentzian distribution of internal fields, the static Kubo-

Toyabe function is [70]

GL(t) =
1
3
+

2
3
(1−at)exp(−at) . (2.11)

Figure 2.5 shows how the Lorentzian Kubo-Toyabe function depends on a. This func-

tion is characterized by an exponential damping at early times, and a shallower minimum

compared to the Gaussian function of Eq. (2.9).

2.2.3 Fluctuating Magnetic Fields

Fluctuations of the local magnetic field modify the muon spin relaxation, as in this case the

muons sense time-varying fields. For the purpose of this thesis we restrict the discussion
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Figure 2.5: Static Lorentzian Kubo-Toyabe function GL(t) for different values of a, where

a/γµ is the HWHM of the static Lorentzian internal field distribution.

of the effect of fluctuations on the ZF-µSR signal to the case of a Gaussian distribution of

internal fields. In general, the dynamical relaxation function must be calculated numeri-

cally. However, for sufficiently fast fluctuations, the muon spin relaxation function is well

approximated by the following analytical expression [71]

G(t) = exp
[
−2(∆2/ν

2)
(
e−νt−1+νt

)]
, (2.12)

where ν is the fluctuation rate of the internal field. In the fast fluctuation limit, (i.e. ν/∆�
1), this approaches the following exponential relaxation function

G(t)=exp(−2∆
2t/ν) . (2.13)

Figure 2.6 shows how the muon spin relaxation function for a Gaussian distribution of

internal magnetic fields is modified by fluctuations. Faster fluctuations of the local internal

magnetic field result in a slower relaxation of the ZF-µSR signal.
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Figure 2.6: ZF-µSR relaxation function of Eq. (2.12) for a Gaussian distribution of fast

fluctuating internal magnetic fields with different fluctuation rates ν. The width of the

distribution of fields is ∆/γµ, with ∆= 0.1 µs−1. Also shown is the corresponding static

Gaussian Kubo-Toyabe function (dotted curve).
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2.3 TF-µSR

Transverse-field (TF) µSR involves the application of an external magnetic field perpen-

dicular (transverse) to the initial muon spin polarization P(0). It is widely used to measure

the magnetic response of a material in the bulk. Particularly, as will be discussed in the

next chapter, TF-µSR can be used to determine the internal magnetic field distribution of

a type-II superconductor in the vortex state to obtain information on the superconducting

pairing symmetry.

In a TF-µSR experiment the effective magnetic field acting on the muon spin is the

vector sum of both external and internal field sources. Similar to the ZF-µSR case, the

functional form of the relaxation of the TF-µSR signal is also solely dependent on the

arrangement and fluctuation rate of the internal field sources, assuming a homogeneous

static external magnetic field is applied.

2.3.1 Static Magnetic Fields

A dense system of randomly oriented magnetic dipole moments that are static on the µSR

time scale creates a Gaussian distribution of internal fields, which results in a Gaussian

damping of the muon spin polarization [66]

GTF(t) = exp(−σ
2t2/2) , (2.14)

where σ/γµ is the width of the Gaussian field distribution along the direction of the external

field. The depolarization rate σ can depend on both the direction and the strength of the ex-

ternal field. In the latter case, σ can be reduced due to the rapid precession of the magnetic

dipole moments about the external field. The effect of the host nuclei on the TF-µSR signal

is often well approximated by this Gaussian depolarization function.

On the other hand, in a dilute system of magnetic dipole moments, the muon spin po-

larization is described by an exponential relaxation function corresponding to a Lorentzian

distribution of internal fields

GTF(t) = exp(−Λt) . (2.15)
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2.3.2 Fluctuating Magnetic Fields

Similar to the ZF-µSR case, fluctuations modify the form of the TF-µSR depolarization

function. In a fluctuating dense system of magnetic dipole moments, the muon spin depo-

larization is described by the so-called Abragam formula [72]

GTF(t) = exp
[
−(σ2/ν

2)
(
e−νt−1+νt

)]
, (2.16)

where ν is the fluctuation rate of the local field. This depolarization function differs from

Eq. (2.12) by a factor of 2 in the exponential. This is due to the fact that in the ZF-µSR

configuration, the muon spin is depolarized by two components of the internal field per-

pendicular to the initial muon spin polarization, while in the TF-µSR configuration, only

the component along the direction of the external field contributes to the muon spin de-

polarization. In the limit of fast fluctuations, an exponential relaxation is obtained (i.e.

GTF = exp(−σ2t/ν) = exp(−Λt)). Note that the exponential relaxation rate Λ becomes

smaller as the fluctuation rate ν increases.



Chapter 3

TF-µSR in the Superconducting Vortex
State

TF-µSR has been widely used for measurements in the vortex state of superconductors.

This chapter discusses how TF-µSR is used to extract information on the magnetic pene-

tration depth λ, and hence the superconducting pairing symmetry.

3.1 Magnetic Field Distribution n(B) in the Vortex State

In the vortex state of a type-II superconductor, the internal magnetic field distribution n(B)

is spatially inhomogeneous (see inset of Fig. 3.1). An analytical expression for the spatial

field variation of an ideal vortex lattice has been derived from the Ginzburg-Landau (GL)

theory. In particular [52],

B(r) = Bo(1−b4)∑
G

e−iG·ruK1(u)
λ2G2 , (3.1)

where b=B/Bc2 and

u2 = 2ξ
2G2(1+b4)[1−2b(1−b)2] . (3.2)

In Eq. (3.1), Bo is close to the applied field, G are the reciprocal lattice vectors of the pe-

riodic array of vortices, and K1(u) is a modified Bessel function. Within this model, the

precise shape of the internal magnetic field distribution n(B), with n(B)dB being the prob-

ability of finding a magnetic field between B and B+ dB, is determined by the geometric

27
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Figure 3.1: The internal magnetic field distribution n(B) of an ideal hexagonal vortex lattice

of a type-II superconductor. The inset is a contour plot of the corresponding spatial field

profile B(r).

arrangement of the vortex lattice, the magnetic penetration depth λ and the superconducting

coherence length ξ.

Figure 3.1 shows n(B) for an ideal hexagonal vortex lattice generated from Eq. (3.1).

The sharp cutoff on the low-field side is the minimum internal field occurring at the centre

of the triangle formed by three adjacent vortices. The sharp peak is the van Hove singularity

produced by the saddle point field midway between nearest neighbour vortices. The long

high-field tail originates from the distribution of field around the vortex cores, and the high-

field cutoff is the maximum field at the centre of the vortex cores. From a measurement

of n(B) in the vortex state, one can in principle determine the fundamental length scales λ

and ξ by analysis with Eq. (3.1). However, in a real superconductor, there can be strong

deviations from the ideal vortex lattice, as described in the following.
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3.2 TF-µSR Measurements of the Vortex State

Since the typical vortex lattice spacing in TF-µSR experiments with H � Hc2 is ∼ 102

- 103 times larger than the dimensions of the crystallographic unit cell, the muon stops

randomly on the length scale of the vortex lattice. Consequently, the implanted muons

randomly sample the internal magnetic field distribution n(B). In TF-µSR measurements

of the vortex state of superconductors, the time evolution of the muon spin polarization is

related to n(B) as follows

P(t) =
∫

∞

0
n(B)eiγµBtdB . (3.3)

Generally, the TF-µSR signal is fit in the time domain, although an inverse Fourier trans-

form of P(t) yields a visual approximation of the internal magnetic field distribution (often

referred to as the TF-µSR "line shape")

n(B) =
∫

∞

0
P(t)e−iγµBtdt . (3.4)

The Fourier transform is an approximation of n(B) because of the muon life time. In

particular, P(t) has a finite time range (∼ 10 µs) and an uncertainty that grows exponentially

with increasing time.

The field distribution n(B) can also be obtained from NMR experiments, although it

is often broadened by the additional quadrupolar interaction if the nucleus carries a spin

I > 1/2. In addition to being a pure magnetic probe, the TF-µSR technique has other

advantages over NMR. For example, due to screening of the RF field in the superconducting

state, conventional NMR is generally limited to polycrystalline samples or small single

crystals, whereas µSR can be easily performed on single crystals of any size.

The dominant contribution to the TF-µSR signal in the vortex state of a superconductor

is the inhomogeneous magnetic field distribution associated with the vortex lattice, which

is parameterized by λ and ξ in the analytical GL model of Eq. (3.1). Fits of the TF-µSR

signal that are sensitive to the high-field cutoff of n(B), are sensitive to the size of the

vortex cores [76]. However, the accuracy of these kinds of measurements depends on the

uniformity of the vortex lattice in the sample. This is particularly limiting in measurements

on unoriented polycrystalline samples, where, because n(B) is nearly symmetric [74], the

line broadening effects and disorder cannot be easily isolated. The task is less formidable
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Figure 3.2: Fourier transforms of a theoretical muon spin polarization function P(t) for

an ideal hexagonal vortex lattice (solid curve) and for a disordered vortex lattice (dotted

curve). In both cases a spatial field profile B(r) given by Eq. (3.1) was assumed, with

λ=1500 Å, ξ=100 Å and Bo =5 kG. For the disordered lattice, P(t) is multiplied by a

Gaussian depolarization function exp(−σ2t2/2) with σ=1 µs−1 to simulate a 3.4% (rela-

tive to the nearest-neighbour intervortex spacing) RMS deviation of the vortices from their

ideal positions.

for single crystals, where the contribution of the vortex lattice to n(B) is highly asymmetric

(see Fig. 3.1).

Line broadening caused by magnetic dipole moments (nuclear and/or electronic), and

random frozen disorder of the vortex lattice smear the sharp features of n(B) for the ideal

lattice. In the time domain these broadening effects are often accounted for by multiplying

Eq. (3.3) with a Gaussian depolarization function [52, 76]

P(t) = GTF(t)
∫

∞

0
n(B)eiγµBtdB , (3.5)

where
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GTF(t) = exp
(
−σ2t2

2

)
= exp

(
−

σ2
nuc +σ2

dis
2

t2
)
. (3.6)

Here σnuc is the contribution to the relaxation rate from random nuclear dipoles [66] and

σdis is the contribution from random frozen disorder of the vortex lattice [74]. Figure 3.2

shows how line broadening due to vortex-lattice disorder smears out the sharp features of

n(B) of an ideal vortex lattice. Because σnuc is in general temperature independent, it is

easily determined by measurements above Tc. However, σdis is generally dependent on the

strength of the applied magnetic field, temperature and the quality of the sample.

While Gaussian broadening of n(B) is a reasonable approximation for the case of weak

random frozen disorder of the vortex lattice, it is not expected to be valid when there is a

high degree of disorder. In the case of a highly disordered vortex lattice, the sharp features

of the ideal n(B) are severely smeared out. As will be shown in the next chapter, such

strong deviation from an ideal vortex lattice introduces significant uncertainty in the value

of λ determined by TF-µSR. At this point it is worth mentioning that the line broadening

caused by static or slowly fluctuating electronic moments (which are not accounted for in

Eq. (3.6)) is usually so severe that measurements of λ in such samples by TF-µSR is usually

not possible [77], as will be discussed in the next chapter.



Chapter 4

Effect of Vortex Lattice Disorder on
TF-µSR Measurements of the Magnetic
Penetration Depth

4.1 Introduction

In TF-µSR studies of type-II superconductors in the vortex state [52], a general assumption

is that the vortex lattice is highly ordered. However, as mentioned earlier, this is not the

case in many of the recently discovered doped iron-arsenic superconductors [59, 60, 61, 62,

63, 64, 65]. In addition to further line broadening, for single crystals such strong disorder

smears out the high-field cutoff of the TF-µSR line shape. Here it is shown that although

TF-µSR measurements of single crystal BaFe2−xCoxAs2 exhibit asymmetric line shapes

seemingly indicative of a well-ordered vortex lattice, fits to such data are insensitive to the

high-field cutoff. In particular, there is an insensitivity to the fit parameter ξ in Eq. (3.1). In

BaFe2−xCoxAs2 this is partly due to electronic moments influenced by the applied magnetic

field [77], but also strong disorder that appears to be generic to all doped iron-arsenic

compounds. Since sensitivity of the fits to the high-field cutoff also influences the fitted

value of the magnetic penetration depth λ [76], it is necessary to adequately account for the

sources of smearing of the high-field tail.

Here TF-µSR measurements performed on an overdoped single crystal of BaFe2−xCoxAs2

32
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are presented. The effect of magnetism on the TF-µSR line shape and the complexity of

accounting for the contribution from the electronic moments in the analysis is discussed.

Next, details of a molecular dynamics (MD) method used to simulate the high degree of

frozen disorder observed in the vortex lattice of overdoped BaFe2−xCoxAs2 [63] are de-

scribed. The resultant vortex configuration with the corresponding level of disorder is then

used to calculate the magnetic field distribution n(B), and subsequently compared to the

standard method of convoluting n(B) of the ideal lattice with a Gaussian distribution of

fields.

4.2 Experiment

The TF-µSR experiments were performed on a BaFe1.82Co0.18As2 (Tc=21 K) single crys-

tal provided by the Correlated Electron Materials Group at Oak Ridge National Laboratory.

The sample was grown from a FeAs flux, as described elsewhere [82]. The crystal structure

of the sample is shown in Fig. 4.1. Magnetic susceptibility measurements at 20 Oe show a

sharp superconducting transition and complete diamagnetic screening, and energy disper-

sive x-ray spectroscopy measurements on different parts of the crystal indicate a uniform

Co composition. High-statistics TF-µSR spectra of 20 million muon decay events were

collected in magnetic fields H = 0.02− 0.5 T applied transverse to the initial muon spin

polarization P(0), and parallel to the crystallographic ĉ-axis (see Fig. 2.2).

The TF-µSR spectra were fitted in the time domain with Eq. (3.5), where the Gaus-

sian depolarization function accounts for the effects of nuclear dipolar fields and random

frozen vortex lattice disorder, and n(B) is calculated from Eq. (3.1) for T <Tc. Figure 4.2

shows a set of representative TF-µSR time spectra in BaFe1.82Co0.18As2 below and above

Tc and the corresponding fits. The GL coherence length calculated from the upper critical

field Hc2∼ 50 T of BaFe1.84Co0.16As2 with H ‖ ĉ is ξab∼
√

φo/πHc2∼ 26 Å [84]. This

represents a lower limit for the vortex core radius [76]. Yet fits of the TF-µSR spectra of

BaFe1.82Co0.18As2 show no sensitivity to the vortex cores at any field and converge with

values of ξ approaching zero. Figure 4.3(a) shows that even at H=0.5 T, where the vortex

density is highest, a high-field cutoff is not discernible in the TF-µSR line shape. We next

discuss one of the reasons for this.

Figure 4.4(a) shows the envelope of the TF-µSR signal at a temperature above Tc, and
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Figure 4.1: Schematic view of the crystal structure of BaFe2−xCoxAs2, with a quasi-two-

dimensional FeAs layer made of a square lattice of the Fe atoms in tetrahedrally coordi-

nated bonds to As anions that are staggered below and above the Fe lattice.

at applied magnetic fields of 0.02 T and 0.5 T. The observed exponential depolarization

is typical of dilute frozen spins or alternatively fast fluctuating electronic moments in a

paramagnetic state (see Section. 2.3). The latter interpretation is consistent with the obser-

vation of a paramagnetic (PM) shift of the average internal field
〈
Bµ
〉

sensed by the muons

at lower temperatures. This is evident in Fig. 4.4(b), which shows representative Fourier

transforms of P(t) at H = 0.02 T. Instead of the expected diamagnetic shift imposed by

the superconducting state,
〈
Bµ
〉

exceeds H. The magnitude of the PM shift increases with

increasing H and/or decreasing T .

The occurrence of a PM shift in the superconducting state of BaFe2−xCoxAs2 and

SrFe2−xCoxAs2 has been reported by others [55, 58], and implies that the majority of the

implanted muons sense an enhanced magnetic field due to the occurrence of magnetic order

in a large volume of the sample. Magnetic order is known to exist in underdoped samples

at H=0 [79] and is apparently induced in overdoped samples by the applied field. It is well

known that strong relaxation of the TF-µSR signal occurs even in long-range magnetically

ordered systems, and with decreasing temperature there must be an increased broadening

of n(B) associated with the growth of the correlation time for spin fluctuations. Yet the ef-

fects of magnetism on the linewidth and functional form of n(B) have not been previously



CHAPTER 4. EFFECT OF VORTEX LATTICE DISORDER ON TF-µSR 35

0 2 4 6 8- 0 . 2

- 0 . 1

0 . 0

0 . 1

0 . 2
( b )

B a F e 1 . 8 2 C o 0 . 1 8 A s 2

T  =  2 3  K

As
ym

me
try

T i m e  ( µs )

- 0 . 2

- 0 . 1

0 . 0

0 . 1

0 . 2

 

 
B a F e 1 . 8 2 C o 0 . 1 8 A s 2

T  =  3 . 9  K

As
ym

me
try

( a )

Figure 4.2: Real (from U and D positron detectors) and imaginary (from L and R positron

detectors) part of the TF-µSR spectra of BaFe1.82Co0.18As2 for an applied magnetic field

H = 0.5 T, at (a) T = 3.9 K and (b) T = 23 K, respectively. The solid curves through

the data points are fits of the TF-µSR spectra. The spectra in (a) are fitted to Eq. (3.5),

yielding λ=2214 Å, ξ=5 Å, σ=0.251 µs−1, and a paramagnetic shift of 8.6 G which is

discussed in the main text. In (b), the spectra are fitted to a depolarization function that

is a product of exponential (exp(−Λt)) and Gaussian (exp(−σ2t2/2)) functions, yielding

Λ=0.115±0.022 µs−1 and σ=0. Note that the spectra are plotted in a rotating reference

frame (RRF), with an RRF frequency of 67.2 MHz.
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Figure 4.3: TF-µSR line shape of BaFe1.82Co0.18As2 at H = 0.5 T and T = 3.9 K (green

circles). (a) The red curve is the Fourier transform of the fit in the time domain which

is presented in Fig. 4.2(a). (b) Fourier transform of a fit that assumes the model of field-

induced AFM order described by Eq. (4.1) (red curve). The fit yields σ=0.251 µs−1 and a

PM shift of 8.6 G. Other fit parameters are shown in Fig. 4.5. Note the Fourier transforms

have been normalized to their peak value nmax(B), and a Gaussian apodization has been

used to smooth out some of the ringing caused by the finite time range and scatter of the

data points at late times.
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Figure 4.4: (a) Envelopes of TF-µSR spectra of BaFe1.82Co0.18As2 in the normal state

at T = 23 K. The solid curves are fits to a single exponential relaxation function G(t)=

exp(−Λt), yielding Λ= 0.081± 0.003 µs−1 and Λ= 0.119± 0.003 µs−1 at H = 0.02 T

and H = 0.5 T, respectively. (b) TF-µSR line shapes of BaFe1.82Co0.18As2 below Tc at

H = 0.02 T. The dashed vertical line indicates the Larmor precession frequency of the

muon in vacuum at the applied field H.
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considered in TF-µSR studies of these compounds.

Accounting for such magnetism in the vortex state of BaFe1.82Co0.18As2 is nontrivial

because of the spatially varying superconducting order parameter and the likelihood that

the field-induced magnetism occurs in a nematic phase [80]. Even so we have achieved

excellent fits of the TF-µSR spectra of BaFe1.82Co0.18As2 to polarization functions that

incorporate different forms of enhanced magnetism in the vortex core region (e.g. com-

mensurate spin-density wave, ferromagnetism, spin glass). We expect the magnetism to be

strongest in the vortex core region where superconductivity is suppressed. As an example,

typical results for fits to one of these models of magnetism in the vortex state is described

next.

The model of magnetism considered here assumes the electronic moments on the Fe

atoms are frozen and antiferromagnetically aligned in the vortex cores, but rapidly fluc-

tuate in the spatial regions in between. Consequently, in addition to the usual practice of

multiplying P(t) by the Gaussian depolarization function of Eq. (3.6), P(t) is multiplied by

an exponential depolarization function exp(−Λt), as observed above Tc, to account for the

rapidly fluctuating magnetism outside the vortex cores. In addition, the AFM order in the

vortex cores is modeled by adding the following term to Eq. (3.1)

BAFM(r) = BAFMe−r2/2ξ2
AFM ∑

K

(
e−iK·r− e−iK·r′

)
, (4.1)

where K is the reciprocal lattice vector of the AFM square Fe sublattice of spacing 2.8 Å,

BAFM is the field amplitude, ξAFM governs a Gaussian radial decay of BAFM from the core

centre, and r and r′ are the position vectors for "up" and "down" spins, respectively. Such

localized magnetic order in the vortex core regions has the effect of smearing the high-field

cutoff, but can also introduce a low-field tail in n(B) [81]. As indicated by the large value

of ξ in Fig. 4.3(b), fits to this model are sensitive to the vortex cores. Figure 4.5 shows the

temperature dependence of the fitting parameters. As can be seen in Fig. 4.5(b), with de-

creasing temperature, the magnetism-induced depolarization evolves from exponential (Λ)

to Gaussian (σ). Considering Eqs. (2.14) and (2.16), this indicates that at high temperatures

(above Tc) the field-induced magnetism appears in the form of fast fluctuating electronic

moments that slow down and eventually lead to a pure Gaussian depolarization at the low-

est temperature. In addition, Figure 4.5(c) shows that both BAFM and the ratio ξAFM/ξ

increase with decreasing temperature, indicating that the magnetic order in the vortex cores
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is enhanced and has a greater spatial extent about the vortex cores at lower temperatures.

Consistent with behaviour deduced from TF-µSR measurements on

BaFe1.772Co0.228As2 [57], fits to a model without magnetism that are insensitive to the

vortex cores yield an unusual linear temperature dependence of 1/λ2 immediately below

Tc and a saturation of λ at low T (see Fig. 4.5(a)). To achieve such fits it is necessary to

fix ξ to a finite value. In this case ξ was fixed to be 5 Å at all temperatures. In contrast,

fits assuming static AFM order in the vortex cores exhibit a linear temperature dependence

well below Tc that is suggestive of nodes in the superconducting gap. However, these results

simply demonstrate the ambiguity in modeling such data. Without knowledge of the precise

form of the magnetism, the model presented here cannot be deemed rigorously valid. Next

the effect of vortex lattice disorder on the TF-µSR line shapes of BaFe1.82Co0.18As2 is

considered.

4.3 Effect of Random Frozen Vortex Lattice Disorder

In this section the effects of random frozen vortex lattice disorder on the TF-µSR line

shape is treated by numerical calculation. This rigorous approach is necessary due to the

high degree of disorder observed in doped iron-arsenic superconductors, which cannot be

accurately accounted for by simple Gaussian broadening (see Eq. (3.6)).

4.3.1 Simulation of a Disordered Vortex Lattice

To simulate vortex lattices bearing the degree of random frozen disorder observed in imag-

ing and diffraction experiments on BaFe2−xCoxAs2 at external fields H≤0.5 T, a molecular

dynamics (MD) method is used that is based on the procedure developed in Ref. [83]. In the

framework of Ginzburg-Landau (GL) theory, the interaction energy per unit length along

the vortex line between vortices at positions ri and r j in a two-dimensional (2D) plane is [1]

ε(ri j)=
Φ2

o
8π2λ2 K0

(ri j

λ

)
, (4.2)

where ri j is the separation between the vortices and K0 is a zeroth-order Hankel function

of imaginary argument [1]. The vortices in BaFe1.82Co0.18As2 are arranged in a disordered

hexagonal lattice. The intervortex spacing of an ideal hexagonal lattice is a=
√

2φo/
√

3B.
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Figure 4.5: Results of fits of the TF-µSR time spectra of BaFe1.82Co0.18As2 at H =0.5 T,

assuming the model of field-induced magnetic order described in the main text. Tempera-

ture dependence of (a) 1/λ2, (b) the depolarization rates σ (Gaussian) and Λ (exponential),

(c) BAFM and the ratio ξAFM/ξ. Also shown in (a) are results of fits without magnetic order,

but with ξ fixed to be 5 Å (blue circles), as is necessary to achieve convergence.
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Figure 4.6: Plot of the intervortex interaction energy as a function of the separation ri j be-

tween two vortices. Here the magnetic penetration depth λ=2a, where a is the intervortex

spacing in the ideal ordered lattice.

Hence at H = 0.5 T the average intervortex spacing is ∼ 690 Å. On the other hand, the

GL coherence length ξ estimated from the upper critical field Hc2 of BaFe1.84Co0.16As2

is ∼26 Å [84]. Since the vortex core radius is approximately ξ, the core region accounts

for ∼ 1% of the sample volume. In this case the Hankel function K0(ri j/λ) in Eq. (4.2)

can be simply approximated by the two limiting forms
√

πλ/2r exp(−r/λ) at r→∞, and

ln(λ/r)+0.12 for ξ� r� λ. Figure 4.6 shows the interaction energy as a function of the

separation between two vortices.

In the simulation each vortex is considered as a point particle, with its position being

the centre of the vortex core. Initially, a number of N vortices are sitting randomly within a

circular region of radius R�λ, with a vortex density equivalent to that of the corresponding

ideal hexagonal vortex lattice. In each MD step, the ith vortex at position ri(t) has an

average velocity vi(t) that is related to the force F(ri(t), t) acting on it as follows

vi(t) = F(ri(t), t)/η , (4.3)

where η is a frictional coefficient assumed be equal for all vortices, with η=1 here. The
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force F(ri(t), t) is given by

F(ri(t), t) =−∇U(ri(t), t)+Fcen(ri(t))+Frand(t) . (4.4)

Here U is the potential energy due to interactions with all other vortices at positions r<

R. The force Fcen accounts for the interaction with an analogous distribution of vortices

beyond r=R, and is evaluated numerically at each r≤ R at the beginning of the simulation.

The following approximation was used to ensure a uniform distribution of vortices for r<R

Fcen(r) =−
(

0.01+0.01
r
a

)
r̂ , (r≤R) (4.5)

The third term Frand in Eq. (4.4) is a random force used to control the degree of disorder.

At each MD step, the direction and magnitude of Frand are random, with magnitude of

Frand being sampled from a symmetric probability distribution centred about Frand=0. The

degree of disorder can be controlled by the magnitude of the standard deviation of Frand,

which is denoted here as δFrand.

In the MD method a modified "leapfrog" algorithm is used [83]

ri(t) = ri(t−∆t)+
1
2
[vi(t−∆t)+vi(t−2∆t)]∆t , (4.6)

where vi(t) is obtained from Eq. (4.3). To ensure faster stabilization of the vortex lattice,

the time increments ∆t were adjusted during the progression of the simulation so that at

late times ∆t is shorter. In our simulations, N1 steps were taken with ∆t=∆t1, followed by

N2 steps with ∆t =∆t2, where t2 < t1 and N2≥N1. Because solid boundary conditions are

implemented (i.e. the vortices are confined to r≤R), after a sufficient number of MD steps

the spatial region close to r=R is more densely populated with vortices. To circumvent

this problem, a narrow annular region near r=R is removed prior to generating n(B). As

shown in Figs. 4.7(a) and 4.7(b), there is a uniform density of vortices in the remaining

inner region.

Next, the separation ri j =
∣∣ri− r j

∣∣ is calculated for a sufficiently large number of ran-

domly chosen pairs of vortices in the resultant disordered lattice. The distribution of ri j is

an approximation of the so-called "radial distribution function" (RDF) [85], which reflects

the degree of random frozen disorder of the vortex lattice. Figure 4.7(c) shows the RDF for

the two simulated disordered lattices, together with that for an ideal lattice. The RDF of an



CHAPTER 4. EFFECT OF VORTEX LATTICE DISORDER ON TF-µSR 43

6 6 . 5 6 7 . 0 6 7 . 5 6 8 . 0 6 8 . 5 6 9 . 0 6 9 . 5 7 0 . 0
0 . 0 0

0 . 0 5

0 . 1 0

0 . 1 5

0 . 2 0

0 . 2 5

0 . 3 0 ( d )
n(B

)/n
ma

x(B)
 

B  ( G )

 I d e a l
 ( a )
 ( b )

0 . 0 0 . 5 1 . 0 1 . 5 2 . 0 2 . 5 3 . 0 3 . 5 4 . 0 4 . 5
0

5 0
1 0 0
1 5 0
2 0 0
2 5 0
3 0 0
3 5 0 ( c )

RD
F

r / a

 I d e a l
 ( a )
 ( b )

- 1 0 - 5 0 5 1 0
- 1 0

- 5

0

5

1 0

 x / a
 y/a

( b )

- 1 0 - 5 0 5 1 0
- 1 0

- 5

0

5

1 0

 x / a

 y/a

( a )

Figure 4.7: (a), (b) Simulated vortex lattices for two different degrees of random frozen

disorder, generated after N1=500 MD steps with time increment ∆t1=0.002 followed by

N2=500 MD steps with time increment ∆t2=0.001, with (a) δFrand=0.2 and (b) δFrand=

1.5. A total number of N =5000 vortices were used in both simulations. The horizontal

and vertical scales are normalized with respect to the intervortex spacing of the ideal vortex

lattice. (c) RDF of the ideal lattice and the disordered lattices of (a) (red) and (b) (green).

(d) n(B) of the ideal hexagonal vortex lattice (black), and vortex lattices of (a) (red) and (b)

(green). Note n(B) is normalized with respect to the peak height of the field distribution

of the ideal vortex lattice nmax(B). In all three simulations, the density of vortices and the

magnetic field profile of the individual vortices are the same.
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ideal vortex lattice is a sum of delta functions. However, the RDF for the simulated disor-

dered vortex lattice is characterized by peaks centered at different values of r. The widths

of these peaks increase with increasing r and increasing degree of disorder (see Fig. 4.7(c)).

4.3.2 Magnetic Field Distribution

The form of the magnetic field profile B(r) of an individual vortex in the simulations (see

Fig. 1.2) was chosen such that n(B) of a perfectly ordered hexagonal vortex lattice resem-

bles that generated by the analytical GL model [86]. To determine n(B) of the simulated

disordered vortex lattice, a small region about r= 0 was chosen for sampling. The local

field B at randomly chosen sites in this region was calculated by summing up the indi-

vidual field profiles of all vortices. The n(B) corresponding to the vortex arrangements in

Figs. 4.7(a) and (b), along with that for a perfectly ordered hexagonal lattice, are shown in

Fig. 4.7(d). As expected, line broadening and smearing of the high-field cutoff is enhanced

with an increasing degree of random frozen disorder.

Figure 4.8(a) shows two different magnetic field distributions of an ideal hexagonal

vortex lattice generated from the analytical GL model. In Fig. 4.8(b) we show these same

field distributions convoluted by a broad Gaussian distribution of field, and compared to

a MD simulation characterized by an RDF resembling that determined experimentally for

BaFe1.81Co0.19As2 [63] (see Fig. 4.9). Note the difference between both the horizontal and

vertical scales for Figs. 4.8(a) and 4.8(b). The standard approach of modeling vortex-lattice

disorder in TF-µSR studies of single crystals fails to precisely describe the field distribution

produced by the MD method. Furthermore, because the degree of disorder is substantial,

the large Gaussian broadening means that the fitting parameters λ and ξ are no longer

unique. This is demonstrated in Fig. 4.8(b), where very similar line shapes are obtained for

very different values of λ and ξ.

It has been shown here that field-induced magnetism and/or random frozen disorder

introduce considerable uncertainty in the values of λ deduced from TF-µSR measurements.

Note that disorder in the sample also limits the mean free path of the charge carriers and

causes pair breaking that affects λ. It is a major challenge to model these contributions to

n(B) in a reliable way. An additional complication to the problem is that precise knowledge

of how these two factors evolve with temperature is lacking. Consequently, caution is
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Figure 4.8: (a) Magnetic field distribution of an ideal hexagonal vortex lattice generated

from an analytical GL model [86] for two different sets of the parameters λ and ξ. (b)

Magnetic field distribution of a simulated highly disordered lattice with a RDF closely

resembling that of BaFe1.81Co0.19As2 [77] (see Fig. 4.9). Also shown are the field distribu-

tions of (a) convoluted with a Gaussian distribution of fields corresponding to a Gaussian

relaxation rate σ in the time domain.
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Figure 4.9: Radial distribution function (RDF) of the vortex lattice of BaFe1.81Co0.19As2

at H =0.5 T from Ref [63] (dashed curve) and of the simulated disordered vortex lattice

shown in the lower right generated by molecular dynamics (MD). The horizontal scale is

normalized with respect to the intervortex spacing a=691 Å of the ideal hexagonal vortex

lattice.
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warranted in drawing conclusions about the symmetry of the superconducting pairing gap

from TF-µSR measurements on doped iron-arsenic superconductors.



Chapter 5

Nuclear Contribution to the ZF-µSR
Spectrum

5.1 Introduction

Recently, zero-field (ZF) µSR has been used to search for weak magnetism associated with

possible loop-current order in the pseudogap region [40] and ferromagnetism in the heav-

ily overdoped regime [88] of single crystal La2−xSrxCuO4 (LSCO). A nuisance in these

measurements is the contribution of the nuclear dipoles, which can be the dominant re-

laxation mechanism. The contribution of the nuclear dipoles to the single crystal ZF-µSR

signal is not only dependent on the muon site, but also on the orientation of the initial muon

spin polarization P(0) with respect to the crystallographic axes. When P(0) is parallel to

the ĉ-axis, the ZF-µSR spectrum of single crystal LSCO over a wide doping range is ap-

proximately described by a static Gaussian Kubo-Toyabe function GKT(t) (see Eq. (2.9)).

However, this is not the case when P(0) is perpendicular to the ĉ-axis. In particular, P(t)

deviates substantially from GKT(t) beyond t∼ 6 µs and dips below zero at t∼ 8 µs [40].

Consequently, fitting with Eq. (2.9) requires truncating the ZF-µSR signal.

Here two advances in the application of ZF-µSR to studies of LSCO single crystals

are presented. First, ZF-µSR spectra consisting of a high enough number of counts are

presented to deduce whether static magnetic order exists. Secondly, an attempt is made

to model more accurately the contribution of the host nuclei to the ZF-µSR signal of sin-

48
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gle crystal LSCO, and to determine possible muon stopping sites via a comparison of the

calculations to the measured ZF-µSR spectra.

5.2 Experiment

The experiments were performed on platelet-like single crystals of La2−xSrxCuO4 (LSCO)

provided by Seiki Komiya and his research group from Central Research Institute of Elec-

tric Power Industry, Tokyo, Japan. The samples were cut from a traveling-solvent floating

zone (TSFZ) growth rod. The TSFZ growth procedure that was followed is described in

Ref. [89]. The single crystals cut from the TSFZ rod were annealed at 800◦C to 900◦C in

an oxygen partial pressure to remove oxygen defects in accordance with the oxygen non-

stoichiometry of LSCO [90]. Magnetic susceptibility measurements of the bulk supercon-

ducting transition temperature by a superconducting quantum interference device (SQUID)

yielded Tc=37.6, 37.3, 30, and 17 K for x=0.15, 0.166, 0.216, and 0.24 samples, respec-

tively. Note that the Sr content x is equivalent to the hole doping concentration. Figure. 5.1

shows the pseudogap temperature T ∗ from Ref. [94] and the superconducting transition

temperatures for the samples studied here. ling-solvent floating zone (TSFZ) growth rod.

The TSFZ growth procedure that was followed is described in Ref. [89]. The single crys-

tals cut from the TSFZ rod were annealed at 800◦C to 900◦C in an oxygen partial pressure

to remove oxygen defects in accordance with the oxygen nonstoichiometry of LSCO [90].

Magnetic susceptibility measurements of the bulk superconducting transition temperature

by a superconducting quantum interference device (SQUID) yielded Tc =37.6, 37.3, 30,

and 17 K for x=0.15, 0.166, 0.216, and 0.24 samples, respectively. Note that the Sr content

x is equivalent to the hole doping concentration. Figure. 5.1 shows the pseudogap temper-

ature T ∗ from Ref. [94] and the superconducting transition temperatures for the samples

studied here.

ZF-µSR measurements of the LSCO single crystals were performed on the M15 and

M20B surface muon beam lines at TRIUMF. The samples were mounted with the crys-

tallographic ĉ-axis parallel to the muon beam momentum (see Fig. 2.2). The initial muon

spin polarization P(0) was oriented perpendicular to the ĉ-axis of the LSCO single crystals

using a Wien filter. This has the advantage that neither positron detector directly faces the

incoming muon beam, which has a certain degree of positron contamination. The recorded
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Figure 5.1: The pseudogap temperature T ∗ (solid circles) adapted from Ref. [94] and the

superconducting transition temperature Tc (open circles) for the LSCO samples studied

here.
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Figure 5.2: ZF-µSR signal of a x=0.166 LSCO single crystal at T =15 K recorded with

the initial muon spin polarization P(0) perpendicular to the ĉ-axis. The solid curve is a fit

of the data below t=6 µs to Eq. (2.9).
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Figure 5.3: Comparison of the ZF-µSR signals of the x= 0.166 LSCO at T = 15 K and

T = 158 K measured over a 10 µs time range. The solid curves are fits to the relaxation

function Eq. (5.1).

spectra contain∼ 12 million muon decay events, sufficient to determine the late time ZF-

µSR signal at t>8 µs.

For all of the samples studied here, the static Gaussian Kubo-Toyabe function GKT(t)

fails to describe the ZF-µSR spectra when P(0)⊥ĉ. Figure 5.2 shows the ZF-µSR signal for

the x=0.166 sample, which starts to deviate from GKT(t) at t∼6 µs. To more accurately

describe variations in the functional form of the ZF-µSR signal as a function of temperature

and hole doping x, we fit the ZF-µSR spectra to a simple phenomenological relaxation

function

G(t) = exp[−(Λt)K]cos[ν(T )t] , (5.1)

with the relaxation rate Λ and the exponent K treated as temperature independent quantities,

and the frequency ν being the only fitting parameter allowed to vary with temperature.

Figure 5.3 shows representative ZF-µSR spectra for the x = 0.166 sample that are well

described by Eq. (5.1) over the entire 10 µs time range. The evolution of the ZF-µSR signal

with temperature is reflected in the temperature dependence of ν shown in Fig. 5.4(a).

Note that T >150 K is above the pseudogap temperatures T ∗ of the x= 0.166, 0.216 and
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0.24 samples, as can be seen in Fig. 5.1. Consistent with the findings of MacDougall

et al. [40], the ZF-µSR signal does not exhibit a temperature dependence characteristic

of a magnetic phase transition in any of the samples studied. At T = 200 K, the value

of ν is clearly reduced, but by the same amount for the x= 0.15 and x= 0.24 samples

(see Fig. 5.4(a)). Hence the reduction of ν at high temperatures is attributed to muon

diffusion, whereby the mobile µ+ sees a time-averaged field over its life time. This same

conclusion was reached in Ref. [40]. The weak temperature dependences of Λ and K

below x∼ 0.22 likely reflects the effects of the Sr substitution, which slightly modifies

the nuclear dipole contribution to the relaxation, but it may also reflect possible effects of

having the initial muon spin polarization P(0) oriented in a different direction in the ab

plane (see Sec. 5.7). The distinct drop in these parameters for the x=0.24 sample may be

associated with electronic phase separation into hole-rich and hole-poor regions. Evidence

for electronic phase separation in overdoped LSCO is reported elsewhere (see for example

Ref. [91]). This distinct drop may also be related to an anomalous occurrence of Curie

paramagnetism in overdoped LSCO [92, 93, 95]. These fluctuating paramagnetic moments

may lead to a more exponential muon spin relaxation (see Sec. 2.2.3), corresponding to

smaller Λ and K values.

Weak magnetic order resembling that in the theoretical CC phase was observed in po-

larized neutron scattering measurements of YBCO single crystals [21, 22, 23]. However,

a ZF-µSR study [36] of the same YBa2Cu3O6.6 single crystal examined in the neutron

scattering experiment of Ref. [22] shows that the weak magnetic order is discernible as a

small-amplitude, rapidly damped oscillatory component in the early time range of the ZF-

µSR signal. This indicates that the magnetic order occupies only a small volume fraction

of the sample (∼ 3%), and hence is a minority phase. The early time range of the ZF-

µSR signal of the x=0.166 LSCO sample is shown in Fig. 5.5. There is no evidence of a

small-amplitude oscillatory component. Examination of the early time ZF-µSR spectra of

the other LSCO samples likewise does not reveal evidence for the unusual weak magnetic

order observed by polarized neutron scattering, which in LSCO is short range [23].

It is fairly clear that in the LSCO samples studied here, the ZF-µSR relaxation is pre-

dominantly due to the host nuclei, since the ZF-µSR signal is essentially temperature inde-

pendent. The following sections are dedicated to modeling the ZF-µSR muon spin depo-

larization caused by the surrounding host nuclei.
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Figure 5.4: Results of fits to Eq. (5.1). (a) Temperature dependence of ν for the 4 different

samples. (b) Dependence of the relaxation rate Λ (solid squares) and the exponent K (open

circles) on Sr content x. Note both Λ and K are temperature independent fit parameters.
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Figure 5.5: The early time ZF-µSR signal of the x=0.166 LSCO single crystal at T =2.5

K shown over the first 1 µs. The solid curve is a fit to the relaxation function of Eq. (5.1).

5.3 Theoretical Model

Here a system where the µ+ couples to N surrounding nuclear spins I of the host mate-

rial via dipolar and quadrupolar interactions is considered. Furthermore, the nuclear spins

interact amongst themselves via the dipolar interaction and are coupled to the crystal elec-

tric field via quadrupolar interactions. The sum of these interactions is described by the

following Hamiltonian in SI units [72, 96, 98]

H =
N

∑
j=1

H j =
N

∑
j=1

(HD
j +HQ

µ j +HQ
o j)+∑

i, j
Hnn

i j , (5.2)

where

HD
j = h̄ω

D
j [S · I j−3(S ·n j)(I j ·n j)] , (5.3)

and

HQ
µ j = h̄ω

Q
µ [(I j ·n j)(I j ·n j)− I j(I j +1)/3] , (5.4)

and

Hnn
i j =

µo

4π

h̄2
γIiγI j

r3
i j

[Ii · I j−3(Ii ·ni j)(I j ·ni j)] . (5.5)
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In the above equations HD
j is the dipole-dipole interaction between the µ+ and the jth

nucleus, with the jth dipolar coupling constant defined as

h̄ω
D
j =

µo

4π

h̄2
γµγI

r3
j

. (5.6)

In the above equations n j is the unit vector pointing in the direction along the straight

line that connects the muon to the jth nucleus located a distance r j away, and γµ and γI

are the gyromagnetic ratios of the muon and nuclei, respectively. The interaction term

HQ
µ j is associated with the quadrupolar energy of the nuclear spin I j due to the electric field

gradient (EFG) generated by the positive muon charge. Assuming that there is no screening

of the positive muon charge by free charge carriers, the quadrupolar coupling coefficient

for the jth nucleus is given by [66]

h̄ω
Q
µ j =−

1
4πεo

3e2Q j

2I j(2I j−1)
1
r3

j
, (5.7)

where Q j is the nuclear quadrupolar moment. Note that ω
Q
µ j is dependent on the muon-

nucleus separation via the factor 1/r3
j .

The term HQ
o j in Eq. (5.2) represents the quadrupolar coupling of the jth nucleus to the

crystal EFG. This term appears in the Hamiltonian only if the symmetry of the surrounding

charge density around the nucleus is non-cubic, otherwise the net EFG at the nucleus van-

ishes. Consequently, for materials in which there is cubic symmetry, such as pure copper,

HQ
o j is zero. However, in crystals with an inhomogeneous charge distribution, HQ

o j can be

the dominant contribution to the quadrupolar interaction. This is the case in LSCO. The

explicit form of HQ
o j for LSCO will be shown later.

The last term Hnn
i j in Eq. (5.2) describes the dipolar interaction between nuclear spins

Ii and I j. In Eq. (5.5) ni j is the unit vector pointing along the straight line between the ith

nucleus and the jth nucleus. As will be shown later, since γI <0.1γµ for both the Cu and

La nuclei, Hnn
i j has little effect on the muon spin relaxation over the ∼ 10 µs time range

considered, and therefore can be neglected [98].
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5.4 Exact Calculation

For simplicity, in this section we consider a system where the quadrupolar coupling of the

nuclei to the crystal EFG is zero, i.e. HQ
o j=0 in Eq. (5.2). Calculations with HQ

o j 6=0 will be

presented later for the case of LSCO.

In order to perform the calculation we use the matrix representation of the Hamiltonian

H. Since each surrounding nucleus has a total spin of I j, the matrix representation of its

spin operator will have dimension D j = 2I j + 1. Hence H of the entire coupled system,

including the S = 1/2 muon and N nuclei, will have D = 2∏
N
j=1 (2I j +1) basis states.

The D×D Hamiltonian is then diagonalized to obtain its D eigenvalues E j and the D×D

unitary matrix U containing the corresponding eigenstates.

In our problem the incoming muon spins are fully polarized, as is essentially the case

in the experiments the calculations will be compared to. We take the initial muon spin

polarization orientation to be directed along the +ẑ-axis, and define this as the quantization

axis. The initial nuclear spin configurations are unknown, but each possible configuration

is equally probable. The density matrix formalism is used, where the D×D density matrix

at time zero ρ(0) is initialized such that it represents an ensemble of the system with fully

polarized muon spins and unpolarized nuclear spins,

ρ(0) =
1
2

(1+σz
µ)

∏
N
j (2I j +1)

, (5.8)

where σz
µ = 2Sz is the z component of the Pauli spin matrices. The time evolution of the

measured muon spin polarization along the +z direction is therefore given by

P(t) = Tr[e
−iHt

h̄ ρ(0)e
iHt
h̄ σ

z
µ] . (5.9)

In general it is tedious difficult to represent the operator exp(−iHt/h̄) in matrix form.

However, if we transform the Hamiltonian into its basis of eigenstates, then

e
−iHt

h̄ =Ue
−iHeit

h̄ U† . (5.10)

Here U is a unitary matrix which defines a unitary transformation of H, exp(−iHeit/h̄) is

a diagonal matrix with the exponentials of the eigenvalues Ei on its diagonal. Therefore
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Eq. (5.9) can be expressed as

P(t) = Tr[Ue
−iHeit

h̄ U†
ρ(0)Ue

iHeit
h̄ U†

σ
z
µ]

= Tr[e
−iHeit

h̄ U†
ρ(0)Ue

iHeit
h̄ U†

σ
z
µU ]

= Tr[e
−iHeit

h̄ ρ
′
(0)e

iHeit
h̄ σ

z′
µ ] , (5.11)

where ρ
′
(0)=U†ρ(0)U and σz′

µ =U†σz
µU are the initial density matrix and the z-component

Pauli spin matrix represented in the basis of eigenstates, respectively.

We now outline a scheme for constructing the matrix representations of the Hamiltonian

of Eq. (5.2). For the jth nucleus with a total spin of I j, there are D j = 2I j + 1 eigenstates

of Îz, which can be arranged in descending order of their eigenvalues and represented by

a set of D j column vectors {wq j}, where q j = 1,2, ...,D j for each nucleus indexed by

j = 1,2, ...,N. The column vectors have length D j and entries wq j
α = δα,q j , where α=

1,2,3, ...,D j, such that wq j represents the jth nucleus with z component of spin I j− (q j−
1). In addition, the muon eigenstates can similarly be represented as a set of two column

vectors, {wqµ}, where qµ = 1,2.

The basis of the entire coupled spin system can be written as the direct product of the

bases of the individual spin systems using the Kronecker product of the matrices given by

(A⊗B)rs = Ai jBkl , (5.12)

where A has dimensions m×n, B has dimensions u×v, r = u(i−1)+k and s= v( j−1)+ l.

Hence the matrix (A⊗B) has dimensions mu×nv. The basis of the system is then taken as

wk = wqµ⊗
(
⊗N

j=1wq j
)
, (5.13)

and ordering the wk in "lexical order"with respect to the wq j , k is given by

k = (qµ−1)
D
2

[
N

∑
j=1

D j(q j−1)

]
. (5.14)

The first term in Eq. (5.3) may be expanded as follows

S · I j = SxIx j +SyIy j +SzIz j

=
x,y,z

∑
α

SαIα j , (5.15)
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where SαIα j is given by

SαIα j = Sα⊗ IID1⊗ IID2⊗ ...⊗ Iα j ⊗ ...IIDN

= Sα⊗
(
⊗ j−1

i=1 IIDi

)
Iα

(
⊗N

i= j+1IIDi

)
, (5.16)

with IIn representing the n×n identity matrix. The second term in Eq. (5.3) is given by

3(S ·n j)(I ·n j) = 3
(x,y,z

∑
α

nα jSα j

)(
⊗ j−1

i=1 IIDi

)
⊗
(x,y,z

∑
α

nα jIα j

)
⊗
(
⊗N

i= j+1IIDi

)
. (5.17)

The first quadrupolar term in Eq. (5.4) is given by

(I j ·n j)(I j ·n j) = II2⊗
(
⊗ j−1

i=1 IIDi

)
⊗

[(x,y,z

∑
α

nα jIα j

)
×

(
x,y,z

∑
β

nβ jIβ j

)]
⊗
(
⊗N

i= j+1IIDi

)
.

(5.18)

Finally, the second quadrupolar term in Eq. (5.4) is given by

1
3

I j(I j +1) =
1
3

I2⊗
(
⊗ j−1

i=1 IIDi

)
I j(I j +1)IID j ⊗

(
⊗N

i= j+1IIDi

)
. (5.19)

5.5 Copper: An Archetype

To illustrate the validity of the general assumptions in our calculations, as an example

we now proceed to calculate P(t) in copper. In pure copper, which has a face-centred

cubic (FCC) crystal structure, the positive muon resides at the octahedral site between 6

Cu atoms. Consequently, we consider a system in which the muon interacts with these 6

nearest neighbour Cu nuclei.

5.5.1 Importance of Quadrupolar Coupling

Figure 5.6(a) shows the time evolution of the muon spin polarization of pure copper at

zero field, calculated with and without the quadrupolar term. The quadrupolar interaction

has a significant effect on the muon spin relaxation. Figure 5.6(b) shows a comparison of

P(t) for two different orientations of the initial muon spin polarization P(0). In copper,

P(t) displays little dependence on the initial muon spin orientation. Assuming the lattice

constant a=3.61 Å of copper is unaffected by the presence of the positive muon, and that
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Particle/Nuclei Natural Abundance Spin
γ Q ω

Q
o

rad ·MHz/T 10−30m−1 MHz

µ+ N/A 1/2 851.616 N/A N/A
63Cu 69.17% 3/2 71.118 -22 213.6
65Cu 30.83% 3/2 76.044 -20.4 194.8
139La 99.91% 7/2 38.083 20.0 40.2

Table 5.1: Parameters used in the calculations. γ is the gyromagnetic ratio and Q is the nu-

clear quadrupolar moment. In calculations, γCu and QCu are weighted averages of the val-

ues of the two isotopes, accounting for their different natural abundances. Note that since
139La has near 100% abundance, the contribution of 138La is ignored. The quadrupolar cou-

pling frequency due to the crystal electric field gradient of a particular nuclear species is

ω
Q
o =2πνQ, where the values of νQ are taken from Nuclear Quadrupolar Resonance (NQR)

experiments [96, 97].

there is no screening of the muon charge, Eq. (5.7) gives a quadrupolar coupling frequency

of ω
Q
µ =4.0 MHz, whereas ω

Q
µ determined by experiment is 3.2 MHz [98]. Nevertheless,

the calculated P(t) for copper is not dependent on whether one assumes the calculated or

experimental value of ω
Q
µ , as shown in Fig. 5.6(c). In pure copper the dipolar coupling

frequency ωD=0.11 MHz�ω
Q
µ . In general one expects that the muon spin relaxation will

be independent of ω
Q
µ as long as ω

Q
µ /ωD�1. Consequently, the assumption of no charge

screening on the positive muon is appropriate here. However, if ω
Q
µ /ωD∼ 1, the dipolar

and quadrupolar contributions are both relevant, leading to substantially different forms of

P(t), as is demonstrated in Fig. 5.6(c).

5.5.2 Omission of Nuclear-Nuclear Dipolar Interaction

The dipolar interaction among the nuclear spins Hnn was omitted in the calculations shown

above, because γI < 0.1γµ. This approximation is verified in Fig. 5.7, which shows very

similar P(t) curves calculated with and without Hnn. Consequently, Hnn is neglected in the

forthcoming calculations.
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Figure 5.6: Calculated muon spin relaxation function P(t) for µ+ in pure copper, with

the muon residing at the octahedral interstitial site of the FCC crystal structure. In all

calculations shown here, the initial muon spin polarization P(0) is perpendicular to the

crystallographic ĉ-axis, and the muon interactions are with the six nearest neighbouring Cu

nuclear spins. (a) Comparison of P(t) calculated with (red curve) and without (green curve)

the quadrupolar interaction HQ
µ between the µ+ and the nuclear spins. (b) Comparison of

P(t) for initial muon spin polarization P(0) oriented 45◦ (green) and 75◦ (red) with respect

to the crystallographic â-axis. (c) P(t) for different values of the quadupolar coupling

frequency ω
Q
µ . Note that the black curve corresponds to an ω

Q
µ that is comparable to the

dipolar coupling frequency ωD, with ω
Q
µ /ωD∼3 .
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Figure 5.7: Calculated muon spin relaxation function for pure copper, with and without the

dipolar interaction Hnn among nuclear spins.

5.6 Approximate Calculation

Determining P(t) involves calculating the eigenvalues and eigenvectors of the Hamiltonian

matrix with dimension D= 2∏
N
j (2I j+1). For the calculations in Cu in the last section, D=

8192. The dimension D evolves exponentially as the number of nuclei included increases,

making this exact calculation unfeasible as N becomes too large. We therefore resort to

a technique developed by Celio [98] to study P(t) in pure copper, which is based on the

Trotter formula and random phase approximation.

The Trotter formula for a set of Hermitian operators A j ( j = 1,2, ...n) is given by

exp(A1 +A2 + ...+An) = lim
k→∞

[exp(A1/k)exp(A2/k) · · ·exp(An/k)]k . (5.20)

Here k is an integer and is chosen to be large enough to ensure convergence. Using

Eq. (5.20), the time evolution operator exp(−iHt/h̄) in Eq. (5.9) can be expressed as

exp(−iHt/h̄) = exp

(
−i

N

∑
j=1

H jt/h̄

)
= lim

k→∞
[exp(−iH1t/h̄k)exp(−iH2t/h̄k) · · ·exp(−iHNt/h̄k)]k . (5.21)
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Since the Hamiltonian H j involves only the muon spin and a single nuclear spin, it there-

fore has dimension D j = 2I j(I j + 1). This Hamiltonian acts only on a small subspace (of

dimension D j) of the basis of the total Hamiltonian H. Consequently, in Eq. (5.21) one just

has to diagonalize the smaller N different Hamiltonians H j and multiply the results accord-

ingly. The precision of the approximation is determined by the number of multiplications

k.

To circumvent computing storage limitations, we choose to work in the Schrödinger

representation. For convenience, we use a different notation to denote the basis in Eq. (5.13)

as |ψm〉. The time evolution of the basis obeys

|ψm(t)〉= exp(−iHt/h̄) |ψm(0)〉

= lim
k→∞

[exp(−iH1t/h̄k)exp(−iH2t/h̄k) · · · (5.22)

· · ·exp(−iHNt/h̄k)]k |ψm(0)〉 .

The problem of calculating P(t) is now re-expressed as follows [98]

P(t) =
D/2

∑
m

wm 〈ψm(t) |σz|ψm(t)〉 , (5.23)

where wm = 2/D is the probability of starting from one initial pure basis |ψm(0)〉 with the

muon spin directed along the +ẑ-axis. The above equation involves calculating 〈σz〉 with

D/2 different initial states, which requires too much computing time. However, this prob-

lem can be avoided by using a method similar to the random-phase approximation [101].

The initial state of the system is chosen as follows

|φ(0)〉=
D/2

∑
m=1

(2/D)1/2eiλm |ψm(0)〉 , (5.24)

where each phase λm is taken to be random. This state evolves with time according to

|φ(t)〉=
D/2

∑
m=1

(2/D)1/2eiλm |ψm(t)〉 . (5.25)



CHAPTER 5. NUCLEAR CONTRIBUTION TO THE ZF-µSR SPECTRUM 63

Consequently, the muon spin polarization P(t) is given by

P(t) = 〈φ(t) |σz|φ(t)〉

=
D/2

∑
m=1

2
D
〈ψm(t) |σz|ψm(t)〉+

D/2

∑
m,n=1,

m 6=n

2
D

ei(λm−λn) 〈ψn(t) |σz|ψm(t)〉 . (5.26)

The first term in the last equation is equal to Eq. (5.23), while the second term converges to

zero at large D, as the random phases of different initial basis states interfere destructively.

We therefore obtain a solution that is fairly close to the precise calculation.

To test the applicability of this approximation method, we again consider muon spin re-

laxation in pure copper. The parameters used are the same as those in the exact calculation.

In real calculations, the accuracy of the approximated P(t) depends on the time increment,

∆t = t/k in Eq. (5.21) for each step. To ensure good agreement with the exact calculation,

∆t must be sufficiently smaller than the muon relaxation time scale. For the systems studied

here with a typical relaxation time scale of the order of∼10 µs, we find that ∆t =0.2 µs

is sufficient to guarantee good agreement with the exact calculation and the experimental

results (see Fig. 5.8).

5.7 La2−xSrxCuO4

5.7.1 Quadrupolar Interaction Due to Crystal EFG

In the above calculations the electric field gradient (EFG) on the nucleus is generated solely

by the Coulomb potential of the muon. Since the octahedral site in the crystal lattice of cop-

per has cubic symmetry, there is no EFG created by the crystal to consider. However, in sin-

gle crystal LSCO, the net EFG due to the crystal is nonzero. This is because LSCO adopts

a perovskite structure, with negatively charged copper-oxide layers sandwiched between

positively charged lanthanum-oxide layers. In fact, in LSCO, the quadrupolar coupling fre-

quency due to the crystal EFG is of the order of 100 MHz (Table. 5.1), while that due to the

EFG of the muon charge is typically smaller than 10 MHz. Consequently, the crystal EFG

becomes the dominant contribution to the quadrupolar interactions experienced by the host

nuclei, and the HQ
o j term in Eq. (5.2) must be included.
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Figure 5.8: Approximate calculation of P(t) for two different ∆t’s, compared to the exact

calculation (black curve) given in Sec. 5.5 and the experimental result [99] (solid points).

Note that the experimental data is an average of measurements between 40 ∼ 80 K.
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Figure 5.9: Orientation of the initial muon spin polarization P(0). The â, b̂, and ĉ axes are

the crystallographic axes of the LSCO crystal structure shown in Fig. 5.10(b).

Recall that HQ
o j is the quadrupolar coupling of the jth nucleus to the crystal EFG, which

in LSCO is given by [72, 96]

HQ
o j =

h̄ω
Q
o j

2

[
I2

jz−
1
3

I j(I j +1)+
1
6

η(I2
j++ I2

j−)

]
, (5.27)

where ω
Q
o j is the quadrupolar coupling frequency given in Table. 5.1, and η is the asymme-

try parameter associated with the symmetry of the EFG around the nucleus. In particular,

η= 0 corresponds to full axial symmetry. Due to the tetragonal crystal symmetry, the

crystal EFG of LSCO has high axial symmetry with respect to crystallographic ĉ-axis (see

Fig. 5.10(b)). For the Cu sites, η = 0.03 [100], while for La, η = 0.02 [97].

In Eq. (5.27) the ĉ-axis is the quantization axis, which is parallel to ẑ. Consequently,

with the direction of initial muon spin polarization at a polar angle θ and azimuthal angle β

with respect to the crystal crystallographic axes as shown in Fig. 5.9, the initial muon spin

state is denoted by
(

cos θ

2e−iβ/2,sin θ

2eiβ/2
)T

. Hence, similar to Eq. (5.13), the complete

initial state of the Hamiltonian for a particular initial nuclear spin configuration becomes

|ψm(0)〉=
(

cos
θ

2
e−iβ/2,sin

θ

2
eiβ/2

)T

⊗
(
⊗N

j=1wq j, j
)
, (5.28)
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and the expectation value to be calculated becomes 〈S′〉, with

S′ = sinθcosβ Sx + sinθsinβ Sy + cosθ Sz (5.29)

=
1
2

(
cosθ sinθe−iβ

sinθeiβ −cosθ

)
.

5.7.2 General Considerations

Having demonstrated the efficiency and accuracy of the approximation method in deter-

mining the muon spin relaxation function P(t), we now use this method to calculate P(t)

in single crystal LSCO. The parameters used in the following calculations are given in Ta-

ble 5.1. Note that the Sr nuclei are not included in the interactions. This is because among

the four stable isotopes of Sr, only 87Sr has nonzero spin. Furthermore, although 87Sr has

spin I=9/2, its natural abundance is only 7% and in LSCO less than∼ 15% of the La are

substituted with Sr. This is consistent with ZF-µSR measurements of LSCO single crystals

presented here and by MacDougall et al. [40], which do not show an appreciable depen-

dence on Sr content. Note that the weak temperature dependence shown below x∼ 0.22

in Fig. 5.4(b) may be partially due to changes in the lattice constants with substitution of

La with the smaller Sr atom. Nevertheless, the calculations here are performed under the

assumption of the muon residing in a single crystal of the parent compound La2CuO4. In

addition, for Sr content above x≈0.15, the electronic moments of the Cu atoms are rapidly

fluctuating outside the µSR time window [105], making their contributions to the muon

spin relaxation negligible. Consequently, the electronic moments of Cu are neglected in

the calculations shown below.

Only nearest-neighbour nuclei are considered in the calculation, as nuclei located fur-

ther away from the muon have little effect on the muon spin relaxation in the µSR time

range of∼10 µs. This is demonstrated in Fig. 5.10(a), where P(t) has been calculated for

the muon sites Ba and Bb (see Table 5.2). Both Ba and Bb correspond to the same muon

site and initial muon spin polarization P(0), but with the latter including three additional

Cu nuclei located at distances further away from the muon.
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Figure 5.10: (a) Muon spin relaxation function P(t) for the same muon site and P(0),
but taking into account a different number of nuclei (see Table. 5.2 for explanation of the

sites Ba and Bb). (b) Tetragonal unit cell of LSCO. The La atoms at different sites are

distinguished by numerical labels 1 and 2. The lattice constants reported by Radovic et

al. [102] are a=3.80 Å , b=3.80 Å and c=13.12 Å . Note that slightly different values of

the lattice constants are reported by different experiments on different samples. Yet these

differences pose little effect on the results. In addition, a and b are treated as equivalent

given that even in the tetragonal phase they differ by only 1%.
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The experimentally observed ZF-µSR spectra suggest a rather weak dependence of P(t)

on the direction of the initial muon spin polarization P(0) in the ab plane, when P(0) is

perpendicular to the crystallographic ĉ-axis. However, in the calculations here, the strength

of the dependence of P(t) on the direction of P(0) is found to vary significantly for different

muon sites, as is shown in Fig. 5.12. The variation of P(t) for different orientations of P(0)
in the ab plane is negligible only at muon sites that are highly symmetric with respect to

the crystal lattice, such as the (0,0,z) site (see Fig. 5.11). This is similar to the situation in

Fig. 5.6 where the muon in copper is located at the symmetrical octahedral site.

Experimentally, a much slower muon spin relaxation is observed in ZF-µSR measure-

ments on LSCO when P(0) ‖ ĉ [40]. This is consistent with the calculations here, as shown

in Figs. 5.11 and 5.12. Since P(t) for the case P(0) ‖ ĉ does not dip below zero, the ZF-µSR

spectra for this orientation can be fit with the static Gaussian Kubo-Toyabe function. The

dependence of P(t) on the muon site for P(0) ‖ ĉ or P(0)⊥ĉ means that the ZF-µSR signal

can be used to determine the muon site in LSCO, provided that there is only a single muon

site, the muon does not diffuse, and there are no other sources of relaxation (e.g. electronic

moments and/or loop-current order).

One might expect a muon site that is symmetric with respect to the electrostatic Coulomb

potential of the crystal. However, for muon sites (x,x,z) where x 6= 0, P(t) for the case

P(0)⊥ĉ changes significantly as the orientation of the initial muon spin polarization is

varied within the ab plane (see Fig. 5.12(a)). This seems inconsistent with our experi-

ments, where the orientation of P(0) in the ab plane was certainly different for certain

measurements on the same single crystal, but the ZF-µSR spectra looked similar. The cal-

culations here show that the P(t) for various directions of the initial muon spin polarization

in the ab plane begin to converge as the muon is positioned closer to the ac plane (com-

pare Figs. 5.12(a), (b) and (c)). Consequently, our search for possible muon sites here is

restricted to the ac plane. This agrees with a ZF-µSR study of the parent compound of

La2CuO4 by Hitti et al. [103], where muon sites out of the ac plane were ruled out due to

the absence of the observation of two oscillatory components in the ZF-µSR spectra.

Comparing Figs. 5.12(c) and (d), one can see that as the muon site is moved along the

â direction towards the centre of the ac plane, the muon spin relaxation becomes faster for

the case P(0) ‖ ĉ. Furthermore, as can be seen in Figs. 5.12(c), (e) and (f), although moving

the muon from site X3 to site X6 (see Table 5.2) in the direction of the ĉ-axis retains the
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Figure 5.11: Dependence of the muon spin relaxation function on the direction of the initial

muon spin polarization P(0) for the muon site X0 given in Table. 5.2. The solid curves

correspond to the cases with P(0)⊥ĉ. The labels indicate the angles between P(0) and the

crystallographic â-axis. The black curves correspond to P(0) ‖ ĉ.
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Figure 5.12: Dependence of the muon relaxation function on the initial muon spin polar-

ization P(0) for various muon sites. The solid curves correspond to the cases with P(0)⊥ĉ,

the labels indicate the angles between the direction of P(0) and the crystallographic â-axis.

The dotted curves correspond to P(0) ‖ ĉ. The muon sites are given in Table. 5.2.
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Label Muon Site Nuclei Included in Calculation
M (0.5, 0.0, 0.096) 2Cu, 2La(2)

T1 (0.2, 0.0, 0.15) 2Cu, La(1), 2La(2)

T2 (0.225, 0.0, 0.225) 2Cu, La(1), 2La(2)

U1 (0.12, 0, 0.11) 2Cu, La(1), 2La(2)

Ba (0.1, 0.0, 0.1) Cu, La(1), 2La(2)

Bb (0.1, 0.0, 0.1) 4Cu, La(1), 2La(2)

X0 (0.0, 0.0, 0.15) 1Cu, La(1), 4La(2)

X1 (0.12, 0.12, 0.20 ) 3Cu, La(1), 4La(2)

X2 (0.12, 0.06, 0.20 ) 3Cu, La(1), 4La(2)

X3 (0.12, 0, 0.20 ) 2Cu, La(1), 4La(2)

X4 (0.20, 0, 0.20 ) 2Cu, La(1), 4La(2)

X5 (0.12, 0, 0.15 ) 2Cu, La(1), 4La(2)

X6 (0.12, 0, 0.10 ) 2Cu, La(1), 4La(2)

A (0.0, 0.0, 0.212) 5Cu, La(1), 4La(2)

Table 5.2: Muon sites corresponding to the polarization functions plotted in the main text,

where the muon site coordinates are denoted in units of the lattice constants. The indicated

atoms correspond to the ones that are closest to the muon site. Note we denote two Cu

nuclei as 2Cu, and a La nucleus at site 1 as La(1), etc.

slower relaxation for P(0) ‖ ĉ, a strong dependence on the orientation of P(0) in the ab

plane re-appears when P(0)⊥ĉ. Finally, a pronounced oscillation is seen in P(t) for site

X6 and the minimum of P(t) shifts toward earlier times. This is the case when the muon is

located closer to a single nucleus, whose effect dominates.

5.7.3 Results and Discussion

Although there have been several attempts to determine the precise location of the positive

muon in single crystal LSCO [103, 104], there is still no general consensus on its location.

Figure 5.13 shows P(t) calculated for potential muon sites in the ac plane that have been

considered in previous studies [103, 104]. However, as is shown in Fig 5.13, none of these
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Figure 5.13: Calculated P(t) for various muon sites (a) M, (b) T1, (c) T2, (d) U1, deter-

mined by earlier studies [103, 104] (See Table. 5.2). Note that P(t) for P(0) ‖ ĉ are shown

in black curves. The red and blue curves correspond to the case P(0)⊥ĉ, with P(0) oriented

at angles 0◦ (red) and 45◦ (green) with respect to the crystallographic â-axis.
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muon sites generate a muon spin relaxation function that resembles the ZF-µSR signal

observed in LSCO for Sr content above x≈0.15. In particular, the calculated P(t) all exhibit

considerable dependence on the direction of P(0), and in the case of P(0)⊥ĉ, P(t) does not

dip low enough below zero and does not cross zero at ∼ 8 µs, as observed experimentally.

Calculations were performed for many other muon sites. Of the muon sites considered,

muon site A (0, 0, 0.212) (see Table. 5.2) agrees best with the ZF-µSR spectra. Figure 5.14

shows the calculated P(t) for muon site A with P(0)⊥ĉ, together with the observed ZF-

µSR signal in the LSCO samples. Also shown in Fig. 5.14 is P(t) for the case P(0) ‖ ĉ

(dotted curves), which relaxes slower than when P(0)⊥ĉ. This is consistent with what was

observed in the ZF-µSR study of Ref. [40]. As discussed earlier, for this highly symmetric

muon site, P(t) is independent of the direction of the initial muon spin polarization P(0) in

the ab-plane when P(0)⊥ĉ.

The discrepancy between the calculation and the ZF-µSR signal at T=5 K in Fig. 5.14(a)

is probably associated with a slight late time distortion, of which there are several possible

origins related to the experimental setup. On the other hand, Fig. 5.14(c) shows a strong de-

viation of the calculated P(t) for the muon site A from the ZF-µSR signal for the x=0.24

sample. Note this deviation is not restricted to very late times. This is possibly due to

the effect of electronic phase separation and/or occurrence of paramagnetic moments in

this heavily overdoped sample, as mentioned in Section. 5.2. However, the lack of any

significant temperature dependence of the ZF-µSR signal is not compatible with the latter

explanation. The deviation most likely originates from two slightly different nuclear dipole

contributions associated with two phase separated regions. In this case, the ZF-µSR sig-

nal is the sum of two nuclear-dipole relaxation components, each having an amplitude that

reflects their volume fraction. Having said this, fast fluctuating paramagnetic moments re-

stricted to one of the phase separated regions can affect the nuclear moments in that region,

and hence can indirectly influence the ZF-µSR spectrum.
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Figure 5.14: Calculated P(t) for muon site A (see Table. 5.2), and ZF-µSR signals for the

(a) x=0.15, (b) x=0.166 and (c) x=0.24 single crystals of LSCO. The calculations are

shown for the case P(0)⊥ĉ (solid curve) and P(0) ‖ ĉ (dotted curve). Note that the ZF-µSR

asymmetry signal is A(t)=aoP(t). To compare to the calculation of P(t), the experimen-

tally determined amplitude ao has been divided out. Note that though the calculations were

performed considering 5 Cu nuclei that are closest to site A, the same results are obtained

even if only the closest Cu nucleus is included.



Chapter 6

Conclusions

This thesis presented TF-µSR measurements of a single crystal of the iron-arsenic super-

conductor BaFe2−xCoxAs2 and a ZF-µSR study of single crystals of the cuprate super-

conductor La2−xSrxCuO4, together with theoretical calculations to explain the observed

spectra.

The magnetic field distribution n(B) of the vortex state of an overdoped BaFe1.82Co0.18As2

single crystal was measured by TF-µSR, with the aim of determining the temperature de-

pendence of the magnetic penetration depth λ and information on the superconducting pair-

ing symmetry of this material. It was first shown that field-induced magnetism occurs in

this material, causing a strong deviation of n(B) from that of the corresponding ideal vortex

lattice. Accounting for this magnetism in the analysis of the TF-µSR spectra is non-trivial,

because the precise form of the magnetism is unknown. Nevertheless, a simple model of

field-induced AFM order was introduced that gives excellent fits of the time spectra under

the assumption of weak random frozen disorder of the vortex lattice. Markedly different

behaviour for the temperature dependence of λ was obtained compared to results from

an analysis that assumed no field-induced magnetism. This demonstrates the difficulty in

trying to determine λ in samples where n(B) is strongly influenced by electronic moments.

To simulate the high degree of vortex lattice disorder that is actually observed in

BaFe2−xCoxAs2 and other doped iron-arsenic superconductors, a molecular dynamics method

was used to demonstrate the effects of strong disorder on the TF-µSR line shape. The de-

gree of disorder that was assumed in the simulations corresponds to that observed in vortex

imaging experiments on BaFe2−xCoxAs2. The calculated n(B) indicate that strong vortex-
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lattice disorder causes a significant broadening of the magnetic field distribution of the

ideal vortex lattice. More importantly, because a high-degree of disorder strongly smears

out important features of the magnetic field distribution, fits of n(B) to phenomenological

models of the vortex lattice are either not possible or unreliable. Strong disorder of the

vortex lattice is also expected to significantly modify the overlap of the electronic states of

neighbouring vortices, which in turn modifies the spatial dependence of the local magnetic

field B(r) between the vortices. Furthermore, significant disorder causes pairbreaking and

a corresponding increase of λ. Neither of these effects can be factored out to determine λ

in the absence of disorder. Moreover, the effects of severe vortex-lattice disorder cannot be

reliably modeled to determine the "true" in the sample.

In the second part of the thesis, high statistics ZF-µSR measurements of La2−xSrxCuO4

single crystals at several dopings was reported. The primary motivation of these mea-

surements was to search for local magnetic fields associated with a proposed circulating

current phase in the pseudogap region. It was shown that the observed ZF-µSR relax-

ation is predominantly caused by the randomly oriented nuclear dipole moments of the

host material, and no evidence for loop-current order was found. Even so, the ZF-µSR

signal in La2−xSrxCuO4 cannot be described by the standard static Gaussian Kubo-Toyabe

relaxation function which is commonly used to approximate muon spin relaxation due to

randomly oriented nuclear dipole moments. To determine the nuclear contribution to the

muon spin relaxation, a quantum mechanical model taking into account all of the important

interactions between the positive muon, the nuclei and the crystal electric field gradient was

presented. At a highly symmetric muon stopping site near the apical O atom directly above

the in-plane Cu (see Fig. 5.10(b)), the calculated muon spin relaxation function for P(0)⊥ĉ

agrees fairly well with the ZF-µSR spectra observed in the single crystals of La2−xSrxCuO4.

However, the calculated P(t) for P(0) ‖ ĉ at this same site has a relaxation rate over the first

8 µs that is∼25% slower than what is observed experimentally. Hence an exhaustive test

of muon sites near this location still needs to be carried out. A muon that resides directly

above an in-plane Cu atom is blind to the loop current pattern shown in Fig. 1.5, as the net

dipolar field from the loop currents is zero at such sites. This might explain why the weak

magnetic order observed in La1.915Sr0.085CuO4 by polarized neutron scattering [25], which

has been considered as evidence for loop-current order, has not been detected by ZF-µSR.
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