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Abstract

Space-time coding has demonstrated that the deployment of multiple antennas at the trans-

mitter allows for simultaneous increase in throughput and reliability. However, the use

of antenna arrays is impractical for deployment in some practical scenarios. Therefore,

cooperative diversity has been recently introduced for realizing transmit diversity.

Most of the literature in cooperative diversity assume perfect channel state information

(CSI). However, in practice, imperfect CSI should be considered. In this thesis, we first

investigate the performance of cooperative communications with imperfect CSI, where the

channel estimates are obtained by pilot symbols. We present an exact bit error probability

expression in the presence of channel estimation errors.

We also study the effect of imperfect CSI in two-way multi-relay cooperative networks

when the max-min relay selection is used. We derive an exact expression for the outage

probability based on which a novel optimum power allocation scheme is proposed.

Keywords: Cooperative communications, Diversity, Imperfect channel state information,

Outage probability, Relay selection, Two-way relaying networks.
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Chapter 1

Introduction

1.1 Thesis motivation

The demand for higher transmission rates and better quality of service in wireless commu-

nications systems continues to escalate. The emerging fourth-generation (4G) technologies

such as WiMAX and long-term evolution (LTE) Advanced are promised to significantly

improve the performance of wireless systems. The 4th generation systems are envisioned to

accommodate and integrate all existing and future technologies in a single standard. One

of the key features of the 4G systems would be high usability [1], i.e., the user would be

able to use the system at anytime, anywhere, and with any technology. Users carrying

an integrated wireless terminal would have access to a variety of multimedia applications

in a reliable environment at lower cost. To meet these demands, next generation wireless

communication systems must support high capacity with high bandwidth efficiency to con-

serve limited spectrum resources. Utilizing multiple antennas is another key feature to these

technologies which can help increase the system capacity and reliability.

Cooperative wireless communications exploits the virtual antenna array formed with

multiple relays, instead of actually deploying multiple antennas, to generate spatial diver-

sity. Cooperative spatial diversity is a promising technique that can be applied to extend the

coverage or increase the system capacity. The pioneering works in this area address mainly

information theoretic aspects, deriving fundamental performance bounds. However, prac-

tical implementation of cooperative diversity requires an in-depth investigation of several

physical layer issues such as channel estimation, equalization, and synchronization integrat-

ing the underlying cooperation protocols and relaying modes. Moreover, most of the current

1



CHAPTER 1. INTRODUCTION 2

literature in this area assume an idealized transmission environment with an underlying flat

frequency fading channel model and perfect channel state information (CSI) which can be

far away from being realistic for different wireless applications.

Motivated by the aforementioned practical impairments, the main purpose of this thesis

is to investigate the impact of imperfect channel state information for different channel

models and developing an insight to the performance of cooperative diversity networks.

1.2 Outline and Main Contributions

In Chapter 2, we provide a brief review of important background materials related to the

thesis. We first review different diversity techniques for fading channels including time

diversity, frequency diversity, and space diversity, followed by an introduction to different

diversity combining techniques. We then introduce some important concepts that will be

used extensively throughout the thesis, including transmit diversity, space-time coding,

cooperative diversity, and channel models with imperfect CSI.

In Chapter 3, we analyze the performance of pilot symbol assisted modulation (PSAM)

scheme used in a relay-assisted space-time block coded (STBC) network that operates in

amplify-and-forward (AaF) mode. We derive the correlation coefficients of the fading chan-

nel gains and their estimates for both fading and non-fading R → D link. It is shown

that the presence of fading in the R → D link manifests itself with the introduction of

additional Doppler frequency terms. We further express the bit error probability (BEP) in

terms of Doppler frequency, number of pilot symbols and signal-to-noise ratio (SNR) when

the estimation via PSAM scheme is not perfect.

Analog network coding (ANC) and physical layer network coding (PLNC) [2, 3] are

efficient ways to improve the bandwidth efficiency of the two-way relay networks, where two

terminals want to send information to each other via the help of some relay terminals located

between them by exploiting cooperative communications technique. They can shorten one

round information exchange into two time-slots by allowing signal collision at the relay

terminals. In ANC scheme, relay terminals carry on some linear operations to the received

mixed analog signals from both terminals and then broadcast them back to the destination

terminals. Each terminal can subtract the backward self-interference signal from itself and

obtain the signal from the other one.

Obviously, the best performance is achieved when the channel state information (CSI)
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is perfect, but this is unrealistic in practical scenarios. The channel coefficients must be

estimated and then used in the detection process [4]. Therefore, it is of importance to

investigate the effect of estimation errors on the performance of two-way cooperative sys-

tems. Chapter 4 mainly explores the performance of max-min relay selection in two-way

multi-relaying networks when no terminal in the system has the knowledge of perfect CSI.

Finally, we summarize the work in this thesis and present the concluding remarks and

directions for future research in Chapter 5.

1.3 List of Publications

1. M. J. Taghiyar, S. Muhaidat, and J. Liang, “Relay selection in bidirectional coopera-

tive networks with imperfect channel estimation,” Submitted to IEEE Trans. Wireless

Commun., December 2010.

2. M. J. Taghiyar, S. Muhaidat, and J. Liang, “On Pilot-Symbol-Assisted Cooperative

System with Cascaded Rayleigh and Rayleigh Fading Channels with Imperfect CSI,”

J. Sel. Areas Telecommun. (JSAT), November 2010.

3. M. J. Taghiyar, S. Muhaidat, and J. Liang, “On the Performance of Pilot Symbol

Assisted Modulation for Cooperative Systems with Imperfect Channel Estimation,”

in Proc. IEEE WCNC10, Sydney, Australia, pp. 1-5, April 2010.

4. M. J. Taghiyar, M. seyfi, S. Muhaidat, and J. Liang, “Bidirectional Cooperative

Systems with Outdated Channel State Information,” To be submitted.



Chapter 2

Background

Wireless communications today covers a very wide array of applications and is one of the

most active areas of technology. The characteristics of wireless channel impose fundamental

limitations on the performance of wireless communication systems. The wireless channel

characteristics can be investigated by dividing them into two parts, i.e., large-scale (long-

term) impairments including path loss and shadowing, and small-scale (short-term) impair-

ment which is commonly referred to as fading. The former component is used to predict the

average signal power at the receiver side and the transmission coverage area. The latter is

due to the multipath propagation which causes random fluctuations in the received signal

level and affects the instantaneous SNR [5].

A common approach to mitigate the degrading effects of fading is the use of diversity

techniques. Diversity improves transmission performance by making use of more than one

independently faded version of the transmitted signal. If several replicas of the signals

are transmitted over multiple channels that exhibit independent fading with comparable

strengths, the probability that all the independently faded signal components experience

deep fading simultaneously is significantly reduced.

This chapter reviews diversity techniques for fading channels as one of the essential tools

to confront the effect of fading. It surveys different diversity combining techniques.

4



CHAPTER 2. BACKGROUND 5

2.1 Diversity

To combat the detrimental effect of fading in wireless communications, independent copies of

the transmitted signal are sent to the same destination over independent channels. There-

fore, using an appropriate combining scheme at the receiver side enables the receiver to

extract more information about the transmitted signal out of different versions of the re-

ceived signals, even in the presence of destructive fading in the channel. There are various

methods to exploit diversity from a wireless fading channel that are mainly classified as

follow:

2.1.1 Time Diversity

In this form of diversity, the same signal is transmitted in different time slots separated by

an interval longer than the coherence time of the channel, or by an interval reciprocal to the

fading rate. Time diversity can usually be achieved via coding and interleaving. In other

words, the transmitted signal is coded and then dispersed over time in different coherence

periods. Interleaving of the resultant codewords is also required to ensure that the coded

symbols are transmitted over independent fading gains [5]. In fast fading environments

where the mobility is high, time diversity becomes very efficient. However, for slow fad-

ing channel e.g., low mobility environments and fixed-wireless applications, it offers little

protection unless significant interleaving delays can be tolerated.

2.1.2 Frequency Diversity

In this form of diversity, the same signal is sent over different frequency carriers, whose

separation must be larger than the coherence bandwidth of the channel to ensure indepen-

dence among diversity channels. Since multiple frequencies are needed, this is generally

not a bandwidth-efficient solution. This form of diversity is appropriate for indoor wireless

communications, operating in frequency range 20-60 GHz where bandwidth is in abundance

[6].

2.1.3 Space Diversity

Space diversity, also known as antenna diversity, is basically achieved by employing multiple

antennas, thus producing independently faded versions of the transmitted signal at the
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receiver [7]. To extract full diversity advantages, spacing between antenna elements should

be wide enough with respect to the carrier wavelength. The required antenna separation

depends on the local scattering environment as well as on the carrier frequency.

Since this form of diversity requires no extra bandwidth, and can be readily combined

with other forms of diversity, in most scattering environments, spatial diversity is more

practical and hence widely applied technique compared to the two previous forms of diversity.

Polarization diversity and angle diversity are also two forms of space diversity where

in the former, horizontal and vertical polarization signals are transmitted via two different

polarized antennas. The latter is usually applied for transmissions with carrier frequency

larger than 10 GHz [6].

2.2 Diversity Combining Techniques

In the preceding section, differen diversity techniques were briefly introduced. A proper

combination of various signal replicas provided at the receiver can greatly increase the

instantaneous received signal-to-noise ratio (SNR), which in turn enhances the performance

of the wireless communication system. The main types of combining techniques are selection

combining, switched combining, equal-gain combining (EGC), and maximal ratio combining

(MRC).

2.2.1 Selection Combining

Selection combining is one of the simplest combining methods where the signal with the

largest instantaneous SNR is selected at every symbol interval. Since it requires only to

measure the powers received form each path, it is relatively easy to implement. However, the

information from the other branches is completely ignored which results in non-optimality

of this technique.

2.2.2 Switch Combining

In switch combining, also known as scanning diversity, the receiver scans all the diversity

branches and selects a particular branch with the SNR above a certain predetermined thresh-

old. The signal is selected as the output until its SNR drops below the threshold. Once

this happens, the receiver starts scanning again and switches to another branch. Compared
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to selection combining, switch combining is inferior, since it does not continually select

the best instantaneous SNR. Switch combining and selection combining do not require any

knowledge of the channel state information. Therefore, they can be used in conjunction

with coherent as well as non-coherent modulations.

2.2.3 Equal Gain Combining

Equal gain combining is a simple suboptimal linear combining method where the signal at

the output of each branch is individually weighted by a coefficient equal to e−jφi where φi

is the phase of each received signal, and then added together to get the output signal. The

amplitude of all received signals is set to unity, resulting in a loss of information in the

amplitude. This technique outperforms the other previous two techniques.

2.2.4 Maximal Ratio Combining

Maximal ratio combining is also a linear combining method. In this technique, the signals

at the output of diversity branches are again combined linearly and the coefficients of the

linear combination are selected to maximize the SNR regarding both the phase and the

amplitude.

This technique makes use of the both fading amplitude and phase information of all

various received signals and thus outperforms all the aforementioned combining techniques.

However, the implementation complexity of the EGC is significantly less than MRC. Fur-

thermore, since this scheme requires the knowledge of channel fading amplitude and signal

phase, it can only be used in conjunction with coherent detection.

2.3 Transmit Diversity

As mentioned in the preceding sections, using receive diversity brings about diversity gain

which is used to minimize the effect of fading. This technique has been successfully used

in uplink transmission where the base station can be easily equipped with more than one

antenna. However, in downlink transmission, due to the size, power, and cost limitations, it

is impractical to deploy multiple antennas at the mobile terminals. Transmit diversity, i.e.,

use of multiple antennas at the transmitter, is thus proposed for the downlink transmission.

Transmit diversity results in a simpler structure, lower power consumption and lower cost
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at the receiver as well as a considerable increase in channel capacity.

There are two major classes of transmit diversity schemes, namely open-loop schemes

and closed-loop scheme. In closed-loop schemes, a feedback link is used between transmitter

and receiver. Closed-loop transmit diversity has more power efficiency compared to open-

loop transmit diversity. However, it increases the overhead of transmission and therefore is

not bandwidth-efficient. Moreover, in practice, vehicle movements or interferences cause a

mismatch between the state of the channel perceived by the transmitter and that perceived

by the receiver, making the feedback unreliable in some situations.

In open-loop transmit diversity schemes, no feedback is required. They use linear pro-

cessing at the transmitter to spread the information across multiple antennas. At the receive

side, information is recovered by either linear processing or maximum-likelihood decoding

techniques. The first of such schemes was proposed by Wittneben [8] where the operating

frequency-flat fading channel is converted intentionally into a frequency-selective channel

to exploit artificial path diversity by means of a maximum-likelihood decoder. It was later

shown in the literature that delay diversity schemes are optimal in providing diversity in

the sense that the diversity advantage experienced by an optimal receiver is equal to the

number of transmit antennas [8, 9, 10].

Space-time coding (STC) has also been introduced as a special class of transmit diversity.

In the following, we first briefly review the concept of STC’s. Then we discuss the simplest

but one the most effective space-time block codes, the so-called Alamouti scheme.

2.3.1 Space-time coding

Coding for multiple antenna transmission is known as space-time coding. In this coding

technique, the redundancy is inserted in both space and time domains. Due to joint design

in two spaces, these codes can achieve transmit diversity as well as coding gain without

sacrificing bandwidth [11].

Specifically, to describe the space-time trellis coding (STTC) technique, introduced by

Tarokh et al. in [12], let X denotes the W ×M codewords matrix whereW is the codeword

length and M is the total number of transmit antennas used to generate diversity. Each

entry in X is the modulated symbol transmitted to the receiver. The received signal can be

expressed as

R = XH+N, (2.1)
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where R is the W ×N received signal matrix, N is the number of antennas at the receiver.

H is the channel matrix of size M ×N and N is the AWGN noise matrix of size W ×N .

Now, defining E = (X− X̂)(X− X̂)H as the codeword difference matrix where X̂ is the

ML-detected codeword matrix at the receiver, the design criteria for space-time codes are

stated as [12]:

Rank criterion The matrix E, taken over all possible combinations of code matrices,

should be full rank. This criterion ensures the maximum diversity gain that is equal to

min{W,M}.

Determinant criterion The determinant of matrix E, taken over all possible combina-

tions of code matrices, should be maximized which results in the maximum possible coding

gain.

Based on these criteria the well-defined trellis codes were proposed in [12] where standard

soft-decision decoding algorithms such as Viterbi decoder can readily be implemented at

the receiver. However, the decoding complexity of STTC’s increases exponentially with

transmission rate when the number of transmit antennas is fixed. This motivates a search

for a generalized Alamouti scheme that works for any number of transmit antenna while

preserving the simplicity of decoding. Therefore, space-time block code (STBC) has been

proposed by Tarokh, Jafarkhani and Calderbank in [13] as an attractive alternative to

STTC based on the theory of orthogonal designs. These codes are defined by a mapping

operation of a block of input symbols into the space and time domains, transmitting the

resulting sequences from different antennas simultaneously. Since then, an intensive research

on space-time cods has been done to further improve the data rate of STBC’s among which

we refer to [11, 14, 15] and references therein.

2.3.2 Alamouti Scheme

Prior to the proposal of Alamouti scheme, transmit diversity was studied extensively but no

simple decoding scheme was proposed. In 1998, Tarokh et.al. proposed space-time trellis

coding (STTC) in [12] to realize transmit diversity. In fact, space-time coding combines all

the copies of the received signal in an optimal way to extract as much information from

each of them as possible. However, the drawback of the decoding scheme of STC’s is their

exponentially increasing complexity as the transmission rate increases while the number of
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transmit antennas is fixed. On the other hand, Alamouti proposed a remarkable though

simple scheme for two transmit antennas based on block codes which is much less complex

than STTC for two transmit antennas at the cost of a loss in performance compared to

trellis codes [16]. The significance of Alamouti scheme is that it is the first demonstration

of a method of encoding which enables full diversity with linear processing at the receiver.

Furthermore, it is the first open-loop transmit diversity technique with this capability. This

scheme also requires no bandwidth expansion, as redundancy is applied in space across

multiple antennas, not in time or frequency. Subsequent generalizations of Alamouti scheme

have led to a tremendous impact on the wireless communications industry and have been

proposed in several third-generation standards.

Alamouti Two-Branch Transmit Diversity with One Receive Antenna

This scheme uses two transmit and one receive antennas. Assuming perfect channel state

information at the receiver and that channel fading gains are constant during two symbol

periods, the received signals are as follow

[r1 r2] = [h1 h2]

(

x1 −x∗2
x2 x∗1

)

+ [n1 n2]. (2.2)

In other words, at a given symbol interval, two data signals x1 and x2 are simultaneously

transmitted from the first and the second transmit antennas, respectively. In the next

symbol interval, −x∗2 is transmitted from the first transmit antenna, and x∗1 is transmitted

from the other transmit antenna. This technique, shown in Table 2.1, leads to encoding the

data signals in spatial and temporal domain simultaneously i.e. space-time coding.

Table 2.1: The encoding and transmission sequence for Alamouti two-branch transmit di-
versity scheme

Time\Space First transmit antenna Second transmit antenna

First symbol interval x1 x2
Second symbol interval −x∗2 x∗1
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Rewriting the received signals in terms of x1 and x2, we have
(

r1

r∗2

)

=

(

h1 h2

h∗2 −h∗1

)

︸ ︷︷ ︸

Y

(

x1

x2

)

+

(

n1

n∗2

)

. (2.3)

One can easily verify that the columns of the channel gain matrix Y are orthogonal. So, the

detection problem for x1 and x2 decomposes into two separate, orthogonal, scalar problems.

Using Alamouti combining scheme at the receiver terminal, the reconstructed data sig-

nals, x̂1 and x̂2, are given by [16]

(

x̂1

x̂2

)

=

(

h∗1 h2

h∗2 −h1

)(

r1

r∗2

)

. (2.4)

Substituting 2.3 into 2.4, thus gives the detected signals as

x̂1 =
(
|h1|2 + |h2|2

)
x1 + h∗1n1 + h2n

∗
2, (2.5)

x̂2 =
(
|h1|2 + |h2|2

)
x2 − h1n

∗
2 + h∗2n1. (2.6)

The decision rule is based on ML detection where for each of the signals x̂1 and x̂2, it is

expressed as follows for PSK signals [16]: for j = 1, 2, choose xi iff

d2(x̂j , xi) ≤ d2(x̂j , xk) ∀i 6= k. (2.7)

The resulting combined signals in Alamouti combining scheme are equivalent to that ob-

tained from two-branch MRC. The only difference is phase rotation on the noise compo-

nents which does not degrade the effective SNR. Therefore, the obtained diversity order

from Alamouti two-branch transmit diversity scheme with one receive antenna is equal to

that of two-branch MRC.

Alamouti scheme can be generalized to two transmit andM receive antennas that results

in a diversity order of 2M . This may be applicable where multiple receive antennas at the

remote units are feasible. The special case of two transmit and two receive antennas are

discussed in the original paper [16]. The remarkable importance of Alamouti scheme with

M receive antennas is that the combined signals from the two transmit antennas are the

simple addition of the combined signals at each receive antenna. Therefore, to obtain the

same diversity order as 2M -branch MRC, one needs only to use the combiner of each receive

antenna in the Alamouti scheme with two transmit andM receive antennas, and then simply

add the combined signals from all the receive antennas.
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2.4 Cooperative Communications

As mentioned in section 2.1, in order to mitigate the severity of fading phenomenon in

wireless communications, diversity techniques are adopted. However, due to the size and/or

power consumption of the mobile unit, it may not be possible to use multiple antennas to

create space diversity. Cooperative communications, is a new approach to emulate spatial

diversity by creating a virtual antenna array, whereby diversity gains are achieved via co-

operation of other users as relays. Figure 2.1 shows a typical cooperative setting where two

mobile terminals as source and destination communicate with each other. Each terminal is

equipped with a single antenna and cannot individually generate diversity. However, some

other mobile terminals can play the role of relays where they can forward some versions

of overheard information, i.e. the information from the source terminal to the destination

terminal as well as their own data. Since each path between every two terminals suffers a

statistically independent fading, there will be different versions of data signal at the desti-

nation which consequently leads to diversity gain.

Source

Relay Relay

Destination

Relay

Figure 2.1: A typical relay-assisted cooperative communication system

The notion of user cooperation was first introduced by Sendonaris et al. in [17] and

analyzed in [18] as a new method for providing spatial diversity in wireless communication
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systems. Meanwhile, Laneman et al. proposed several cooperative diversity protocols,

based upon a two-phase transmission scheme where in the first phase, the source terminal

broadcasts its data signal to all other terminals in the network. In the second phase,

relay terminals retransmit their overheard information to the destination terminal. They

have investigated the performance of the proposed cooperation protocols in terms of outage

probability in [19]. In so-called coded cooperation [20, 21], Hunter et al. realize the concept of

user cooperation through the distributed implementation of existing channel coding methods

such as convolutional and turbo codes. The basic idea is that each user tries to transmit

incremental redundancy for its partner. Their work can be considered as a systematic

realization of selection relaying via powerful channel coding techniques.

Due to the interuser noisy channel and also the fact that each user needs to transmit its

own information too, cooperative communications is not a simple relay problem [17]. For

detailed analysis of cooperation communications, we refer the readers to [16, 17, 18, 19] and

references therein.

In the following, we introduce some of the modes of operation and transmission proto-

cols for processing the overheard information by the relay terminals commonly used in the

analysis of cooperative communication networks.

2.4.1 Fixed Relaying

In fixed relaying, each relay may either amplify its received overheard signal subject to some

power constraints, or may decode, re-encode, and retransmit it to the receiver [19].

Amplify-and-Forward (AaF)

In this mode, relay terminal amplifies the received overheard signal with respect to some

power constraints and then forwards it to the receiver without demodulating or decoding

the received signal. Use of channel state information (CSI) between the transmitter as the

source and the relay terminal as the destination can determine the amplifying gain in the

AaF mode. In one approach, also so-called CSI-based AaF relaying mode, relay terminal

utilizes the instantaneous CSI of the source to relay link to scale its received data signal

before retransmission. This ensures that the same output power is maintained for each

realization. On the other hand, another approach is blind AaF scheme where there is no

access to the CSI. In this mode, relay terminal simply employs some fixed power constraints.
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This results in the preserved average output power, but allows for instantaneous output

power to be larger than the average. Despite the better performance of CSI-based AaF

mode, blind Aaf requires a much less complex relay terminal that makes it attractive from

practical point of view.

In general, AaF scheme can be viewed as repetition coding from two separate transmit-

ters, except that the relay terminal amplifies its own received noise as well.

Decode-and-Forward (DaF)

In this mode, the relay terminal decodes and re-encodes the received signal before re-

transmission. Decoding at the relay can take on a variety of forms. For example, the relay

might fully decode, i.e., estimate without error, the entire source codeword, or it might em-

ploy symbol-by-symbol decoding and allow the destination to perform full decoding. These

options allow for trading off performance and complexity at the relay terminal [19]. It is

also worth mentioning that in practice the AaF mode compared to the DaF mode requires

significantly lower implementation complexity at the relay terminal [22]. In addition, the

performance of DaF scheme is limited by the direct transmission between the source and

relay terminal. However, it is shown by Yu et al. in [23] that in practice, the DaF mode

slightly outperforms the AaF mode in terms of the average performance considering the

possible unsuccessful cooperation scenarios in the R→ D link.

2.4.2 Selection Relaying

In selection relaying, relay terminal forwards the received signal only if the instantaneous

channel gain between the source and relay terminal is greater than a certain threshold.

Otherwise, the source terminal simply continues its transmission to the destination terminal

while the relay terminal remains silent [19].

2.4.3 Relay Transmission Protocols

In [22], Nabar et al. establish a unified framework of cooperation protocols for single-relay

wireless networks. They quantify achievable performance gains for distributed schemes in an

analogy to conventional co-located multi-antenna configurations. Specifically, they consider
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three TDMA-based protocols named Protocol I, Protocol II, and Protocol III which corre-

spond to traditional MIMO (multiple-input multiple-output), SIMO (single-input multiple-

output) and MISO (multipe-input single-output) schemes, respectively. In the following, we

describe these cooperation protocols which will be also a main focus of our work. Table 2.2

summarizes these protocols. Specifically, we have

Table 2.2: Cooperative protocols.
Time Slot\Protocol I II III

1 S → R, D S → R, D S → R

2 S → D, R→ D R→ D S → D, R→ D

Protocol I: The source terminal communicates with the relay and destination terminals

during the first time slot. In the second time slot, both the relay and source terminals

communicate with the destination terminal. This protocol realizes maximum degrees of

broadcasting and receive collision.

Protocol II: In this protocol, the source terminal communicates with the relay and des-

tination terminals over the first time slot. In the second time slot, only the relay terminal

communicates with the destination terminal. This protocol realizes a maximum degree of

broadcasting and exhibits no receive collision.

Protocol III: The third protocol is identical to Protocol I apart from the fact that the

destination terminal remains silent during the first time slot. This protocol does not imple-

ment broadcasting but realizes receive collision.

Particularly, in Protocol II, the source terminal is silent over the second time slot, which

implies that this protocol is more efficient than Protocols I and III in terms of battery life.

2.5 Cooperative Communications Channel Model

A cooperative communication system is composed of three nodes, i.e, a source terminal

S, a relay terminal R and a destination terminal D. It is usually assumed that source to

destination S → D link, source to relay S → R link and relay to destination R → D link

undergo statistically independent fading. Figure 2.2 shows the schematic of such systems

where hSD, hSR and hRD are channel gains.
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S

R

D

hSR hRD

hSD

Figure 2.2: Cooperative communication system model

In this section, we introduce a widely used fading channel model, namely Rayleigh fading

channel, as a framework that its knowledge is essential to the rest of this thesis in order

to analyze the performance of cooperative communication systems. There are also other

fading channel models used in the literature, see e.g. [24, 25, 26] and references therein.

2.5.1 Rayleigh Fading Channel

For a typical mobile wireless channel in urban areas, usually there is no line-of-sight compo-

nent among cooperating nodes and consequently, the number of scatters is large. According

to the Central Limit Theorem, the amplitude of the fading envelope follows a Rayleigh

distribution, i.e., the magnitude of the channel gains, |hSD|, |hSR| and |hRD|, are Rayleigh

random variables with the following distribution [27]:

f(x;σ) =
x

σ2
exp(

−x2
2σ2

), for x ≥ 0. (2.8)

In this thesis, we assume that the channel is time-varying but frequency-flat fading and

adopt the user cooperation protocol III mentioned in section 2.4.3. For the R → D link,

the AaF mode is used. It should be noted that channel gains hSD, hSR and hRD are

zero-mean complex Gaussian random variables with variance σ2

2 per dimension, denoted by

CN ∼ (0, σ2).

Let two consecutive signals transmitted by the source terminal, using BPSK modulation,

be denoted as x1 and x2. In the first signaling interval, the signal received at the relay

terminal is given as

rR =
√

ESRhSRx1 + nR, (2.9)

where ESR is the average energy available at the relay terminal considering different path

loss and possible shadowing effects in the S → R link. hSR is distributed as CN ∼ (0, σ2SR)
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over S → R link with variance σ2SR/2 per dimension. The noise term nR is assumed to be

CN ∼ (0, N0) with variance N0/2 per dimension.

The relay terminal scales the received signal rR by a factor of η = 1/
√

E{|rR|2} to

ensure the average energy unity and retransmits the signal during the second time slot. The

received signal at the destination terminal in the second time slot is

r =
√

ERDhRD
rR

√

E{|rR|2}
+
√

ESDhSDx2 + nD, (2.10)

where nD is the additive noise term modelled as CN ∼ (0, N0) with variance N0/2 per di-

mension. ESD and ERD represent the average energies available at the destination terminal.

hSD and hRD are complex Gaussian fading channel gains over S → D and R → D links

with variance σ2SD/2 and σ2RD/2 per dimension, respectively.

Substituting (2.9) and E{|rR|2} = ESR +N0 into (2.10), we have

r =

√

ERDESR
ESR +N0

hRDhSRx1 +
√

ESDhSDx2 + ñ, (2.11)

where ñ =
√

ERD

ESR+N0
hRDnR + nD.

Now, conditioned on hRD, the effective noise term is found to be complex Gaussian with

zero mean and variance

E{|ñ|2} = N0

(

1 +
ERD|hRD|2
ESR +N0

)

. (2.12)

Assuming that the destination terminal normalizes the received signal in (2.11) by a factor

of
√

1 + ERD|hRD|2/(ESR +N0) [22], the received signal at the destination terminal after

the second time interval is as follows

r = αhSRhRDx1 + βhSDx2 + n, (2.13)

where, conditioned on hRD, the noise term n is CN ∼ (0, N0) random variable with variance

N0/2 per dimension and α and β are normalization factors due to the AaF mode given by

[28]

α =

√

(ESR/N0)ERD
1 +ESR/N0 + |hRD|2ERD/N0

,

β =

√

(1 + ESR/N0)ESD
1 + ESR/N0 + |hRD|2ERD/N0

. (2.14)
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2.5.2 Imperfect Channel State Information

The significant performance difference between coherent and non-coherent combining sug-

gests the importance of channel knowledge in wireless wideband systems [5]. Typically,

most of researchers assume perfect channel knowledge when they analyze the performance

of a cooperative communication system. However, in practice, channel gains need to be

estimated and then used in the detection process. Channel estimation can be done via

pilot-based scheme or a decision-feedback scheme [5]. For more detailed information on

channel estimation the readers can refer to [4, 5], and references therein.

Typically, channel estimation is not error free. Therefore, in this section, we present a

general framework to model the estimation error used in the rest of this thesis.

We can model the estimation error as follows [29]

ĥ = h+ e, (2.15)

where h is the channel gain and its estimate denoted by ĥ. The error term e is a zero-mean

complex Gaussian random variable with variance σ2e . Therefore, ĥ is a zero-mean complex

Gaussian random variable with variance σ2
ĥ
= σ2h + σ2e . The correlation coefficient of h and

ĥ is given by ρhĥ = E[hĥ∗]
2σhσĥ

. Since h and ĥ are jointly Gaussian, conditioned on ĥ, we can

rewrite h as

h = ρĥ+ d, (2.16)

where

ρ = ρhĥσĥ/σh =
σ2
ĥ

σ2
ĥ
+ σ2e

, (2.17)

and d is a zero-mean complex Gaussian random variable with variance

σ2d = (1− ρ2
hĥ
)σ2
ĥ
=

σ2
ĥ
σ2e

σ2
ĥ
+ σ2e

. (2.18)

2.6 Summary

This chapter reviewed fundamental concepts of wireless cooperative communication systems.

It surveyed different diversity combining techniques, protocols for cooperative diversity and

presented a channel model framework, knowledge of which is essential to the rest of this

thesis.



Chapter 3

PSAM In Cooperative Networks

Pilot symbol assisted modulation (PSAM) scheme is used to estimate the channel gains

based on the minimum-mean-squared-error (MMSE) criterion by periodically inserting pilot

symbols known to a receiver into the data sequence. References [30, 31, 32], and [33] provide

a detailed description of PSAM.

In this chapter, we analyze the performance of PSAM scheme in a relay-assisted network

that operates in the AaF mode. We derive the correlation coefficients of the fading channel

gains and their estimates for both fading and non-fading R → D link. We show that the

presence of fading in the R → D link manifests itself with the introduction of additional

Doppler frequency terms. We further derive a closed form expression for the BEP in terms

of Doppler frequency, number of pilot symbols and SNR.

3.1 System Model

The cooperative communication system shown in Figure 2.2 is considered. We assume a

time-varying frequency-flat Rayleigh fading channel and adopt the user cooperation protocol

III discussed in Section 2.4.3 with the AaF protocol.

Denoting the two consecutive signals transmitted by the source terminal using BPSK

modulation as x1 and x2, the received signal at the destination terminal after the second

time slot is given by

r = αhSRhRDx1 + βhSDx2 + n, (3.1)

where hSD, hSR and hRD are the complex Gaussian channel gains over S → D, S → R

19
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and R → D links with variance σ2SD/2, σ
2
SR/2 and σ2RD/2 per dimension, respectively.

Conditioned on hRD, the noise term n is a zero-mean complex Gaussian random variable

with variance N0/2 per dimension. α and β are given by (2.14).

We now employ STBC due to their inherent orthogonal structure, an essential feature

for channel estimation and data detection. For the case of single relay terminal, we need

to use STBC designed for two transmit antennas, i.e., the Alamouti scheme introduced in

Section 2.3.2. For this purpose, the two data signals x1 and x2 are simultaneously sent

during four consecutive signaling time slots.

The corresponding detected signals at the destination terminal can then be written as

x̂1 = αĥ∗SRĥ
∗
RDr1 + βĥSDr

∗
2, (3.2)

x̂2 = −αĥSRĥRDr∗2 + βĥ∗SDr1, (3.3)

where r1 and r2 are received signals at the destination terminal D after the second and the

forth time slots, respectively, and are given by

r1 = αhSRhRDx1 + βhSDx2 + n1, (3.4)

r2 = −αhSRhRDx∗2 + βhSDx
∗
1 + n2. (3.5)

3.2 PSAM for distributed STBC

In the considered PSAM scenario, each frame consists of 2 pilot symbols, P1 and P2, and

M − 2 data symbols as shown in Figure 3.1. We assume that each frame consists of M2 sub

blocks each of which comprising two symbols. Under the assumption of non-fading R→ D

link, i.e., hRD = 1, and that the channel gains remain constant over four symbol intervals,

the received signals at the kth (0 ≤ k < M
2 ) sub block in the jth frame can be obtained from

(3.4) and (3.5) as

rk,j1 = αhk,jSRx
k,j
1 + βhk,jSDx

k,j
2 + nk,j1 ,

rk,j2 = −αhk,jSRx
k,j
2 + βhk,jSDx1 + nk,j2 . (3.6)

Assuming, without loss of generality, that pilot symbols (P1 = 1, P2 = 1) are positioned at

the beginning of each frame, i.e., sub-block k = 0, we can write the received pilot signals at

the destination terminal as

r0,j1 = αh0,jSRx
0,j
1 + βhk,jSDx

0,j
2 + n0,j1

r0,j2 = −αh0,jSRx
0,j
2 + βh0,jSDx1 + n0,j2 . (3.7)
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S → R → D

S → D

P1 D−P ∗
2 D

P2 DP ∗
1 D

P1 D−P ∗
2 D

P2 DP ∗
1 D

P1 D−P ∗
2 D

P2 DP ∗
1

D

M M M

j − ⌊L−1

2
⌋ j + ⌊L

2
⌋jth frame

P : Pilot symbol, D: Data, M : Frame length

Figure 3.1: Frame structure for pilot-symbol-assisted channel estimation.

Based on the received signals corresponding to pilot symbol transmissions, the destination

terminal employs a Wiener filter to estimate the fading coefficients [30].

As depicted in Fig. 3.1, we assume that ⌊L/2⌋ pilot symbols from the following frames,

⌊(L− 1)/2⌋ pilot symbols from the previous frames and one current frame are employed in

the estimation. The estimate of fading channel gains for the S → R→ D and S → D links

at the kth sub block in the jth frame are obtained, respectively, as

ĥk,jSR =

⌊L/2⌋
∑

j=−⌊(L−1)/2⌋
wkj

(

αh0,jSR +
n0,j1 − n0,j2

2

)

, (3.8)

ĥk,jSD =

⌊L/2⌋
∑

j=−⌊(L−1)/2⌋
wkj

(

βh0,jSD +
n0,j1 + n0,j2

2

)

, (3.9)

where wkj ’s are the interpolation coefficients in the jth frame. It is worth mentioning that

the estimated value in (3.8) is the same for the same sub block in different frames whereas

it is different for different sub blocks in a single frame. Therefore, the index j in ĥk,jSR can

be dropped for brevity. The same also applies to ĥk,jSD in (3.9).

The variance of ĥk,jSR is given by

σ2
ĥk,j
SR

=
α2

2

⌊L/2⌋
∑

i=−⌊ (L−1)
2

⌋

⌊L/2⌋
∑

j=−⌊ (L−1)
2

⌋

wki (w
k
j )

∗E
[

h0,iSR(h
0,j
SR)

∗
]

+
N0

4

⌊L/2⌋
∑

j=−⌊ (L−1)
2

⌋

|wkj |2. (3.10)
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Considering Bessel-type autocorrelation function

E
[

h0,iSR(h
0,j
SR)

∗
]

= 2σ2SRJ0(2πfTSR|i− j|M), (3.11)

where J0(.) is the zero-order Bessel function of the first kind and fTSR is the normalized

Doppler frequency for S → R link, we have

rk,j
hSRĥSR

=
1

2
E
[

hk,jSR(ĥ
k,j
SR)

∗
]

(3.12)

= α

⌊L/2⌋
∑

j=−⌊ (L−1)
2

⌋

(wkj )σ
2
SRJ0(2πfTSR|2k − j|M).

Following [34], the correlation coefficient of the squared amplitude of the fading estimates

for S → R→ D link with the underlying non-fading R→ D link, ρsS→R→D, is given by [35]

ρsS→R→D =

(

rk,j
hSRĥSR

)2

σ2
hk,j
SR

σ2
ĥk,j
SR

=

(
∑

j(w
k
j )

∗J0(2πfTSR|2k − j|M)
)2

∑

i

∑

j w
k
i (w

k
j )

∗J0(2πfTSR|i− j|M) + N0

4σ2
SR
α2

∑

j |wkj |2
. (3.13)

For the asymptotic case of ESD/N0 = ERD/N0 ≫ 1 with perfect power control and

sufficiently large ESR/N0 > ESD/N0, the normalization coefficients in (2.14) reduce to

α = β =
√
ESD. Then, the correlation coefficient in (3.13) becomes a function of Doppler

value, the SNR and the number of interpolation coefficients.

Similarly, it can be shown that the correlation coefficient for S → D link, ρsS→D, is given

by [35]

ρsS→D =

(
∑

j(w
k
j )

∗J0(2πfTSD|2k − j|M)
)2

∑

i

∑

j w
k
i (w

k
j )

∗J0(2πfTSD|i− j|M) + 1
4σ2

SR
α2

∑

j |wkj |2
. (3.14)

where fTSD is the normalized Doppler frequency for S → D link.

When the underlying R → D link is subject to fading, we can write the jth fading

estimate for S → R→ D link as

ĥk,jSRĥ
k,j
RD =

⌊L/2⌋
∑

j=−⌊ (L−1)
2

⌋

wkj

(

αh0,jSRh
0,j
RD +

n0,j1 − n0,j2

2

)

. (3.15)



CHAPTER 3. PSAM IN COOPERATIVE NETWORKS 23

Following similar steps used in the derivation of (3.13), we can find the fading correlation

coefficient, ρfS→R→D, as [35]

ρfS→R→D = (3.16)
(
∑

j(w
k
j )

∗J0(2πfTSR|2k − j|M)J0(2πfTRD|2k − j|M)
)2

∑

i

∑

j w
k
i (w

k
j )

∗J0(2πfTSR|i− j|M)J0(2πfTRD|i− j|M) + N0

4σ2
SR
σ2
RD

ESD

∑

j |wkj |2
.

Here, fTRD is the normalized Doppler frequency for the fading R → D link. It can be

observed from comparison of (3.13) and (3.16) that the presence of fading in the R → D

link manifests itself with the introduction of an additional Doppler frequency term. In other

words, the time-varying nature of R→ D link will increase the effective Doppler speed ob-

served by the destination terminal. It should also be noted that (3.13) and (3.16) are the

same when hRD is non-fading, i.e. fTRD = 01. In addition, due to the embedded orthog-

onality, ρfS→D under the effect of fading R → D link is still equal to its static counterpart

ρsS→D given by (3.14).

3.3 Bit Error Probability

In this section, we present detailed derivation of the bit error probability (BEP) expression

for the aforementioned system model. We adopt BPSK modulation where x1 = x2 or

x1 = −x2, each with probability 1
2 . According to the BPSK decision rule, if Re[x̂i] > 0

(i = 1, 2), then x̂i is demodulated to 1, otherwise x̂i = −1 is chosen. Without loss of

generality, we consider the detection of x̂1, noting that the same steps can be followed in

the detection of the symbol x̂2.

Since hSR and ĥSR are jointly Gaussian, we can write the channel gain hSR in terms

of its estimate ĥSR using (2.16). As a result, conditioned on ĥSR, the channel gain can be

written as

hSR = ρSRĥSR + dSR, (3.17)

where ρSR is given by (2.17) and dSR is a CN ∼ (0, σ2dSR
) random variable where its

variance is given by (2.18). Similarly, we can write hSD and hRD in terms of their estimates.

Assuming that all links experience identical statistics, we have ρSD = ρSR = ρRD = ρ and

σ2dSD
= σ2dSR

= σ2dRD
= σ2d.

1Note that α2 = ESD and σ2
RD = 1
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For the case of x1 = x2, assuming that the receiver estimates hRD correctly, and substi-

tuting (3.4) and (3.5) into (3.2), we obtain

x̂1 = ρx1

[

α2|hRD|2|ĥSR|2 + β2|ĥSD|2 + αβĥSD

(

(ĥSRhRD)
∗ − ĥSRhRD

)]

+ x1

[

α2|hRD|2ĥ∗SR + β2ĥSDd
∗
SD + αβ

(

(ĥSRhRD)
∗dSD − ĥSDhRDdSR

)]

+ αĥ∗SRh
∗
RDn1 + βĥSDn

∗
2. (3.18)

The assumption of correctly estimated hRD is realistic, since the SNR over the R→ D link is

typically much higher than that over other links. If otherwise is assumed, the mathematical

analysis will become highly complicated.

Now, conditioned on ĥSR and ĥSD, Re{x̂1} is

Re{x̂1} = Cx1 + ψ, (3.19)

where ψ is a zero-mean Gaussian random variable with variance

σ2ψ = σ2d

(

β2 + α2|hRD|2 +
N0

2

)(

α2|hRD|2|ĥSR|2 + β2|ĥSD|2
)

, (3.20)

and the coefficient C is given by

C = ρ
(

α2|hRD|2|ĥSR|2 + β2|ĥSD|2
)

. (3.21)

Therefor, noting that the average bit error probability is, in general, given by P e =

Q(
√
SNR) , it can be shown that

P hRD ,ĥSD,ĥSR

e|x1=+x2
= Q






√
√
√
√
ρ2
(

α2|hRD|2|ĥSR|2 + β2|ĥSD|2
)

σ2d
(
β2 + α2|hRD|2 + N0

2

)




 . (3.22)

Since Pr{x1 = +x2} = Pr{x1 = −x2} = 1
2 , thus P

hRD,ĥSD,ĥSR

e|x1=+x2
= P hRD ,ĥSD,ĥSR

e|x1=−x2 . Therefore

the BEP, conditioned on hRD, ĥSD and ĥSR, is still given by (3.22). We also recall from

(2.17) that
√
ρ is the correlation coefficient of the channel gains and their estimates.

Subsequently, assuming ESD/N0 = ERD/N0 ≫ 1 and for sufficiently large ESR/N0 >

ESD/N0, the normalization factors α and β reduce to
√
ESD. Thus, we can rewrite (3.22)

in terms of the channel correlation coefficient ρfS→R→D and the end-to-end instantaneous

SNR, γ, as follows

Pe|hRD,ĥSR,ĥSD
= Q





√

2γρ(|hRD |2|ĥSR|2 + |ĥSD|2)
(1 + |hRD |2)(1 + (1− ρ)γ)



 , (3.23)
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Figure 3.2: BEP with respect to various values of ρ for non-fading R→ D link.

where ρ = ρfS→R→D given by (3.16) when the underlying R → D link is subject to fading,

and

γ =
σ2SRESD
N0

(1 + |hRD|2). (3.24)

After some mathematical manipulations, presented in the Appendix A, we obtain [36]

Pe =
1

π

∫ π/2

0

(
sin2 θ

sin2 θ + ζ̄1

)(
sin2 θ

sin2 θ + ζ̄2

)

dθ, (3.25)

where

ζ̄1 =
γρ|hRD|2

(1 + |hRD|2)(1 + (1− ρ)γ)
, (3.26)

ζ̄2 =
γρ

(1 + |hRD|2)(1 + (1− ρ)γ)
. (3.27)

Therefore, the BEP is a function of channels correlation coefficient expressed in (3.16), which

is a function of Doppler frequency, SNR and the number of pilot symbols in a PSAM-assisted

STBC network.

For the non-fading R → D link, i.e. hRD = 1, the BEP expression in (3.25) is reduced
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to [36]

P hRD=1
e =

1

4



1−
√

ζ̄

2 + ζ̄





2

2 +

√

ζ̄

2 + ζ̄



 , (3.28)

where ζ̄ is calculated by substituting hRD = 1 in either (3.26) or (3.27).

3.4 Numerical Results

In this section, numerical results for the analytical observations in the previous section are

presented. In this simulation study, we consider BPSK modulation and assume ESD = ERD,

i.e., S → D and R → D links are balanced, which can be achieved through power control.

As for the S → R link, we set ESR/N0 = 30dB. First, we assume a non-fading R→ D link.

Figure 3.2 depicts BEP versus SNR with respect to various values for correlation coefficients

ρfS→R→D. In this case, there is a perfect match between the analytical expressions and

simulation results. On the other hand, when fading R→ D link is considered in the system

model, the analytical expression for BEP in (3.25) becomes a lower bound. For lower-range

SNR’s it nearly matches the simulation results. However, as the value of SNR increases, it

gradually diverges from simulation at higher-range SNR’s for about 1 dB.
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Figure 3.3: BEP with respect to various values of ρ for fading R→ D link.
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3.5 Summary

This chapter investigated the impact of imperfect channel estimation on the performance of

PSAM for a distributed STBC system operating in AaF relaying mode. We concluded that

the time varying nature of R → D link increases the effective Doppler speed observed by

the destination terminal. This would bring about more errors in the estimation. However,

with the relation of the correlation coefficients and the number of pilot symbols derived in

this chapter, one can optimally choose the number of pilots in order to compensate for the

estimation error when the fading and Doppler effects are severe. Moreover, an analytical

expression for the BEP was also presented, which turned out to be a function of Doppler

frequency, number of pilot symbols and the end-to-end instantaneous SNR.



Chapter 4

Multi-Relay Two-Way Cooperative

Networks

In most practical scenarios, the data transmission in cooperative communication networks

occurs via a half-duplex one-way channel that results in the bandwidth loss. To overcome

this problem, bidirectional or two-way relaying has recently been proposed [37, 38]. Subse-

quently, many researchers have focused on these two-way channels [39, 40]. In particular,

some of them have investigated the performance of these systems in terms of outage prob-

ability, see e.g. [40, 41].

There are also a number of works on the relay selection (RS) in two-way relay-assisted

networks. In [39], Hwang et al. consider two-way AaF relaying communication over a

multiple-relay cooperative network in which the best relay terminal is selected based on the

instantaneous channel information. In [42], Ju et al. propose a joint RS-OSS1 protocol to

maximize the mutual information between the two end-source terminals. The same authors

propose a relay selection scheme based on the max-min criterion in [41] to minimize the

outage probability. However, in their works they assume that all the channel gains are

known to the both end-sources and the relays. In fact, many of the current results on

selection cooperation are built upon the assumption that there is perfect channel state

information at every terminal [39, 40].

As previously discussed, channel coefficients must be estimated in practice. Specifically,

due to imperfect CSI, performance of the system is confined to a specific bound where the

1opportunistic source selection

28
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S1

R1

RM

S2Rj

First Time Slot

Second Time Slot

hS1,j hS2,j

Figure 4.1: Two-way cooperative communication system model with multiple relays.

system can not surpass it. In other words, the outage probability of the system has an error

floor.

This chapter aims to investigate the performance of max-min relay selection in the two-

way multi-relay cooperative networks with imperfect CSI.

4.1 System model

A two-way relay-assisted wireless communication system, also known as two-way channel,

is considered where two end-source terminals, S1 and S2, communicate with assistance of

multiple relay terminals, Rj for j = 1, ...,M , as shown in Figure 4.1. Each terminal is

equipped with a single antenna and operates in a half-duplex mode. The AaF relaying

mode is adopted where the exchange of information takes place in two different time slots.

At the first time slot, the selected best relay terminal Rj∗ receives the sum signal from

S1 and S2. In the second time slot, the relay terminal amplifies and forwards the received

signal to both end-source terminals S1 and S2. We assume that non of the terminals has the

perfect knowledge of the channel gains and thus has to estimate the channel coefficients with

some errors. Considering time-varying frequency-flat Rayleigh fading reciprocal channels,

every channel gain is modelled as a complex Gaussian random variable hSi,j ∼ CN (0, σ2Si
)

with variance σ2Si
per dimension.

Now let the two data signals transmitted at the first time slot by two end-source terminals
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be denoted as x1 and x2, respectively. The received sum signal at the relay terminal Rj is

given by

rj =
√

ES1hS1,jx1 +
√

ES2hS2,jx2 + nj, (4.1)

where ES1 and ES2 are the transmit powers at S1 and S2, respectively, and nj is the AWGN

noise modelled as a CN (0, σ2nj
) with variance σ2nj

per dimension.

At the second time slot, the relay terminal Rj amplifies the receive signal rj with an

amplifying coefficient η and then broadcasts it to S1 and S2 over the two-way broadcast

channel. The received signal at Si, denoted by yi, is as follows

yi =
√

ERηhSi,jrj + nSi
, (4.2)

where nSi
is also the AWGN noise modelled as a complex CN (0, σ2nSi

) with variance σ2nSi

per dimension.

To ensure that the transmission power at the relay terminal is confined to ER, η should

be determined as

η =
1

√

ES1 |hS1,j|2 + ES2 |hS2,j|2 + σ2nj

∼= 1
√

ES1 |hS1,j|2 + ES2 |hS2,j|2
. (4.3)

The approximation in (4.3) is to simplify the analytical derivations. Section 4.5 verifies

through the numerical results that the effect of such approximation is quite negligible.

Substituting (4.1) into (4.2) and cancelling the self-interference of the end-source termi-

nal Si, i.e.,
√
ESi

ERηh
2
Si,j

xi for i = 1, 2, we obtain2

y1 =
√

ES2ERηhS1,jhS2,jx2 +
√

ERηhS1,jnj + nS1 , (4.4)

y2 =
√

ES1ERηhS1,jhS2,jx1 +
√

ERηhS2,jnj + nS2 . (4.5)

One can assume that the end-source terminal Si cancels out its self-interference with im-

perfect CSI, i.e., cancelling
√
ESi

ERηĥ
2
Si,j

xi instead of
√
ESi

ERηh
2
Si,j

xi. In this case, the

system performance degrades due to the self-interference error terms in the received signal

2We note that each end-source terminal knows its own symbol xi and so it can simply remove this term

from the received signal.
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yi at Si. In Section 4.5, we have demonstrated this effect in Figure 4.4. However, in the

rest of this thesis we assume perfect self-interference cancellation.

In order to detect the transmitted data signals at each Si from the received signal yi, we

have to use the estimated channel coefficients due to the imperfect CSI at every terminal.

So, we have

x̂2 = ĥ∗S1,jĥ
∗
S2,jy1, x̂1 = ĥ∗S1,jĥ

∗
S2,jy2, (4.6)

where x̂2 and x̂1 are the detected signals at S1 and S2, respectively, and ĥSi,j is the estimation

of hSi,j, distributed as CN (0,
σ2
Si

ρSi

) and related to hSi,j by [29]

hSi,j = ρSi
ĥSi,j + dSi

, (4.7)

where
√
ρSi

is the correlation coefficient between the actual channel gain hSi,j and its esti-

mate ĥSi,j calculated from (2.17), and dSi
is a zero-mean complex Gaussian random variable

with variance given by (2.18).

To find the end-to-end instantaneous SNR’s γS1,j and γS2,j for the links S1 → Rj → S2,

and S2 → Rj → S1, respectively, first we need to detect the signals at two end-sources.

Without loss of generality, we consider detecting of x̂2 at S1. Therefore, we obtain:

x̂2 =
√

ES2ERηρS1ρS2 |ĥS1,j |2|ĥS2,j |2x2 + ψ + ̺, (4.8)

where ψ is the noise term and ̺ is the error term due to the estimation errors and are as

follow

ψ = ĥ∗S1,jĥ
∗
S2,jnS1 +

√

ERηnj

(

ρS1 |ĥS1,j|2ĥ∗S2,j + ĥ∗S1,jĥ
∗
S2,jdS1

)

, (4.9)

̺ =
√

ES2ERηx2

(

ρS1 |ĥS1,j|2ĥ∗S2,jdS2 + ρS2 |ĥS2,j|2ĥ∗S1,jdS1 + ĥ∗S1,jĥ
∗
S2,jdS1dS2

)

(4.10)

We also have a similar expression for x̂1.

The instantaneous SNR, γS2,j can then be calculated as [43]

γS2,j =
ES2ERρ

2
S1
ρ2S2

|ĥS1,j |2|ĥS2,j |2

α2|ĥS1,j|2 + β2|ĥS2,j|2 + C2

, (4.11)

Similarly, we have

γS1,j =
ES1ERρ

2
S1
ρ2S2

|ĥS1,j |2|ĥS2,j |2

β1|ĥS1,j|2 + α1|ĥS2,j|2 + C1

, (4.12)
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where 





α2 = ERρ
2
S1
(ES2σ

2
dS2

+ σ2nj
) +ES2σ

2
nS1

,

β2 = ES2(ERρ
2
S2
σ2dS1

+ σ2nS1
),

C2 = α2

(
σ2
dS1

ρ2
S1

)

,

(4.13)

and 





α1 = ERρ
2
S2
(ES1σ

2
dS1

+ σ2nj
) +ES1σ

2
nS2

,

β1 = ES1(ERρ
2
S1
σ2dS2

+ σ2nS2
),

C1 = α1

(
σ2
dS2

ρ2
S2

)

.

(4.14)

It should be noted that since the relay Rj dose not have the knowledge of the actual

channel coefficients hSi,j’s, the estimated values, ĥSi,j’s, should be used in (4.3) as well.

In section 4.3 we use γSi,j to derive the outage probability of the system where we assume

that Ci is small enough and therefore we ignore the effect of Ci in the denominator. We

show through the simulations that this assumption is realistic and the analytical results are

accurate.

It is worth mentioning that, assuming each terminal has perfect CSI i.e. ρSi
= 1 and

σ2dSi
= 0, and for the unit-variance noise signals, γS2,j reduces to

γS2,j =
ESER|ĥS1,j|2|ĥS2,j|2

(ES + ER)|ĥS1,j |2 + ES |ĥS2,j |2
, (4.15)

which has a similar form to the result reported earlier in [41]. The same also holds true for

γS1,j.

4.2 Relay Selection with Imperfect CSI

The max-min relay selection scheme where the best relay is the one that maximizes the

minimum received SNR at the two end-source terminals is considered in this section. In

other words, the best relay terminal, Rj∗, maximizes the minimum of received end-to-end

SNR’s γS1,j and γS2,j over all relay terminals Rj’s, where

j∗ = arg max
j=1,...,M

min{γS1,j, γS2,j}, (4.16)
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In this thesis, we consider outage probability as the probability that either or both of the

users are in outage,3 i.e,

Pout = Pr[min{γS1,j, γS2,j} < γth]. (4.17)

Taking into the account the relay selection scheme, we can compute Pout as

Pout = Pr[min{γS1,j∗, γS2,j∗} < γth], (4.18)

where γth = 2R − 1 for some total network rate R.

4.3 Outage Probability

In this section, we investigate the effect of imperfect CSI on the performance of the two-way

relay-assisted networks described in section 4.1 in terms of the outage probability.

In order to find a closed-form expression for Pout, we need to derive the CDF, FX(x), of

X = maxj=1,...,M{Xj}, where Xj = min{γS1,j, γS2,j}. Then, the outage probability is given

by

Pout = FX(γth). (4.19)

We first derive the CDF of Xj, presented in the Appendix B, as

FXj
(x) = F 1

Xj
(x) + F 2

Xj
(x), (4.20)

where F 1
Xj

(x) is given by [43]

F 1
Xj

(x) =
ρS1

ρS1 + ρS2

+
ρS2

ρS1 + ρS2

exp

(−x
K1

(α1 + β1)(ρS1 + ρS2)

)

− A

[
2x

K1

√

α1β1ρS1ρS2K1

(
2x

K1

√

α1β1ρS1ρS2

)

−
∞∑

i=0

(−1)i

i!

(
x

K1
α1ρS2

)(i+1)

Ei+2

(
x

K1
β1ρS1

)]

. (4.21)

where K1 = ES1ERρ
2
S1
ρ2S2

, A = exp
[
−x
K1

(α1ρS1 + β1ρS2)
]

, K1(.) is the modified Bessel

function of the second kind with order 1, and Ei(.) is the exponential integral function

3Another scenario could be to consider that the system is in outage if all the users are in outage. In

this case if any user can transmit its signal to its destination successfully, then the system would not be in

outage.



CHAPTER 4. MULTI-RELAY TWO-WAY COOPERATIVE NETWORKS 34

defined in Eq. (5.4.1) of [44]. F 2
Xj

(x) is also simply derived by substituting ρS1 , α1, β1 and

K1 by ρS2 , α2, β2 and K2, respectively. Finally, the CDF of X is given by

FX(x) =

M∏

j=1

FXj
(x). (4.22)

FX(x) is a function of αi, βi and Ki that all are functions of the correlation coefficients ρS1

and ρS2 . Therefore, the channel estimation error degrades the performance of the system

and can dramatically change the outage probability of a two-way relay-assisted network.

In Section 4.5, we demonstrate the effect of channel estimation errors in all links on the

system’s performance through changing ρS1 and ρS2 .

It should be noted that in order to have the outage probability when the perfect CSI is

present to all the terminals, one needs to simply substitute ρSi
= 1 and σ2dSi

= 0 into (4.21).

4.4 Power Allocation Scheme

In this section, we investigate an optimum power allocation scheme for the mentioned two-

way relay networks. For this purpose, we note that if ρS1 and ρS2 in F 1
Xj

(x) and F 2
Xj

(x) are

replaced with their average
ρS1

+ρS2
2 , FXj

(x) remains almost the same (see Appendix C for

proof).

In other words, this observation states that the outage probability is in practice a func-

tion of the average estimation errors modelled by the correlation coefficients ρS1 and ρS2 and

hence neither of the links S1 → Rj → S2 and S2 → Rj → S1 dominates the performance of

the system. In section 4.5, Monte Carlo simulations also confirms these observations.

The problem of power allocation optimization can be stated as

{EoptS1
, EoptS2

} = arg min
ES1

,ES2

{pout}

subject to ES1 + ES2 = E, (4.23)

where E is the total transmission power for the two links.

It should be noted here that, minimizing the pout is equivalent to maximizing γS1,j and

γS2,j. Therefore, rewriting γS1,j and γS2,j in terms of ES1 and ES2 and replacing ρS1 and

ρS2 with their average, we have

γS1,j =
ERρ

4|ĥS1,j|2|ĥS2,j|2ES1

BES1 + ERσ2nj
(ρ2|ĥS2,j|2 + σ2dS )

, (4.24)
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where

B = (ERρ
2σ2dS + σ2nS2

)

(

|ĥS1,j|2 + |ĥS2,j|2 +
σ2dS
ρ2

)

, (4.25)

ρ =
ρS1

+ρS2
2 , and σdS1

= σdS2
= σdS .

We note that γS1,j in (4.24) is a monotonically increasing function of ES1 . Similarly, γS2,j

is a monotonically increasing function of ES2 . Next, we note that ES1 + ES2 = E is fixed,

and also the effect of ρS1 and ρS2 on both γS1,j and γS2,j is only specified by their average.

Therefore, in order to maximize the minimum of γS1,j and γS2,j or equivalently to minimize

the pout, the optimum power allocation is ES1 = ES2 = E
2 [43]. In other words, to guarantee

the highest probability . that neither of the links are in outage, we have to allocate the

same transmission power to both end-source terminals regardless of the estimation error in

each link. However, if our goal is that at least one of the links survives the outage, we have

to allocate the transmission power ESi
proportional to the ρSi

.
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Figure 4.2: Outage probability for various values of ρ, for a single-relay network.
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4.5 Numerical Results

In our simulation study, we assume unit-variance noise at the relay terminal after the first

time slot, i.e., σ2nj
= 1 for all relays. First, we consider ρS1 = ρS2 = ρ. Figure 4.2 shows

the outage probability versus SNR with respect to various values for correlation coefficient

ρ in a single relay scenario. It is evident form Figure 4.2 that in two-way networks, there is

an error floor due to the presence of estimation error. In other words, since increasing SNR

does not lead to a decrease in the Pout, there is no diversity gain for such networks in the

presence of estimation error. It is worth mentioning that despite ignoring the effect of Ci’s
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Figure 4.3: Outage probability for various values of ρ, for M = 2 relay terminals.

in the denominator of γS1,j and γS2,j in (4.11) and (4.12) and using the approximation in

(4.3), there is a perfect match between our analytical results and simulations.

Figure 4.3 depicts outage probability versus SNR with respect to various values for

correlation coefficients ρ withM = 2 relay terminals. It confirms that increasing the number

of relay terminals leads to lower outage probability.

In Figure 4.4, we have shown the impact of imperfect self-interference cancellation on

the performance of multi-relay two-way networks. It compares the performance of perfect

and imperfect self-interference cancellation for M = 2 relay terminals. There is about 5dB
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Figure 4.4: Performance comparison of perfect and imperfect self-interference cancellation
at the end-source terminals for M = 2 relay terminals.

degradation in SNR due to the self-interference error terms in the received signals.

In Figure 4.5, we have compared the performance of a two-way network with M =

1, 2, 3, and 4 different relay terminals for the fixed value of ρ = 0.995 in order to better show

the effect of the number of relays on Pout. For example, there is about 10dB improvement

in SNR in a network with M = 4 relay terminals compared to the single-relay network.

As discussed in section 4.4, the performance of a two-way cooperative network in terms

of outage probability is dominated by neither of the S1 → Rj → S2 or S2 → Rj → S1

links. Instead, it is determined by the average performance of both links. Figure 4.6 depicts

the outage probability for different ρS1 , ρS2 and ρ =
ρS1

+ρS2
2 . It clearly corroborates the

analytical results in section 4.4. For example, for ρS1 = 0.98 and ρS2 = 1, Pout is the same

as ρS1 = ρS2 = ρ = 0.99. Analytical expressions in (4.19) and (4.21), when ρS1 and ρS2 are

replaced with their average, perfectly match with the simulation results and are omitted

here for the sake of illustration.

Figure 4.7 shows the effect of proposed power allocation scheme on the Pout for ρ =

0.98 and ρ = 0.95. There is a slight improvement when ES1 = ES2 compared to when
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Figure 4.5: Performance comparison of a two-way network with M = 1, 2, 3, and 4 relay
terminals for ρ = 0.995 .

ES1 = 2 × ES2 . However, there is 1dB improvement when ES1 = ES2 compared to when

ES1 = 4× ES2 . As the gap between ES1 and ES2 increases, the performance of the system

degrades. For higher SNR’s, however, the graphs for all allocated power values experience

the error floor.

4.6 Summary

In this chapter, we analyzed the effect of estimation error on the performance of the two-way

cooperative networks. First, we derived a closed form expression for the CDF of the end-to-

end SNR which we subsequently used to find the the outage probability of the system when

the best relay is selected. We demonstrated that the presence of estimation error leads to a

loss in diversity gain or equivalently an error floor.

In addition, we proved that neither of the links S1 → Rj → S2 and S2 → Rj →
S1 dominates the performance of the system. We further presented an optimum power

allocation scheme that minimizes the Pout.
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Figure 4.6: Outage probability for various values of ρS1 and ρS2 for M = 4 relay terminals.
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Chapter 5

Conclusion And Future Work

This final chapter summarizes the contributions of the work presented in this thesis and

suggests several directions for further research.

5.1 Conclusion

Cooperative networks have recently attracted much attention and fundamental information-

theoretic aspects of these networks have been already well documented. However, practical

implementation of cooperative communications requires an in-depth investigation of several

physical layer issues such as channel estimation.

In this thesis, we have first investigated the performance of cooperative communication

systems with imperfect channel estimation in chapter 3, where the channel estimates are

obtained through the use of pilot symbols. We have presented an exact bit error probability

expression in the presence of channel estimation errors which is in terms of the correlation

coefficient of the fading channel gains and their estimates. We have derived the relation

between the number of pilot symbols and the bit error probability of the system.

We have also studied the effect of imperfect channel estimation in two-way multi-relay

cooperative networks. In our model, we have adopted the max-min relay selection algorithm.

We have derived an exact expression for the CDF of the instantaneous end-to-end SNR of

the system based on which the outage probability has been presented in chapter 4. We have

further shown that neither of the S1 → R → S2 and S2 → R → S1 links dominates the

performance of the system in a two-way setup scenario and have accordingly proposed a

novel optimum power allocation scheme to minimize the outage probability.
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5.2 Future Work

An initial problem for future consideration is generalizing our framework for analyzing the

effect of imperfect CSI on the performance of cooperative communications systems to other

wireless channel models. We elaborate some of these extensions in the following.

• PSAM scheme in cascaded Rayleigh fading environment: The first extension

to the results of chapter 3 is to derive the correlation coefficient for the cascaded or

Double Rayleigh fading channels where each channel gain is a product of two indepen-

dent Gaussian random variables. Moreover, having known the relation of the bit error

probability and the number of pilot symbols from chapter 3, an interesting problem is

to find the optimum number of pilot symbols to minimize the error probability subject

to some power constraint in the training phase.

• BEP of two-way multi-relay networks with imperfect CSI: To find the bit

error probability of a two-way multi-relay network with imperfect CSI, we first need

to find the statistical characteristics of the system such as PDF and MGF of the

instantaneous end-to-end SNR. Having the CDF presented in chapter 4, it is straight

forward to derive these statistical tools. For instance, substituting the CDF into the

relation Pe =
a√
2π

∫∞
0 Fγ

(
t2

b

)

exp
(
−t2
2

)

dt presented in [45], we can find the BEP of

the system.

• Two-way relaying networks with outdated CSI: The outdated feedback of CSI

can dramatically degrade the efficiency of diversity in cooperative networks leading to

crushing the diversity gain. Consequently, the study of such effects seems essential.

The general framework of this scenario is similar to the one presented in chapter 4.

The effect of feedback delay has been well studied in one-way cooperative networks,

see e.g. [46, 47]. However, it is yet have to be considered for the two-way networks.



Appendix A

MGF Approach To BER

In section 3.3, we derived the bit error probability as

Pe = E

{

Q

(√

2
(

ζ1|ĥSR|2 + ζ2|ĥSD|2
)
)}

, (A.1)

where ζ̄1 and ζ̄2, conditioned on hRD, are deterministic and given by (3.26) and (3.27).

Therefore, X1 = ζ̄1|ĥSR|2 and X2 = ζ̄2|ĥSD|2 are exponential random variables. To further

simplify (A.1) we exploit the moment generating function (MGF) of X1 and X2 given by

MXi
(−s) =

∫∞
0 exp(−sXi)fXi

(xi)dxi.

Using the alternative representation of the Q-function, given by

Q(x) =
1

π

∫ π
2

0
exp

( −x2
2 sin2 θ

dθ

)

, (A.2)

we can rewrite (A.1) as

P (e) =
1

π
×
∫ π/2

0

∫ ∞

0

∫ ∞

0
exp (−s(X1 +X2)) fX1(x1)fX2(x2)dx1dx2dθ

=
1

π

∫ π/2

0
MX1(−s)MX2(−s)dθ, (A.3)

where s = 1
sin2 θ

and the MGF of the exponential random variables Xi is given by MXi
(s) =

1
1−ζis

. Therefore,

P (e) =
1

π

∫ π/2

0

(
sin2 θ

sin2 θ + ζ1

)(
sin2 θ

sin2 θ + ζ2

)

dθ. (A.4)
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Appendix B

Derivation Of FXj
(x)

In this appendix, we present the derivation of FXj
(x) in more details. According to the

definition of a cumulative distribution function, FXj
(x) = Pr{min{γS1,j, γS2,j} ≤ x}. We

can rewrite it as FXj
(x) = F 1

Xj
(x) + F 2

Xj
(x), where

F 1
Xj

(x) = Pr{γS1,j ≤ x, |ĥS1,j|2 < |ĥS2,j|2}, (B.1)

F 2
Xj

(x) = Pr{γS2,j ≤ x, |ĥS1,j|2 ≥ |ĥS2,j|2}. (B.2)

Substituting (4.12) into (B.1), we have

F 1
Xj

(x) = Pr
{

(K1|ĥS2,j|2 − β1x)|ĥS1,j|2 ≤ α1|ĥS2,j|2x, |ĥS1,j|2 < |ĥS2,j|2
}

. (B.3)

Now following a similar approach as in [41], we can rewrite it as

F 1
Xj

(x) = Pr

{

|ĥS1,j |2 < |ĥS2,j|2, |ĥS2,j|2 ≤
(α1 + β1)x

K1

}

+ Pr

{

|ĥS1,j |2 <
α1|ĥS2,j|2x

K1|ĥS2,j|2 − β1x
, |ĥS2,j |2 >

(α1 + β1)x

K1

}

. (B.4)

Therefore, it can be calculated as follows

F 1
Xj

(x) =

∫ ∞

0
f2(t)dt−

∫ (α1+β1)x
K1

0
[1− F1(t)]f2(t)dt

︸ ︷︷ ︸

I1

−
∫ ∞

(α1+β1)x
K1

[

1− F1(
αxt

K1t− β1x
)

]

f2(t)dt

︸ ︷︷ ︸

I2

, (B.5)
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where f2(t) is the PDf of |ĥS2,j|2 and F1(t) is the CDf of |ĥS1,j|2. Since |ĥS1,j |2 and |ĥS2,j|2

are exponentially distributed with parameters ρS1 and ρS2 , respectively, we can simplify I1

as

I1 =
1

ρS1 + ρS2

[

ρS1 + ρS2e

(

− x
K1

(α1+β1)(ρS1
+ρS2

)
)]

, (B.6)

and by using the substitution y = t− β1x
K1

we have

I2 = AρS2

∫ ∞

α1x
K1

exp

[

−α1β1ρS1x
2

K2
1y

− ρS2y

]

dy

= AρS2

[
∫ ∞

0
exp

[

−α1β1ρS1x
2

K2
1y

− ρS2y

]

dy −
∫ α1x

K1

0
exp

[

−α1β1ρS1x
2

K2
1y

− ρS2y

]

dy

]

.

(B.7)

where A = exp
[
−x
K1

(α1ρS1 + β1ρS2)
]

. We can further simplify it by using Eq. (3.471.9) of

[48] and Taylor series for the exponential function as follows

I2 =
2Ax

K1

√

α1β1ρS1ρS2K1

(
2x

K1

√

α1β1ρS1ρS2

)

− A
∞∑

i=0

(−1)i

i!

(
x

K1
α1ρS2

)(i+1)

Ei+2

(
x

K1
β1ρS1

)

, (B.8)

where Ei+2(x) =
∫ 1
0 t

ie−
x
t dt is the exponential integral function defined in Eq. (5.4.1) of

[44]. Now, plugging (B.6) and (B.8) into (B.5) results in (4.21). Following similar steps, we

can also derive F 2
Xj

(x).



Appendix C

Effect Of The
ρS1

+ρS2
2

On The Pout

In this appendix, we discuss the results presented in section 4.4 analytically and draw a

proof that if ρS1 and ρS2 in F 1
Xj

(x) and F 2
Xj

(x) are replaced with their average
ρS1

+ρS2
2 ,

FXj
(x) remains almost the same. Therefore, the outage probability is determined by the

average of estimation error.

To prove it mathematically, we perform the mentioned substitution and use the approx-

imation (ρS1 + ρS2)
2 ≈ 4ρS1ρS2 which holds accurate enough for 0 ≤ ρS1 , ρS2 ≤ 1. We first

note that the terms
√
α1β1ρS1ρS2K1

(
2x
K1

√
α1β1ρS1ρS2

)

and exp
(
−x
K1

(α1 + β1)(ρS1 + ρS2)
)

remain exactly the same after replacing ρS1 and ρS2 with their average. By performing the

substitution in the summation term on the right hand side of (4.21) and considering the

same approximation, we obtain the ith term of the summation as

(−1)i

i!

(
x

K1
α1(

ρS1 + ρS2

2
)

)(i+1)

Ei+2

(
x

K1
β1(

ρS1 + ρS2

2
)

)

=
(−1)i

i!

(
x

K1
α1

√
ρS1ρS2

)(i+1)

Ei+2

(
x

K1
β1
√
ρS1ρS2

)

(C.1)

Therefore, we need to verify that

(−1)i

i!

(
x

K1
α1ρS2

)(i+1)

Ei+2

(
x

K1
β1ρS1

)

≈ (C.2)

(−1)i

i!

(
x

K1
α1

√
ρS1ρS2

)(i+1)

Ei+2

(
x

K1
β1

√
ρS1ρS2

)

.

For this purpose we define an error term ξ1 to be the difference of the left-hand side and

the right-hand side terms in (C.2). Without loss of generality, we assume that ρS2 > ρS1
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and that ρS2 = ρS1 + ǫ for 0 < ǫ < 1 1.Therefore,

ξ1 = O

(∫ 1

0
tie

−
β1xρS1

K1t (1− e
−β1xǫ

K1t )dt

)

, (C.3)

similarly, for the term A we find the error term ξ2 as follows

ξ2 = O

(√

exp{− xǫ

ERρ2S1
(ρS1 + ǫ)2

}
)

. (C.4)

Therefore, the final error in FXj
after replacing ρSi

’s with their average, is of the order

2ξ1ξ2. Comparing this error to the rest of the terms in FXj
(x) numerically shows that this

error is negligible. Therefore, the value of FX(x) remains almost the same.

1For the ordinary case that ǫ = 0, i.e, ρS1
= ρS2

, the proof is straight forward.
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