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Abstract

We introduce MMTrack, our single-target tracking system, that combines the idea of cluster-based
and adaptive appearance modeling. MMTrack uses SVMs for linearly aggregating simple trackers.
We focus on modeling tracking as a structured output prediction task where the goal is to find a
sequence of interdependent locations of the target given a video. Since trajectories are difficult to
characterize and that ”bad” trajectories are (usually) not given, we require a principled way for au-
tomatically generating them. Following recent advances in machine learning, we discriminatively
learn the tracking task by first generating bad trajectories and then employing a max-margin criterion
to learn how to distinguish among ground truth trajectories and all other possibilities. Our frame-
work for tracking can be of general interest since one can add or remove trackers easily to obtain a
customized tracker with desired properties. Our method enjoys robustness against occlusion, drift
and appearance change. We applied our framework to single pedestrian tracking and experimen-
tally demonstrated the effectiveness of our method on a real-world data set by achieving comparable

results to the state-of-the-art tracking systems.

il



v

“’If you are not falling, you are not trying.”

— SONNIE TROTTER
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Chapter 1

Introduction

Computers were built to help make repetitive and time-consuming tasks easier to perform for hu-
mans. Computer scientists, however, have been interested in developing systems than can accom-
plish complicated tasks with minimum amount of supervision. In other words, people have been
aiming at incorporating intelligence in their systems. In fact, the grand goal of artificial intelligence
is to build intelligent machines i.e. machines that can ideally decide and act as an intelligent human
being would. Since describing and formulating real-world problems has proven to be unpredictably
challenging, we are often concerned with building intelligence by having machines “learn” to solve
the tasks of interest by looking at problem-solution instances.

Generally speaking, computer vision is concerned with understanding images and videos. Aside
from extracting problem-specific features and representations from images and videos and devising
algorithms that can handle the related tasks, computer vision researchers have recently been able
to successfully employ learning algorithms in this area. Hence, many problems have often been
redefined or revisited from the learning point of view. For example, object recognition problem is
sometimes defined as the problem of learning to recognize objects. Although irregularities or rare
characteristics can be of interest, the learning perspective of vision originates from the belief that
similar events tend to have specific patterns or statistics that implicitly reflect their commonalities.
Interestingly, the viewpoint of learning to perform vision tasks has brought up many interdisci-
plinary challenges and issues that has motivated contributions from both the theoretical learning and
practical vision communities,

Here, we are interested in applying computer vision in traffic monitoring and analysis of public
transportation. Our work is motivated by the fact that motion statistics and behavioural patterns

of people and pedestrian-vehicle interactions on the roads can help improve civil architecture and
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road safety. Since gathering such statistics is extremely costly and tedious, our long term goal is
to develop reliable systems that can automatically perform these tasks. Hence, we seek to devise
algorithms that, given a recorded video of the settings of interest, summarize the activities and
motion patterns of people and their interaction with vehicles. Specifically, we focus on tracking
the pedestrians that show up in a given video sequence. This would enable us model pedestrian
vehicle interactions as well as pedestrian movement patterns from sidewalk to road and vice versa.
Following the previously mentioned learning perspective of vision problems, we try to learn to
perform tracking by appropriately representing the trajectories and learning to differentiate among
good and bad ones given their features. This is inspired by the observation that complex objects,
such as trajectories, can be compactly represented using their statistics. For instance, a trajectory
can be described by the expectations of patterns of movements and changes in the appearance of
the object being tracked. The complexity of objects of interest, on the other hand, suggests using
multiple trackers. Therefore, we use a classifier in order to aggregate multiple trackers and learn to
characterize the difference between the representations of good and bad trajectories so as to be able
to predict a good trajectory by choosing one that respects the expected distributions most. Although
characterizing trajectories brings up challenges and issues and learning and inference is costly, we
benefit from the added flexibility in terms of features and gain good performance in pedestrian
tracking and hope our work would help understand related problems better.

The thesis is organized as follows. The remainder of introduction briefly describes pedestrian de-
tection and tracking and their connection. Next, having motivated tracker combination approaches,
we explain our features and learing and inference and summarize the contribution. Chapter 2 dis-
cusses the previous work and recent advances in learning functional dependencies in structured
spaces that extend them. Chapter 3 briefly reviews some background knowledge that our learn-
ing and inference schemes build upon. Chapter 4 provides detailed information about our tracking

system. Chapter 5 presents experimental evaluations and Chapter 6 concludes the thesis.

1.1 Pedestrian Detection

Object detection generally refers to the problem of localizing objects of a specific category (such
as cars, buildings or pedestrians) in an image or a video. Since building models that can faithfully
describe objects is difficult, we are often interested in finding rectangular bounding boxes that en-
close the region of the image that belongs to the object of interest such that the center of the object

coincides with the center of the box. This is usually done by sliding a window all over the image
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and examining whether that window contains an object belonging to the desired category.

Object detectors are often classifiers that decide upon existence of object of interest based on
the evidence in a given bounding box. Pedestrian detectors usually perform similarly to detectors
designed for other object categories and differ only in the features they employ. Although we do
not aim to build a pedestrian detector, we use a state-of-the-art detector [13] in order to initiate our
tracking algorithm.

Detection is challenging a problem because objects may be occluded (by objects in the same
or different category) or appear in different angles, sizes or scales. They can be of non-rigid or
articulated nature (e.g. human body), have a complex shape or pose or even be irregular i.e. have
an unusual appearance (for example a person may be missing a leg or wearing a backpack). More-
over, general challanges of computer vision problems such as image noise, differences in scene

illumination and information loss in 3D to 2D projection are also to be dealt with.

1.2 Pedestrian Tracking

Object tracking, in its simplest and most general setting, is the task of following an object of interest
throughout a video sequence and obtaining its trajectory while it is within the field of view or until
some other criterion is satisfied. Tracking is an important computer vision task with numerous appli-
cations such as human tracking, motion-based recognition, automated navigation, human-computer
interaction, traffic monitoring and video surveillance [44].

Tracking and detection are tightly coupled tasks that can potentially help one another. One can
think of tracking as a sequence of detections [27] with some considerations. Namely, motion, time
coherence and color are often ignored in object detection. Moreover, since time comes into play in
tracking, one has to handle identity preserving issues as many instances of the same category can
show up in a video sequence simultaneously for a considerable amount of time.

The tracking problem is very challenging in general due to appearance change, camera motion
and the motion of object of interest. Needless to mention that all previously noted issues discussed
under object detection also come up in the tracking problem in more or less similar way.

We will be making a few simplifying assumptions to narrow down the problem and to make it
tractable. We are interested in the problem of tracking an object in a video recorded using a sta-
tionary camera where the initial location of the object is given by some detector which is assumed

to be perfectly reliable. Presuming that a mechanism for performing multi-object tracking exists,
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we focus our attention on building a good single-object tracking system. Finally, instead of frame-
to-frame tracking, we choose to estimate the trajectory of the object throughout the whole video
sequence at once hoping that we can gain robustness against occlusion and compensate for simpli-
fications made in our model and respresentations. Although our tracking framework is general, we
make it specific for pedestrian tracking by using appearance and motion models that are designed to

describe pedestrians.

1.3 Combining Trackers

Building a good tracker that can do well in all the possible complicated settings turns out to be
impractical. However, a common approach for overcoming some of the above mentioned challenges
is to introduce a number of different trackers that either individually or in groups explain different
part of the problem. Most tracking systems amount to defining a set of features that best describe the
appearance of the object along with a motion model that explains the patterns of movements between
consecutive frames. The appearance and motion models are usually treated separately by tracking
algorithms, using independent components whose parameters are set or learned independently (e.g.
Haar-like features for appearance model and constant velocity dynamics as the motion model [42],
or Eigenbasis appearance model-Brownian motion model pair [31]).

Further, choosing an appearance model is itself challenging due to appearance change of the
target and potential similarity in appearance with other objects. Ramanan et al. [30] consider a
static approach to appearance modeling using clustering while Collins et al. [9] use online adaptive
appearance modeling. A good appearance model should be able to strike a balance between resis-
tance to drift and adaptation of the object’s appearance over time. This suggests that a combination
of static and continually updated cues may help a tracker achieve superior performance. It has been
shown that combining different cues helps improve tracking performance, if it is done in a princi-
pled manner [35, 27]. Note that aside from multiple trackers, [27] includes a segmentation i.e. a
delineation of boundaries for obtaining better appearance models (which is not always practical due
to view limitations or background similarities etc.). Many existing multi-cue tracking algorithms,
however, combine the cues with either fixed weighting [5, 34, 33], or update the weights according
to a heuristically-selected measure [23, 26].

Another approach that has gained popularity recently is to use some feature selection criteria
to select the features that best discriminate the appearance of the object from its surroundings. In

{91, a Fisher-like criterion is used to select the most discriminative features at each frame, whereas
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in [3], a boosting mechanism is used to select the best features from a fixed pool of features. Both
methods, however, use only one type of feature (linear combination of RGB channels for [9], and
Haar-like features for [3]). Considering the fact that different feature types help and that the features
are not independent from each other necessarily, we try to combine various features and determine

their relative contribution in a principled way.

1.4 Features

In general, learning, inference and features are closely related to each other. Often, it is very difficult
to consider the wide range of possibilities of these components since exhaustively trying all the
combinations is impractical for most of the frameworks and real-world problems. Therefore, we
usually choose a learning and inference framework and try to extract features that are suitable for
both the problem and the framework or vice versa. Here, we are interested in exploring the former
approach and define our task-relevant features accordingly. It is known that the choice of “good”
features has an important contribution towards performance. Yet, we design a set of features in such
a way that they fit our specific framework. More precisely, we require our features not only to be
informative but also to respect the nature of our training procedure. In what follows, we briefly
describe the intuitions behind our choice of features and then explain the roles of the features and
associate them with their names.

Our goal is to combine the idea of constant appearance modeling [30] and adaptive appearance
modeling by striking a balance between trackers representing each of them. Specifically, we intro-
duce a component that forces constant appearance and another that models the appearance change
over time. Also, we use trackers built on top of hierarchical color histograms that describe how the
histograms of different parts of the bounding box enclosing the pedestrian deviate from their mean
over time. Note, however, that we are not interested in recognition (i.e. learning to describe how
pedestrians tend to look like) as a pedestrian detector would. Instead, we use information from a
reliable detector to help us with localization.

We expect the Histogram of Oriented Gradients (HOG) feature to be of help to the system in dis-
criminating between pedestrians and non-pedestrian objects (e.g. car, trees, etc.). Color histogram
distance features are used to provide information about the deviation of appearance of the tracked
pedestrian. Appearance template features, on the other hand, give clues about a particular pedes-
trian at a finer level than the histogram distance features. Further, other than the static histogram

distance features, another type of appearance template feature is used to explain expected patterns of
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appearance updates for pedestrians. With the combination of both static and continually-updated ap-
pearance model, we hope to achieve a good balance between resistance to track drift and adaptation

to a pedestrian’s varying appearance throughout its trajectory.

HOG Score

We use the output of the linear SVM classifier that operates on HOG [13] as a feature to help our
system differentiate between pedestrians and other objects. We trained the SVM classifier to detect
pedestrians in top-down view so as to make it suitable for our particular experimental setup. The
detection window size is set to 48x112 and the detection is performed on a pyramid built on the
input image with its scale varying up to 130% of the original resolution. For each pixel. we take the
maximum SVM score over all scales resulting in a score map where the peaks vote for presence of
pedestrians. We then normalize these scores so they fall within the range [0,1] and use the final map
as our feature. Figure 1.1 illustrates an input image along with the corresponding normalized HOG

score map.

Figure 1.1: A frame and its corresponding HOG feature map.

Color Histogram Distance

Although HOG scores can help the system differentiate between pedestrians and other objects, they
are not informative in distinguishing among different pedestrians, as many pedestrians will poten-
tially have high HOG scores. Thus, features that convey identity i.e. features that can uniquely resp-
resent the appearance of a pedestrian are needed. We incorporate such features using a static color
histogram model obtained from clustering. The main idea here is that by clustering the histograms
obtained from bounding boxes around the pedestrians throughout the video, we can gain a good

insight into the average appearance statistics of each of the people. Thus, we will be able to track
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Figure 1.2: Color histogram distance features generation: a) Nine histograms are computed over
sections of the detected person’s bounding box and the resulting histograms are concatenated to
give a hierarchical description. b) all such histograms are clustered. ¢) Histogram distance maps
are then generated for every frame by sliding a window and computing the x?-distance between the
histogram of each of the sections of the window to the cluster mean to which the target belongs.
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the change instead of trying to learn the appearance and so we would be able to obtain a simple yet
effective appearance model. Note that static appearance features in our tracker contributes towards
gaining resistance againts drift that often occurs in tracking systems with dynamically-updated ap-
pearance models.

The generation of the color histogram distance features is as follows. Based on the image evi-
dence inside the bounding box obtained from a HOG detection, nine histograms are computed over
different sections of a pedestrian’s body as depicted in the second column of Figure 1.2. Each his-
togram consists of 30 bins with 10 bins for each of the R, G and B channels. These nine histograms
are then concatenated together to give one histogram characterizing the person’s appearance. Next,
we cluster all the instances of histograms of all the people in the video using the mean-shift clus-
tering algorithm. We then represent the target pedestrian using the mean of the cluster to which it
belongs. Finally, we compute one histogram distance map for each of the nine body sections by
computing, at each pixel location, the y?-distance between the histogram built using the image ob-
servation within the corresponding section of the bounding box centered at that pixel and the mean
of the cluster to which the target belongs. The resulting maps have low values in areas with sim-
ilar color to the target person’s and high values elsewhere. We efficiently compute the histogram

distance maps using the integral histogram trick [28].

Appearance Templates

Besides a person’s color histogram distance maps, we use appearance templates to describe the
person’s appearance. We use two templates: a template obtained from the image patch inside the
bounding box surrounding the given location of the target in the initial frame, and another template
obtained similarly from the previous frame. The initial template implements a constant appearance
model which is used to provide a fixed reference to the person’s appearance similar to the cluster
center of the color histograms. However, the initial appearance template describes the person’s
appearance at a finer level of detail than the histogram distance features. This template acts as a
memory template which ensures that the tracker does not completely forget about the appearance
of the target when it first showed up. On the other hand, the previous frame template incorporates
the idea of adaptive appearance modeling because it mimics the appearance adaptation mechanism
by encoding the expected amount of frame-to-frame change of the tamplate during the inference,
which helps the system cope with some degree of object appearance changes over time.

Distance maps are computed for each of the templates by sliding each template over the current

frame, and computing the sum of absolute pixel value differences in all three color channels of each
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pixel belonging to the template, which is efficiently performed using a modified integral image trick

[41]. These distance maps are then normalized to fall in the rage of [0,1].

1.5 Learning and Inference

As noted before, we are interested in exploring learning perspective of the tracking problem. In fact,
since we believe that temporal information is important when modeling tracking, we are concerned
with the problem of learning to predict trajectories as structured objects. Although we do not build
upon probabilistic interpretations, we will be using a simple probabilistic temporal model in order
to define our learning and inference procedures.

We propose to use a large margin criterion for learning. In our formulation, having considered
each feature as a tracker, we define our tracker to be a linear combination of individual trackers
whose relative contributions i.e. the weights are jointly determined. The idea is to induce an ap-
propriate features space where any given trajectory can be summarized as a point and use a Support
Vector Machine (SVM) in order to learn to produce good trajectories. Therefore, tracking amounts

to performing an inference in our temporal model given the model parameters.

1.6 Contribution

The main contribution of this thesis is to employ structural support vector machines in the context
of object tracking. Structural SVM is a recent development in machine learning that generalizes
multi-class Support Vector Machine formulation to deal with interdependent and structured variables
[37, 39]. Object tracking can be formulated as a structured output prediction problem, as it tries to
find the sequence of coordinates that best explain input features. This is verified by the observation
that the locations of an object in consecutive frames must be close to each other as an object is
assumed to have physically restricted movements. In addition, by formulating the problem as a
tree-structured Conditional Random Field (CRF), we will show that Structural SVM also provides
an intuitive and principled way to treat the feature representation and motion model in a unified way
while jointly learning the relative contributions of multiple cues.

The tree-structured CRF model and the inference scheme that we adopt is similar to the model
adopted in [5]. However, our objective is not to build a multi-target tracker but rather to define a prin-
cipled way to combine different cues. Berclaz et al. [S] combine simple cues such as ground plane

occupancy and color model by treating them equally (i.e. using fixed weighting), whereas we try to
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find weights that represent relative contributions of features. In a way, the idea of combining differ-
ent cues in our framework is closely related to the approach presented in [35]. The main difference
is that instead of combining the results of muitiple ’observers’ (i.e. complete tracking systems each
having its own appearance and motion model), we fuse different appearance models and a motion
model. Moreover, the parameters for fusing the appearance models and motion model are learned
jointly in our case whereas in [35] the observers are combined according to error distributions that
are learned independently for each observer.

We adopted our framework to devise a single pedestrian tracking algorithm and demonstrated
the effectiveness of our method experimentally on a real-world data set achieving comparable resutls
to the state-of-the-art. This work was done in collaboration with Ferdinand Stefanus, Mani Ranjbar,
Ze-Nian Li and Greg Mori, parts of which appeared as a publication in [22]. My contribution to
this work centered around applying structural support vector machines in the context of single target

tracking using different sources of information.



Chapter 2

Previous Work

Supervised approaches for learning discrete labels from given independent objects have been around
for six decades now. Support vector machine [11], which maximizes the confidence in classification
using the so called margin criterion has been very successful in immensely many applications. Aside
from well studied theoretical foundations and generalization guarantees, support vector machines
enjoy efficiency in learning and prediction while being capable of handling very high dimensional
spaces through the kernel trick. The SVM recipe for modeling a group of variables i.e. multi-class
classification of multiple objects, however, is limited to introducing a single joint label for the entire
data set with the number of classes being exponential in the size of the set which is intractable. This
means that, in practice, SVM is unable to exploit the sparsity in structure for more efficient search
in the parameter space.

Although the general problem of modeling complex objects is difficult, the challenge has been
effectively addressed for many simple structures using probabilistic graphical models e.g. [4] and
[24]. Structured prediction i.e. the idea of combining graphical models and SVMs aiming at get-
ting the best of both frameworks was first investigated in the work Hidden Markov Support Vector
Machines (HM-SVM) [2] by Altun et al. which was based on an instance of working set optimiza-
tion for SVMs. This work was inspired mainly by perceptron-like discriminative training work by
Collins [8], learning structured output spaces using joint kernels by Hofmann et al. [15] and the
n-best algorithm [7]. In the following, another significant contribution towards combining graphical
models and the large margin framework, Max-Margin Markov Networks was proposed by Taskar et
al. {37] which resulted in a novel polynomial-size formulation. Tsochantaridis et al. [39, 40] and
Joachims et al. [20], however, viewed the problem as the problem of learning general functional

dependencies in structured output spaces and used the cutting plane method to exploit the structure

11
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and sparsity in the dependency network (of course the cutting plane approach is believed to be in-
spired by the one best pseudo example approach employed in [2]). This line of work was closely
related to the learning framework developed for sequence alignment problem (which appeared also
as a technical report before publication of [37]) by Joachims in {18]. Interestingly, these pieces of
work later inspired the use of cutting plane method in efficient training of linear binary support vec-
tor machines [19]. Notably, a generative approach to the structured prediction problem was recently
introduced by Lampert and Blaschko [25] which, taking advantage of the one-class SVM formula-
tion, suggests building models for estimating the support of the joint space instead of modeling the
full joint distribution.

In the following, we briefly review some related pieces of previous work. For simplicity of
presentation, we start with the probabilistic view of multi-class support vector machines and build
on that to elaborate on a widely received structural extension of support vector machines and the

cutting plane approach used for training them.

2.1 Multi-Class Support Vector Machines

Support vector machines were originally formulated for 2-class classification. An extension to multi-
class SVM, however, is not quite straightforward. A common approach is the so called one-versus-
the-rest approach where k independent 2-class SVM classifiers are trained to distinguish among data
from their class and data from other k — 1 classes. Here, we are interested in the approach introduced
in [12]. In order to understand the idea, we start by drawing analogies between multi-class logistic
regression and the multi-class SVMs. In logistic regression for the k-class classification problem,

we assign a parameter vector to each class conditional and so we have
plyi = klzi; wi) = exp(wi 2). (2.1)
The learning is similar to the binary case and the predictor is derived similarly
gi = maxp(y; = klzi; wy). (2.2)

In order to optimize for prediction performance, we are interested in the following constraints
= k|xi,w
plyi = blzsw) o 2.3)
pyi = jlas; wj)
Note that w is the concatenation of weight vectors for individual classifiers and the choice of con-

Vi, V5 # k,

stant c is arbitrary. Thus, taking logs and picking an appropriate constant we obtain

Vi,Vj 74 k, Wle'i - WjTCEi > 1. (24)
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In order to come up with a unique solution and to avoid overfitting, we consider a positive constant

A and /5 regularization of the parameters yielding the following objective

min A||w|| (2.5)
s.t. WkTZL‘i - WjTZL'i > 1, \V/Z,Vj 75 k. (26)

We wish to enforce a solution and hence need non-negative slack variables. However, instead of

introducing one slack variable for each constraint as in [43], we modify the constraints in Eq. 2.3 as

R P
Vi, ap(yz ‘“fl“w) j2 @7
max p(y; = jle;; w;
Vj#kp Yi = JiTis Wy

which results in the following program

min 3llwlf; + & 3 & (2.8)

st. Vi,Vi#y wylai—wile, >1-6, Vi,&>0. (2.9)

Here, C is a positive constant that requires a balance between the contributions of regularizer and
the prediction error. We observe that the objective is identical to SVM formulation. It suggests
that, according to the probabilistic perspective noted above (which was discussed in many works
including [14]), a valid multi-class SVM formalism can be obtained by writing down the usual
SVM objective with the constraints forcing a fixed gap between the correct and incorrect labels for

each example.

2.2 Structural Support Vector Machines

As pointed out earlier, the structural extensions of support vector machines aim at enabling SVMs
to deal with complex objects. Thus, instead of predicting a single label for each instance, we wish
to predict a set of labels for a group of interdependent variables jointly. In structural SVM, we inject
the properties of a graphical model of interest into SVM classifier using the features coming from a
structural extension of the same model.

An interesting instance of this generic problem is the case where predicting a sequence of vari-
ables that describe the same category of events is desired. The structural SVM becomes capable of
capturing sequential and possibly overlapping dependencies by mimicing, for instance, the structural

extension of logistic regressor i.e. Conditional Random Fields model [24]. For brevity, we restrict
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ourselves to problems where input varibles are observed and a set of shared parameters are respon-
sible for explaining the input-output pairs {(x;,y;)}.—,. Similar to the multi-class formulation in

Eq. 2.1 and Eq. 2.3, the prediction rule for the i-th sample can be expressed as
yi= max p(yilxi; w), (2.10)

where the shared parameters w are to be estimated such that

vivy £y, D) @.11)
p(y[xi; w)
Again, taking logs we end up with
Vi,Vy # yi, log p(y:|xi; w) — log p(y|x;; w) > 1. (2.12)

As in Eq. 2.7, we come up with the following constraints
Vi, log p(yi|x;; w) — max log p(y|x;; w) > 1 (2.13)
y

which essentially results in the method discussed in [2]. The maximization in the above gives the
runner up to the ground truth (called pseudo example by the authors) which we call negative example
for consistency.

In order to explain complex objects, we introduce a loss function A(y;,y) called structural
loss that describes how a prediction y differs from the desired labeling y;. If we incorporate a
suitable loss and replace the log probabilities with their equivalent expression using Eq. 3.5, the

normalization terms get cancelled and including the regularizer and slack variables we obtain

min 3|wli; + 5 3, & (2.14)
s.t. vzlgz z O: F(xi:yi;w) — max F(xlaY7w) z A(yl’y) - 61 (215)
y

The above formulation is in fact the so called structural support vector machines. Here, the loss
function which reflects the quality of classifier in the specific problem at hand, accounts for the
fact that the gap i.e. the margin between a prediction and its corresponding ground truth must be
determined according to the loss incurred when predicting it.

It is worthwhile considering again the constraints in Eq. 2.15. In fact, each of these constraints

is implicitly representing exponentially many constraints given by

Vi.Vy #yi. F(x,ysw)—max F(x;,y;w) > Ay, y) — &- (2.16)
y
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If we plug them in and use the feature representation $, we obtain the formulation in [39] given by

nnn—||w||2 qu st Vi, & >0, 2.17)

This method, which was proposed in [37] and [39] known as the margin rescaling formulation in the
latter, is extensively used since it is simple and the maximization needed to produce the constraints
in Eq. 2.15 can be made efficient for many problems. A drawback of this approach is that it may put
too much effort on pushing easy negative examples away from the ground truth namely manipulating
the margin size for examples that are far from being confusing. For example, a bad example with a
large slack might be unnecessarily prioritized resulting in other examples being dominated.

On the contrary, another approach is to maintain a fixed margin as in the general SVM formu-
lation and rescale the slack proportional to the loss. This is known as slack rescaling [39] which

focuses on difficult negative examples and results in the following optimization problem
min 3] jwii5 + £ 22, & 2.19)

st Vi,& >0, wld(x;,y) - maxwl®(x;,y)>1— (2.20)
y

Alyiy)”
To see the differences between these two methods for modeling the hinge loss, we observe that in the
margin scaling the position of the margin is adjusted whereas in slack scaling the slope is modified

and the marigin is fixed:
& = max (A(yi,y)(l - wio(x;,y:) + WT<I>(XiaY)))v (2:21)
&™ = max (A(yi, y) — wle(x;,yi) +wl O(x;, Y))' 2.22)
y

The slack £° in slack rescaling formulation is invariant to the loss scale changes. For instance, if
we set A’ = MA with A > 0, then we can get the same solution i.e. the same set of weights by
building a new program using A’ and C' = C/\. This is not the case in margin rescaling and one
also needs to rescale the feature vectors accordingly. In slack rescaling, the slack is just a function
of high scoring examples that reside in the margin area as the components of the right-hand side of
Eq. 2.21 are non-negative. Clearly, in margin rescaling this does not hold and an example can have a
huge loss with features that do not resemble the features of ground truth at all. In practice, however,
it turns out that the difference between these methods is not significant experimentally. On the other
hand, slack rescaling can be very complicated and expensive and so, one may wish to stick to the

margin scaling for many applications.
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Although we limited our discussion to posterior probabilities, one can view structural SVM as a
powerful framework for learning arbitrary general dependencies that are expressible using tractable

probabilistic graphical models.

2.3 Cutting Plane Training of SSVMs

As pointed out earlier, the optimization problems we aim to solve are problematic in that we can not
hand them in directly to solvers that employ common methods as the huge number of constraints
renders them useless. Therefore, instead of solving the problem with full constraints, we seek to
find a polynomially sized subset of constraints such that if we solve for them we can guarantee a
predetermined desired accuracy [{40].

It is worth considering again the problem setting of interest. One can think of our problem
as a weighted instance of one class classification problem [32] where, given a number of positive
samples we are interested in localizing (i.e. finding the center of) the positive class by exploring the
“nearby” space. Here, we consider a polyhedron P constructed by querying the cutting plane oracle
(explained in Section 3.3) which is updated using potentially more accurate/informative queries as
we proceed. The idea is to approximate the borders by having data points vote for the location of the

positive set. In order to do so, we examine how much we can move each positive sample according

Algorithm 1 Cutting Plane Training of SSVM

Require: input pairs (x1,y1), ..., (Xn,¥n)s & C
Si=0,&6&=0,i=1,...,n
w=0,P=40
repeat
fori=1,..,ndo
Hiy) = { Alyi,y) — wld(x;,y:) + wle(x;,y) Margin Scaling }
Ay, y)(1 - wle(x;,y:) + wIO(x;,y)) Slack Scaling
y = argmax H(y)
y

&; = max (O,mak)q('H(y))

pASIH]
if H(y) > & + < then
S; =S U{y}

P = update(P, &(x;,¥))
w «— aggregate(P, §)
end if
end for
until no 5; has changed during iteration
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Figure 2.1: A few stages of cutting plane optimization. Shading denotes the current solution and
we start with no constraints and wg = 0. a) First constraint added which cuts off the solution.
b) Another constraint added and the solution recomputed. ¢) The procedure is repeated until no
violation more than ¢ is detected. Figure taken from [1].

to the displacement cost associated by function H(.). This is done by building vectors Ad; =
O(x;,y:) — ®(x;,y) that characterize the displacement for each positive sample, and weighting
them with their cost while trying to encourage the informativeness (i.e. prioritize displacements that
give negative examples which explore new places and the ones that are explaining finer details). This
is implemented using the aggregate function as explained in our simplified version of the method
in algorithm 1. Roughly speaking, this function expands the positive class boundaries by weighting
displacement vectors for each sample and considering the center of the region induced by all such
vectors as an estimate for the parameters w.

Figure 2.1 illustrates some consecutive weight updates for the slack scaling variation of the
cutting plane optimization. We summarize the procedure as follows. We iterate over the training
samples and solve for the examples whose constraint (the cost for the sample introduced by the
oracle) is violated by more than the current threshold. We shrink the threshold and obtain a new

relaxation using all the constraints added so far and repeat until the desired accuracy ¢ is reached.



Chapter 3

Preliminaries

3.1 Max-Margin Learning for Structured Spaces

Structured prediction problems are problems where predicting a number of interdependent variables
is desirable. The structure can either be modeled in inputs or outputs or both inputs and outputs.
Assuming that input and output variable vectors are of length L, we are interested in structured
prediction problems where we wish to learn a mapping from an input x € X'~ to a discrete output
label y € V¥ given training pairs (x1,y1), ..., (Xn, ¥n) drawn from some unknown yet fixed dis-
tribution P. Note that a sequence of inputs is to be mapped to a sequence of structured response
labels. So, we are dealing with a generalization of multi-class classification. Since solving for
one label per structure is impractical and in fact unnecessary for many of the problems, having ex-
ploited the structure and the relationships between output labels, we reduce the problem to finding
a discriminant function. Such a function is specified as a mapping F : X x Y — R which basi-
cally assigns a real-valued score to input-output pairs. Hence, the discriminant function becomes a

w-parameterized scoring function expressed by
f(x;w) = maxF(x,y; w)
yEY

whose maximum is ideally at the desired output y for a given input x. Further, one needs to extend
zero-one classification loss and introduce the notion of loss for structured prediction. The basic
underlying idea is to reflect the fact that different structure choices should be treated according to
their correctness using a bounded loss function A : Y* x Y& — R. This function is expected to
convey reliable information about how a prediction y = f(x; w) differs from the desired labeling

y. Then, the goal of learning is to find a function f(.;w) from a certain family of functions that

18
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minimizes the following weighted sum

Ra(f)= ) Ay, fw(x)P(xy)
AxyeSs
where Ra(f) is the empirical risk on the training sample pairs S = {(x;,y;) € X x Y} drawn

from P. Considering the common i.i.d. assumption, the risk reduces to
1 n
Ra(f) =~ > Alyi, f(xi))
i=1

which is the quantity of interest in SVM learning framework. In fact, the max-margin recipe for
learning structured spaces amounts to minimizing an upper bound on the structural loss of the pre-

dictor f while avoiding overfitting using the so-called margin criterion.

3.2 Modeling Structure in the Data

In general, the term model refers to probabilistic models and modeling is the procedure of specifying
the relationship and dependencies between the variables according to the nature of the processes to
which they are assigned. Here, we are interested in models that use conditional independence for
describing the relationships between the variables. Specifically, we define a Markov network over
the variables so we can easily express the dependencies in terms of a product of factors defined over
subsets of these variables.

Consider prediction probiems where, instead of a single response variable y € ), we are aiming
at predicting a set of variables y = (y(I), ..., y(™) C ) x ... x Y,. For instance, y can model the
trajectory of an object in the context of tracking and each element y(?) in this variable vector would
represent the pixel location of the object at time ¢ € {1,...,n}. The joint space induced by these
variables is known as a structured space because it is characterized by their interdependence and
constraints. Interestingly, by exploiting the dependencies and interactions between the variables,
we would not need to model the whole space in practice. For example, in the tracking problem we
do not really need to consider the huge space of all possibilities and it is enough, for each pair of
consecutive frames, to look at nearby pixels of the hypothesized location because an object can not
“fly away”.

Structured prediction is the problem of learning to predict structured spaces. Again, we are
assuming that input and output variable vectors are of length L. In structured prediction, we are

interested in the general problem of learning a mapping from inputs x € X' to discrete output
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labels y € V'* given a training set S = {(x;,y;) € X x Y} containing n samples drawn uniformly
from some unknown but fixed distribution P. Hence, assuming that P comes from an exponential

family, we can express it as

n

p(SIw) = exp {Z CXEIOE g(xz-;vv))} G.1)

i=1
where g(.) is the partition function and ®(x,y) is a combined feature representation that encodes
the structure in input-output pairs. More precisely, the representation of the joint space respects
the independence assumptions of the network of variables on which it is defined. Considering the
Markov properties of the network and linearity of the model, each ®(x;, y;) factorizes as

O(xi,y:) = 3 e(Xi, ¥i): (3.2)
ceC

where C' is the set of maximal cliques defined over the variables and ®.(.) is the vector valued
potential function which provides a concatenated representation of the contributions of the nodes
and edges for clique ¢ in the underlying dependency graph. Interestingly, ®(x,y) is the sample
average of the sufficient statistics ®(X,Y) = > . ®(x;.y;) and we expect w to reflect this fact
appropriately. For example, the maximum-likelihood principle for the likelihood amounts to the

following condition
E[®(x,y)] = ®(5) = Es[®(x,y)] (3.3)

whereas the same principle for the likelihood ratios results in conditions on expectations on the
difference between sufficient statistics of the distributions that represent individual likelihoods. In
other words, in a likelihood ratio setting, w is supposed to tell us how the average of the values of
the features corresponding to each of the distributions differ from one another.

We restrict our attention to conditional models as modeling the input space is burdensome and

in fact unnecessary in most of the problems. So, the quantity of interest is

¥

p(ylx;w) = —Zﬁexw(x,y;w» (3.4)

where we have defined F(x,y;w) = (w, ®(x,y)) to be a linear scoring function that summarizes
the joint representation of a given pair (x,y). Since the model is log-linear, we can write down the
log-conditional in the following simple form

log p(y|x; w) = F(x,y; w) — log Z(x; w). (3.5)

Note that the normalizing constant Z is only a function of the input which is often cancelled out in

cases where likelihood ratio is being modeled.
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3.3 The Cutting Plane Method

The cutting plane method also known as the Kelley method [21] refers to general iterative methods
for solving optimization problems with linear inequalities. These methods are appealing since they
neither require differentiability of the objective and constraints nor do they need the evaluation
of these quantities at each iteration and so they are suitable for problems with large number of
constraints. For simplicity, we focus on standard convex minimization problems where the optimal
set i.e. the target is given.

In this approach, the objective is to find a convex region 7 € R% called the rarget whose
description is provided only through a so-called oracle. The role of oracle is to determine, given a
query point z € R, if it lives in the target or to return a hyperplane called cut located between z and
7 that helps us narrow down the search by ruling out a halfspace. The hyperplane is parameterized

with a and b that must satisfy the following
vteT a't<b, alz>b, |all,=1 (3.6)
We start by an initial set that is known to contain 7, namely we have
T C Po={z] Aoz < bo}. 3.7)

Now we keep sampling from the space bounded in Py by querying from the oracle until we come

up with k points z(1 ..., () that do not lie in 7. Hence, we obtain the following cutting planes
a;’z <b;y i=1,..k (3.8)

The polyhedron built using these &k hyperplanes, denoted by Py, encapsulates 7 namely

T CPr={z| Aoz < by, ailz<b, i=1,..k} (3.9)

The idea is to obtain a good approximation of the target by tightening the hypothesis P using nested
solutions Py 2 ... 2 P 2 7. If we realize that Py, is empty we conclude 7 is empty and stop.
Otherwise, we sample another point inside P, and stop if it lies in 7 or update the solution using
the new point to get Pr+. A simple implementation of the idea [6] is summarized in Algorithm 2.

The informativeness of the cutting planes that we introduce can be captured by the reduction
in size of the feasible space. Therefore, an ideal procedure is one that consistently cuts as much as

possible from the uncertain region of the search. Since the discarded part of the space is unknown
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Algorithm 2 The Generic Cutting Plane Algorithm

Require: An initial polyhedron Py containing 7
k—20
loop
Choose a point z5+1) in Py
Query the oracle at z(F+1)
if 25+ € 7T then
Exit Loop
else
Prr1 = Pr N {z| a£+lz < bt}
end if
if Pr+1 = 0 then
Exit Loop
end if
k—k+1
end loop

a priori, a good query point turns out to be the one that lies in the center of the current polyhedron.
Progress measure is often chosen to be the ratio of the volume of two consecutive solutions.

An important concern in this method is that the number of cutting planes grows as we proceed.
So, we require good strategies for maintaining a reasonably sized working set. Although redundant
constraints (i.e. hyperplanes whose consideration neither changes the hypothesis P nor the conver-
gance speed) can be exactly identified, most practical implementations employ heuristics such as
relevance or ranking to prune the working set.

Another important aspect of the algorithm is the stopping condition. A suitable approach, which
is usually used in convex minimization, is to keep record of the value and the location of the optimal
point for the objective and use its difference to the best known lower bound obtained in the previous

step as the stopping criterion.
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Structural Support Vector Machines for

Tracking

In this section, we introduce our tracking system called MMTrack in the context of pedestrian track-
ing. The system is comprised of three main components: constant appearance model, adaptive
appearance model and motion model. Constant appearance model is used to represent the appear-
ance of the target pedestrian whereas adaptive model is used to distinguish among the tracked object
and other objects. Also, the motion model favors specific movement patterns from one frame to an-
other. A large margin learning approach combines these three cues by learning weights associated
to each of the components. Finally, the learned model is used to estimate pedestrian trajectories.
The rest of this section is organized as follows. Section 4.1 describes our trajectory model-
ing approach. We explain our max-margin formulation for tracking in Section 4.2 and outline our

inference schemes in Section 4.3.

4.1 Trajectory Modeling

As pointed out earlier, we are interested in offline tracking where the goal is to obtain the whole
trajectory in the entire sequence given an initial location. This is in contrast to online tracking
algorithms that greedily pick the next best location of the object at each frame. Thus, the tracking
problem in this setting is formulated as one of finding the optimal trajectory y = (y(, ..., y(T)
with the starting location y(!) and the image sequence x = (x(), ..., x(T)) given. We use a simple

tree-structured model as illustrated in Figure 4.1 and define a trajectory to be optimal if it scores the

23
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Figure 4.1: Our model: a tree-structured CRF with the initial label and all the inputs observed. The
rectangles show the factors of the graph and the plate notation refers to 7" — 1 replications of the
structure for each frame that give the temporal model.

highest among all possible tracks according to this model.

Our scoring function is a mapping in the form of F(x,y:w) : X7 x YT — R that maps a
sequence of frames x = {x1), ..., x(™} and a trajectory y = {y¥), ..., y™} to a real number.
Each location y‘) is a discrete variable which is to be assigned to one of the image pixels and w
is a set of weights that parameterize the features extracted from the frames. The scoring function

of this model is decomposed into two contributions: transition model and observation model. The

transition model in our problem is summarized by the motion model which describes the spatial
relationship between the locations of the target in two consecutive frames. The observation model is
a measure of compatibility between a location and the observed features at that pixel location. We
define the score of a trajectory as

Fx,y;w) =Y Fr(y" ", y";wr)

||Mq
[\

4 Z Fo(xW, xt=1 x® y1) yt=1) y®. ) 4.1

t=2
where Fr(-) and Fn(-) are linear models describing transition and observation contributions respec-
tively. These potential functions are parameterized by w7 and w» whose concatenation we denote

by w.
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Observation Model

The observation model includes several features whose weighted combination votes for the presence
of the target pedestrian. These features include HOG score that helps with discriminating among
humans and other objects and, color histogram distance and appearance templates that describe how
the pedestrian looks like and how its look varies over time. Thus, the observation model at time ¢

decomposes into the following contributions
Fo(iwo) = wa & (x",y")

+ wel @ (x, y1)

+ wpTop(xD, x, y 1), y) 42)

+ wrlop(x1),x0, yM, yh)
where ®3(-), D¢ (), Dp(-) and @ £(-) denote the potential functions representing HOG score, color
distance histogram, and the difference between appearance templates of the previous frame and the
first frame to the current frame respectively. We concatenate all the observation weights to give

Wo = [We; Wy Wr; wfp}T. Intuitively, w weighs the observation features i.e. the trackers to

give a map that ideally peaks at the body center of the target pedestrian.

Transition Model

Similar to the observation model, we define the transition model as
Fr(y® V. yOwr) = wrl oy, yt), 4.3)

where Fr(-) is in fact a symmetric motion model. The motion model discretizes the distance trav-
elled between two consecutive frames into a number of bins that represent concentric circles centered

at the previous location. So, we have
o7 (y" ™D, y) = bin(d(y* D,y ")), 4.4)
bink. (d/) = ]l[Ld’JZk]v k= 0, ceey LdmaxJ- (45)

Here, d(y,y’) is the Euclidean distance between the 2d image locations of y and ¢/, 1|, is the
indicator function and bin(-) acts as a selection operator that generates a vector of length d, 4, + 1
with all the elements set to 0 except one being 1. The upper bound d,,,,, on the travelled distance
from one frame to the next one is estimated using the dataset. Note that the symmetric motion
model results in w7 being a disk-like motion prior which is learned jointly with the observation

model parameters.
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Figure 4.2: A given image sequence X and trajectory y and their unnormalized joint representation.

Trajectory Representation

As noted earlier, we require a combined feature representation in order to build our scoring function.
We encode a trajectory-video pair (x, y) using a function ®(.), whose components we implicitly in-
troduced previously, that compactly represents their statistics. Figure 4.2 illustrates a ground truth
input-output pair and its histogram representaion. Recall that this feature representation is decom-
posed in the same way that the model parameter vector does, namely ® = [®4; P¢; Pp; D r; @7],[.
Note that HOG, color distance features and template features are real-valued whereas motion fea-
tures are of counting nature and hence of type integer.

In this example, we observe that the overall change in color distribution of upper body and top-
left part of the body tends to be less compared to other color histogram hierarchies. Also, the amount
of change in appearance templates from the first frame to the current one is higher than the change
from the previous template to the current one. Moreover, the distribution of the motion counts are
as expected considering the following three facts: top-down view of the camera, high frame rate and

frequent stops (for short-time groupings, waiting for light, etc).

4.2 Max-Margin Formulation for Tracking

As described earlier, trajectories are difficult to predict as the complexity of their space is exponen-
tial in their length. Therefore, the idea is to design a linear function that measures the quality of
trajectories and to estimate its parameters such that we can identify good tracks from bad ones by

looking at the scores they would end up having according to the scoring function.
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Our scoring function is parameterized by a set of weights w which puts together a variety of
desired features linearly. The learning task is to find a set of parameters that best explain the depen-
dencies between image features and trajectories. We use a discriminative approach, namely we try
to discriminate between a compatible video-trajectory pair and all other trajectories. Hence, we find
a predictor that estimates the best trajectory given an input video by learning a set of parameters that
maximize the score of training set examples while pushing down the score of potential runner-ups.

Learning the model parameters in this problem setting is challenging since we do not have
negative examples. In other words, we do not know how a "bad” trajectory looks like and more
importantly, how it differs from a ”good” one because this information is not included in the dataset.
Notice that the scoring function in equation 4.1 can be viewed as a w-parameterized discriminant
function. Further, the locations in a trajectory are highly interdependent and so we are dealing with a
structured output problem. Hence, it is natural to adopt structural support vector machines to jointly
estimate the parameters. Here, we consider the notation and viewpoint suggested in [39].

According to the large margin criterion in structural SVM, we require a set of parameters that
maximize the score of 7 given ground truth tracks while pushing away the score of all other trajec-

tories from these maxima and hence the following program

m1n w i, st Vi,& >0, 4.6
min 1wl 3 + Zé ¢ (46)

3

wld(x;,y;) —w ‘P(xi,y) > Alyi,y) — &, 4.7)
Yi=1,..nVyé€ yT\yi.

The constant C' > 0 specifies the relative importance of margin maximization and error minimiza-
tion which is determined by cross validation. Note that, the constraints can be expressed in various
ways among which we are considering the margin rescaling formulation. Here, 4.6 guarantees gen-
eralization while learning whereas the constraints in 4.7 require the score of ground truth y, to be
at least as far away from the score of a possibly incorrect trajectory y as the loss A(y;, y) incurred
when predicting y. The averaging is performed to make examples with different lengths comparable
since in an unnormalized representation, an example may seem unreasonably difficult (or easy) as
its location with respect to the hyperplane(s) and hence the shape and location of the feasible region

would depend upon the length of the sequence.



CHAPTER 4. STRUCTURAL SUPPORT VECTOR MACHINES FOR TRACKING 28

The loss function measures the total squared Euclidean distance between corresponding loca-

tions in two trajectories:

Alyi,y) =Y d*(y:i",y®). (4.8)

teT

In tracking, a target is often considered to be "lost” if the tracker is off by more than a predefined
number of pixels p. So, one can consider all such trajectories as being equally invalid since they
are false tracks anyway. Therefore, we also define a bounded loss function which is again sum of

individual losses incurred at each frame. The bounded loss at time ¢ is expressed as

) 4.9

AB(f) (y’Lay) = A(t) (YMY) if A(t) (Y’Lay) S p2’
P otherwise.

We use the SV M5! framework[39] to solve this problem. In this approach, we find a subset
of inequality constraints in equation 4.7, the most violated ones, and then solve for them such that
all the constraints would be violated by no more than a desired precision.

As discussed earlier, since this problem has a huge number of contraints, we resort to the cutting
plane method for training. In this approach, for each training pair (x;,y;) we identify the most
confusing constraint i.e. a trajectory that is not only the most appealing one given the current model

parameters but also maximizes the loss function. Hence, we seek to find

y = argmax F(x;,¥) + Ay, y). (4.10)
Y#yi

Figure 4.3 illustrates some notable stages of the optimization procedure using unbounded loss
and a suitable constant C. Here, green indicates ground truth trajectory and red is the negative
example. We can observe that, among negative examples generated for a particular training sample,
there are examples that reasonably represent possible failure modes. For instance, Figure 4.3(b)
shows a trajectory that corresponds to “nothing” i.e. background but it covers a wide range of such
mistakes in tracking according to the parameters at that stage. Also, Figure 4.3(c) shows what we
call a distractor negative example where the system is trying to learn to avoid tracking other people
whose appearance is similar to the target pedestrian.

It is worth mentioning that the choice of loss function is crucial in this setting as it implicitly
affects the characteristics of the solution of the problem. Specifically, the negative examples i.e.
bad trajectories that are generated while solving the optimization problem are a function of loss.

It is not straightforward how one can make sure that the negative examples introduced are useful
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(a) First iteration: The worst track possible i.e.
maximizing the loss only.

(c) Tracking the distractors i.e. another person (d) Convergence: tracking the right person.
with similar appearance.

Figure 4.3: Some stages of optimization: green is the ground truth and red is the negative example.

namely if they introduce representative failure modes in prediction. Moreover, the choice of loss
function and the model are closely related. For example, we could modify ®(.) to account for
background clutter captured in the bounding box around the pedestrian to compensate for a shift in
the sum of absolute differences when moving from sidewalk to the street and vice versa. Although
this can result in a better representation for a trajectory, one can argue that nothing would stop bad
trajectories from having the same pattern. So, the learning problem can become more complicated

which would not necessarily help with the performance.
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4.3 Tracking as Inference

Having estimated the model parameters, the tracking task becomes an inference according to our
CRF model namely finding the highest scoring trajectory. Obviously, exhaustive search for the
optimal track is computationally intractable. We efficiently solve for this problem using a slightly

modified version of the Viterbi algorithm which is given by the following dynamic program

M _max(M((l )+ Fr(yt =1y, y”—lc)) +Fo(.3" =lc). @10
t=2,...T, Iy eN(e),
MY =0, VI # b, M) = —c0. (4.12)

(Linit ) O]

In fact, back to the probabilistic interpretation, this is equal to finding the maximum of the log
posterior given the parameters with the prior of the initial location set to 1 and other pixels set to 0.
Each element M (( § corresponds to a pixel and indicates the score of the highest scoring trajectory
that originates at the initial location li;;; and terminates at pixel p at time #. A traceback from the
final most scoring location is done to recover the track. In our notation, [ and Iy refer to the current
hypothesized location and its neighboring location(s) respectively. We just search the neighborhood
N (l¢) when trying to find the next possible location instead of doing a full search. Note that this
local search is valid since it complies with the nature of the movements of humans as a pedestrian is
not expected to jump to a pixel which is far away from the current location. Namely, we are finding
an exact solution in the space of "valid” trajectories.

As we will point out later, we need to run our tracker in the original resolution since all the
trackers to which we will be comparing our system are doing the same. However, performing
inference in high resolutions turns out to be computationally prohibitive even with local search and
integral histogram optimizations. Thus, we resort to approximate inference. So, we perform beam
search and only consider the V top-scoring trajectories (e.g. N = 3 in our experiments) and discard
the rest. This allows us to produce the tracking results in the original resolution while keeping the
inference feasible. Obviously, beam search will return suboptimal results because it does not explore

the whole hypothesis space. However, experimental results show that our approximate inference

scheme works well in practice.



Chapter 5
Details and Experiments

We use UBC Fireworks dataset for our experiments [16]. The dataset consists of clips recorded
at 1440 x 1080 resolution using a stationary camera installed on top of a building in downtown
Vancouver. Some sample snapshots are shown in figure 5.1. Hence, a top-down view of a moderately
crowded scene is captured with variety of moving objects typical to an urban setting present in the
image. This includes cars, bikers and pedestrians. The amount of change in illumination, scale and
pose is not significant but one needs to deal with background clutter and partial occlusions. The main
challenges in the dataset are the presence of occasional crowded blobs of moving pedestrians that
introduces many potential distractors and significant background change that occurs when people

move from sidewalk to street area and vice versa.

Figure 5.1: Snapshots from the UBC fireworks dataset.
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We use 10 manually-labeled trajectories from different sequences for training and 22 other
manually-labeled trajectories for evaluating the performance of our system. Both training and test
examples are of length 350-500 and contain easy, moderate and hard sequences ranging from a soli-

tary person going through the scene to a pedestrian walking within a crowd with partial occlusions.

5.1 Implementation Details

To reduce training time, we precompute HOG and color histogram distance features prior to training
and testing. Appearance templates, however, must be generated online (as they are pairwise poten-
tials) and we compute them efficiently using integral images. We significantly reduce the space of
possible trajectories in training by running the Viterbi algorithm in steps of nine pixels in both hor-
izontal and vertical directions so the actual working resolution for Viterbi is 160 x 120. We define
the neighborhood AV, ) to be the area within a radius of 2 pixels centered at the current location
lc. This choice is made based upon empirical statistics of the dataset which is in fact a function of
the camera angle, average walking speed of pedestrians and frame rate. Similarly, we set the d,;,4,
in motion model and p in bounded loss to the same constant. Note also that because testing pro-
cesses images at different resolution from training, the motion model obtained from training must
be adapted for testing. So, a simple nearest neighbor interpolation of the motion model is performed

using the same number of discretization bins as in training and the weights are used directly.

5.2 Automatic Trajectory Extraction

For qualitative evaluation, we design a system that automatically performs the tracking task. Search-
ing for all the targets and learning their appearance as done in [30] is not practical in our problem
because we neither can assume a constant appearance nor can we get a reliable segmentation (or
pose as in [38]) of them as the view is top-down and pedestrians are far away. As pointed out earlier,
we assume that initial locations of the pedestrians are given by a competent detector and the task
is to follow them while they are visible. The procedure can be summarized as follows. We divide
the whole footage into some fixed length clips and extract the features for each clip. Next, using
the HOG-based human detector we locate the people and mark them using bounding boxes in the
image. Then, we initialize one tracker per detection for all the detections that are within a specified
boundary in the scene and terminate them when they hit some pixel at the boundaries of the region of

interest. Since even the state-of-the-art detector misses some instances, we initialize one tracker per
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Learning Loss Type | #CDT | Avg CT | Avg Error
Exact A 15 0.56 11.38
Exact Ap 21 0.67 7.01

Approximate A 17 0.61 9.90
Approximate Ap 20 0.64 12.24

Table 5.1: Our tracking results with different learning and loss functions on 22 test samples.

detection every 50 frames and perform tracking forward and backward in time and merge the two so
we get full trajectories of all the pedestrians that show up in that clip. As a result, we get potentially
many trajectories belonging to the same person that differ only in their initial location of detection.
Finally, we cluster all the trajectories using the mean-shift clustering algorithm, prune the outliers
and false detections and introduce the cluster centers as the final tracking results. Interestingly, this
procedure is very successful in practice which was capable of recovering almost all the pedestrians

in our experiments.

5.3 Results

We compare the results of our tracking system with the algorithms proposed in [9] and {3]. To
gain insight into the importance of the proposed combination of the features, we design experiments
with some groups of features turned off. Obviously, we learned different sets of parameters for
each combination of the features independently. We used the MIL-tracker software provided by the
authors and implemented our own version of [9] which we call the Collins-Liu tracker.

We chose 22 challenging trajectories and manually labelled them for quantitative evaluation. As
before, we run independent instances of the tracker forward and backward in time in order to get
complete trajectories starting from the fixed set of selected detections. Trackers are terminated once
they are within a certain number of pixels from the image borders. We use the same procedure to
extract trajectories using other methods so we can make a more realistic comparison.

Besides the usual average pixel error measure, we use two other performance measures pro-
posed in [45]. Correct Detected Track (CDT) indicates the number of correct trajectories. A track
is defined as a CDT if the amount of spatial and temporal overlap with the ground truth exceed
thresholds T, and T'R,,, respectively, where T,,, and T R, are both set to 0.5 in our experiments.
This roughly means that at least half of a CDT must temporally coincide with its ground truth, its
length cannot be less than half of its ground truth, and the average spatial overlap must be at least

0.5. Closeness of Track (CT) is defined as the average spatial overlap between a ground truth and a
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B Tracker #CDT | Avg CT | Avg Error
MMTrack: All 21 0.67 7.01
MMTrack: Hist+Templates 20 0.61 12.74
MMTrack: HOG+Templates 14 0.52 22.24
MMTrack: HOG+Hist 10 0.47 14.40
MILTrack 19 0.61 19.87
Collins-Liu 14 0.54 21.24

Table 5.2: Comparison of tracking results.

system track in the temporally coincident portion of the track. Its value ranges from O to 1, with 1
indicating that the track is exactly the same as the ground truth in the temporally coincident section
of the track. More detailed explanation of the measures are provided in [45].

We tried exact and approximate learning schemes as well as bounded and unbounded loss while
keeping the inference the same for all the experiments. Table 5.1 summarizes the performance of
our tracker. As seen in the table, exact training using bounded loss achieves the best result in all
measurements among all the configurations of MMTrack. Theoretical guarantees of the optimization
algorithm clearly explains the superiority of the exact training over approximate training. Moreover,
as motivated earlier by its definition, bounded loss is a better loss function than unbounded loss in
all settings as expected. It is well-known that directly optimizing for the measurement of interest is
clearly advantageous. Although we are not exactly doing so, bounded loss better matches the nature
of our measurements as it roughly mimics the overlap constraint and stops over-penalizing as soon
as the overlap becomes zero. Obviously, the quality of the features corresponding to a trajectory
does not necessarily become worse if it is shifted away from the ground truth.

The second set of experiments compare our tracker with other trackers on the same test set
and experimentally justifies our choice of features. As shown in table 5.2, our tracker outperforms
MIL tracker [3] and Collins-Liu tracker [9] in this dataset. One can explain this promising perfor-
mance by reasoning about the role of different cues in our system. Specifically, HOG feature helps
the tracker eliminate areas belonging to non-pedestrian objects, histogram distance maps provide a
rough description of the pedestrian and helps alleviate drift whereas appearance templates provide
finer levels of the appearance, with the previous frame appearance template allowing some degree
of adaptability to appearance change over time. These results, of course, are not directly compa-
rable since the trackers build upon completely different set of features and we just aim at system
level comparison. Also, both [9] and [3] are only concerned with appearance modeling and do not

include a parameterized motion model.
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Interestingly, table 5.2 shows that removing some of the features significantly reduces the per-
formance of our tracker indicating that the combination of HOG, histogram distance and template
appearance features is essential in achieving good performance. While each feature group is re-
sponsible for avoiding certain types of failures, interactions between groups accounts for difficult
situations. Hence. when a feature group is discarded, not only the corresponding failure modes show
up but also more complicated failure modes occur as feature groups are not completely independent.

It is worth mentioning that table 5.2 reminds vs that the most important components of our
tracker are distance histograms and appearance templates. The second row, which corresponds to
the system with the second best results, does not include HOG score which implies that our tracker
does not really depend on a detector although a good one would slightly improve the performance.
Since directly justifying this table might be vague, we would like to use an example to help with
understanding the results.

Figure 5.2 is an example that illustrates the importance of our cue combination strategy. As
observed in the subfigures, our tracker with only HOG and histogram distance features drifts to
a nearby distractor at some parts of the track as it does not know about the initial appearance of
the person. The jitter in the track is mostly due to lack of fine details of the appearance which
roughly makes the neighbors become equally good according to the model. On the other hand,
with HOG and appearance templates, the tracker gets stuck in background area at the boundary
between the sidewalk and the street. The reason is that the a significant change in appearance
template from frame to frame which occurs at this boundary is rare and hence not supported by the
average statistics. So, the tracker is not robust against sudden changes in appearance. Also, since
information about average appearance and average background is lacking, drift is inevitable and
the role of initial template breaks as background pixels make the stay in sidewalk more rewarding
than moving towards the street. The combination of HOG, distance maps and appearance templates
manages to track the person correctly. In this case, the system is stable against rapid changes while

being reasonably accurate.
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Figure 5.2: An example illustrating the motivations behind our design of features. The tracked
“objects” throughout the trajectories are shown in red insets and also superimposed along the trajec-
tories. Left: HOG+histograms, Middle: HOG+templates, Right: HOG+histogram+templates.



Chapter 6

Conclusion

In this thesis, we introduced MMTrack, our offline single target tracking system that employs a large
margin learning criterion to effectively combine different trackers. My contribution was adopting
learning and inference procedures and designing suitable features for tracking. Although MMTrack
is used for pedestrian tracking in this work, we believe that our framework is general and can be
used to track other objects too provided that features can reliably describe the target object and
handle situations of interest while avoiding confusions for our discriminative classifier. As discussed
earlier, even though our best results were obtained when we included a detector signal, we showed
that excluding it would not hurt much and we can still perform better than the trackers we compared
with. As a result, we have managed to introduce a simple system with few parameters that does not
require to model the recognition to do the tracking.

Our tracking system has its limitation in handling severe occlusion and track hijacks caused by
significant change in appearance or situations where the background patch is very similar to the ap-
pearance of the target. Incorporating mechanisms that would enable single target trackers to explain
long-term occlusions while avoiding distractor hijacks turns out to be very challenging. However, a
possible future direction is to extend this framework to more complicated systems that can param-
eterize multi-target tracking. Moreover, learning different parameters for different locations in the
image may also be of interest. Such a tracking system would be able to deal with location specific
situations that are difficult to handle for a generic tracker. This is motivated by the intuition that the
relative importance of the features is likely to be affected by the statistics of background patches and
particular occlusions at different locations. On the other hand, designing trackers with more com-
plicated statistics or background models can result in better performance. Finally, defining suitable

problem-specific loss functions that directly optimize for benchmark measurements is desirable.
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