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ABSTRACT

We want to automate the process of summarizing a collection of
documents, and get an overall picture of the topics covered by the document
collection. The summarized results should be easy to understand with simple
visualization and able to get more details on selected topics by performing
various operations. The purpose is to help users to save time on finding out
interesting articles, and focus only on useful articles and conduct further analysis

as they desire.

In order to achieve this goal, we developed the tool Docs Summarizer,
where we introduced Online Analytical Processing (OLAP) into document set
summarization. Our Tool can take a collection of documents as input, and apply
analysis on them to generate a series of meaningful outputs. The outputs include
a list of top k analysis level categories and a two-dimensional matrix chart. The

users can do further exploration on the outputs by performing various operations.

Keywords: tool; Online Analytical Processing; summarizing documents;
visualization results



ACKNOWLEDGEMENTS

| would like to express my gratitude to all those who gave me the

encouragement to complete this project.

Especially, | am deeply indebted to my senior supervisor Dr. Jian Pei for
all the valuable comments and supports during the entire research &
development period of my project. | would like to express my appreciation to Jian

for his time and patience.

| also want to thank Prof. Ke Wang, Wo-Shun Luk, and Fred Popowich for

the insightful discussions during the oral defence exam.



TABLE OF CONTENTS

APPIOVAL ... ii
Y 01 1 = V! R iii
ACKNOWIEAGEIMENTS ... iv
TADIE OF CONMIENTS ...ttt bnnes v
IS o B o [0 =TSP Vil
RS 1 4 o Yo [ U ox  [o 1 o [P 1
1.1 MOUIVALION. ..o 1
1.2 ODJECHIVES ... 2
I B L= F= 1= IRV o o PR 3
1.4 Organization of the REPOIT .......ccoii i 6
AT o L=Tod | o= 4 o o B 7
2.1 TEIMUNOIOQY . tttttttttttittitteeeee ettt 7
A = (o] [=To =TS g o] o) [ 10
A T X1 U o] o] (o] 1= 12
2.4 ApPlication INTEITACE.........oviiiee e 13
S A o] ol [Tor= 11 [0 AN @] o =T = L T0] o 1P 16
2.5.1 Redraw MatriX Chart..........couviiiiiiiiiiiiiiieeeeeeeeeeeeeeeeeeeeeeee e 16
2.5.2  VIBW ANTICIE ...t e e e e e e e e e e e e e eaaae 17
2.5.3 Operations on Cells of the Matrix Chart...........ccccccvvviiiiiiiiiiiiiiii 17
2.5.4 Operations on Sub-Row and Sub-Column of the Matrix Chart................... 18
2.5.5 View Category SUD Tree......uuciii ittt s e e e e e eaatea e e e e e e eeaenes 19
G T AN Ko Lo 14 10 1= 21
3.1 A BASEINE APPrOACKH.......cooiiiii i 21
0 I A o o I 1 T (D = PP 21
3.1.2 Algorithm Overview and Framework ............cccoovvuiiiiiiiiieeeeceeeiieee e, 22
3.1.3  Pre-PrOCESSING ..uuuiiieeeei ittt e ettt e e e e e e aar e e e e e e eaaae 25
3.1.4 Generating TOPp K CategOri€S .....ccevviiiiiiiiiiiiiiiiiiiiiieeeeeeeeeeeeee et 29
3.1.5 Generating ReSUlt Charts ..........ccovviiiiiiiiiiiiiiiieeeeeeeeeeeee e 34
3.2 Operations iN Detalil...........uuuuiiiii e 38
3.2.1 Redraw MatriX Chart.........oouuuiiiii e e e e eeeees 38
3.2.2  VIBW ATTICIE ..o 39
3.2.3 Rank Atrticle on the Selected Cell of the Matrix Chart...............cccceeeeeernnnn. 39
3.2.4 Drilling Operation on the Selected Cell of the Matrix Chart ........................ 39
3.2.5 Operations on Sub-Row and Sub-Column of the Matrix Chart................... 40
3.2.6  View Category SUD Tree......uucii it eeiiieeiiiiee e e ee ettt s e e e e e e e e e e e e eeaenes 41
3.3 Bottlenecks and Improvements for the Baseline Solution...............cccovvvvvveeeneen. 41
3.3.1  IMProving Pre-ProCeSSING .....ciiiiieiiieeiiiiiee e ee ettt s s e e e e eeaarnn e e e e e e eeaanes 42



3.3.2 Improving Top K Category GENEration ..............ccuvvuiiiiieeeeeeeiiiiiiiseeeeeeeeennns 44

3.3.3 Improving Result Charts GEeneration............ccccvvvviiiiiiiiiiiiiiiiiiiiiieeeeeeeeeeee 46
4: EMPIrical EVAIUATION ......uiiiiiiiiiiiii e 49
4.1 Dataset and Pre-proCESSING ........cuuuuuiiiieeeeeieeiiiiaie e e e e e e e eeataa s e e eaaeeeaarraaaaeaaeaesnnes 49
4.2 Case Study: Avoid the Least Popular Restaurants in TOWN..............cccceeeeeieeeeeeennns 50
5: Conclusions and FULUIre WOTIK ......ooooeiiiiiiii e 59
5.1 SUMMArY Of the PrOJECT. ......uuiiiiiiiiiiiiiiitiiiie it enennennnnnne 59
LA U 110 =AY o ] ¢ 60
REFEIENCE LISt oo 61

Vi



LIST OF FIGURES

Figure 1 Example of a Matrix Chart and the Related Terminologies...............cccccoeeeeeennn. 7
Figure 2 Example of 8 Category TrEE......ccooe i i 9
Figure 3 General Flow of using DOCS SUMMANIZES ...........ccuvviiiiieeeiiieeicee e 11
Figure 4 Docs SUMMaArizer INtErfacCe ........ocoiviiiiiiiie e 13
Figure 5 Enlarged Screen Shot of Result Frame ..., 14
Figure 6 Enlarged Screen Shot of a Matrix Chart ............cccccoeeeiiiiiiiiice e, 14
Figure 7 List of Available Cells and Available Operations.............cccccevvieiiiieeeiiieiiiiinnnn. 17
Figure 8 Operations on Sub-Row and Sub-Column..............cccciiiiiiiiiiee 18
Figure 9 Category Sub Tree Chart ... 19
Figure 10 Docs Summarizer Components and Their Interactions.............c...cceevvvvvvinnnnn. 21
Figure 11 Flow of the Three Stages in Baseline Algorithm ................cccoo . 22
Figure 12 Screen out Quality Words for Input Document Collection ................ccceeeeen. 25
Figure 13 A Category Hierarchy Example from WordNet .............cccovviiiiiiieeiniieeiiiinnnn, 26
Figure 14 Structure of a Category Tree with Sorted INndeX...........ccooovviiiiiiiiiiieiiiiiiiinn, 27
Figure 15 A Concrete Example of a Category Tree with Sorted Index.................ceee. 28
Figure 16 Look up Analysis Level Categories and Sub-Categories for All Quality

LT 0 (0 30
Figure 17 An Example of Selected Analysis Level Categories and Sub-

CABYONIES ..o 31
Figure 18 Category Information of Category A and Category B..........cccoeeeevieeiiiiiiiinnnnnn. 34
Figure 19 Process to Apply CroSs ProdUCLS .........cooovviiiiiiiieeeeeeeeeeeeeeeeeeeeeeeeeeee 35
Figure 20 Example of Matrix Cell Information ..., 36
Figure 21 Example of a Matrix Chart.............ooouiiiiiiiii e 37
Figure 22 Analysis Results for Using the Restaurant Review Dataset as Input.............. 50
Figure 23 Matrix Chart for Users-Selected Categories ..........eeeeeeieiiiieiieieeeeeeeeeeeeen 51
Figure 24 Part of the Enlarged Matrix Chart for Users-Selected Categories................... 52

Figure 25 New Analysis Results for Documents Related to "Wrong doing,
wrongful conduct, misconduct” And "CoUrSe"..........cuvveieiieeeriieeieie e e 53

Vi



Figure 26 New Analysis Results of "Hash out, discuss, talk over" and "Wait,
waitress" Categories for Documents Related to "Wrong doing, wrongful
conduct, MiscoNdUCt” ANd "COUISE" ... ..o e e

Figure 27 New Matrix Chart of "Hash out, discuss, talk over" and "Wait, waitress
Categories for Documents Related to "Wrong doing, wrongful conduct,
[ TEYeT0] o (¥ Tox mlr Y o [0 I o 10 | €7

Figure 28 Chosen Article: “Alta — Spanish.tXt” ...,
Figure 29 Related Comments from the Chosen Article: “Alta — Spanish.txt”..................

Figure 30 List of Ranked Articles for Cell with Value Pair of “Tip off, tip” And
VAT T YA = 11 (=TT

Figure 31 Some Example Of ArtiCIES ......c.ocoiiiiieiiiie e

viii



1: INTRODUCTION

1.1 Motivation

Travis is planning a trip for his two-week vacation, but he cannot decide
where to go. He browses through several of his favourite blogs and tries to find
articles related to interesting travel experiences. However, it is painful to go
through each post and there is no guarantee when and where he can find what
suits him. He is thinking that it would be great if there were a tool for him to input
links of different blogs, and generate a summary for all posts automatically. The
summary can be a list of categories ranked by its importance, so that he can pick

some categories he is interested in and read more related posts.

Victor is the manager of a sales department. He asks each of his
employees to collect feedbacks of their newest product, but ends up with a large
number of text documents that contain customer/user reviews from different
sources. He is now having a headache to sort out and to summarize all the
opinions they gathered. It is time consuming if he reads each review one by one,
and he wants to see the big picture of the overall feedback. It is hard to do the
task manually. Victor thinks he should use some tools to automate the task. He
would like to use the tool to analyze all review documents and get a list of ranked
aspects from the review collection. Based on the given list of ranked aspects, he
could conduct further analysis on the categories that need more attentions from

him. It will be more efficient and effective than conducting the task manually.



To conclude, we see that there is a strong need for a text summarization
tool, which can summarize a collection of text documents and help users to save
time on finding out interesting articles. By using the tool, users can focus on
useful articles only and conduct further analysis as they desire. Therefore, we

developed the tool Docs Summarizer to achieve this goal.

1.2 Objectives

We want to automate the process of summarizing a collection of
documents, and get an overall picture of the topics covered by the document
collection. The summarized results should be easy to understand with simple
visualization. In addition, users should be able to get more details on selected

topics.

To achieve our goal, we introduced Online Analytical Processing (OLAP)
into document set summarization (Chaudhuri & Dayal, 1997). OLAP is a category
of applications that collects, processes and presents multidimensional data for
decision support. OLAP applications allow users to conduct further explorations
on data by providing functionalities such as drilling down and drilling up. The
output of an OLAP application often displays in a matrix format. The dimensions
form the rows and columns of the matrix, and the measures form the values of

the matrix (Mailvaganam, 2007).

In our project, our tool Docs Summarizer performs the tasks described
above by applying an OLAP solution to summarize a given collection of

documents. Our solution has the following features:



e The summarized results are lists of categories, which cover the given

collection of documents

e Alist of categories is ranked by its importance

e A matrix chart, which provides further details for two selected

categories, is presented to users.

e Users can explore more details by drilling down on selected

categories.

1.3 Related Work

There are many researches conducted on the field of text summarization
in the last half century. They can be roughly grouped into single-document
summarization and multi-document summarization. We briefly introduce each

area in this section.

There are two major methodologies proposed for the early work of single-
document summarization. The first methodology emphasizes the frequencies of
non-stop words, and those frequencies are treated as useful measures of word
significance (Luhn, 1958). The second methodology proposed that sentence
position indicates the relatively importance of each sentence; therefore, we can
find out the possible topic sentence for an article (Baxendale, 1958). In recent
decades, Natural Language Processing (NLP) becomes the mainstream
approach for text summarization. Some major works include Naive-Bayes
method with independence assumption (Kupiec, Pedersen & Chen, 1995) and

some learning algorithm with no independence assumption, such as hidden



Markov model (Conroy & O'Leary, 2001), log-linear models (Osborne, 2002), and

neural networks (Svore, Vanderwende & Burges, 2007).

The other area for text summarization is the multi-document
summarization, where the main goal is to extract a single summary from multiple
documents. SUMMONS is one of the summarization system developed by the
NLP group at Columbia University (Mckeown & Radev, 1995). It is a template-
driven system and is designed to work on a strict, narrow domain. The system
tends to be problematic when it works on a generalized, broader domain.
However, the issue was addressed and improved in later years by McKeown et
al (McKeown, Klavans, Hatzivassiloglou, Barzilay & Eskin, 1999). The improved
system employ techniques such as evaluating single words by their TD-IDF
weighted scores and using single words synsets information from WordNet

(Miller, 1995).

The other major application for multi-document summarization is MEAD,
and MEAD is a large-scale system that aimed to work on general domains
(Radev et al., 2004). Each document in MEAD is represented as a bag of words,
and there are two stages to perform in the system. The first stage is topic
detection, which groups articles describing the same event together. The second
stage is to identify central sentences in each group, and the central sentence are
outputted as the summarized results. We can see the two summarization
systems distinguish themselves by aiming at different ranges of domain, and the

summarized results from both systems are in paragraph style.



One of the other major categories for multi-document summarization is the
topic-driven summarization. Topic-driven feature implies a dependency on
gueries, and different queries may lead to different summarization results. The
reasoning behind is that different users with different information needs may
require different summary of the same document (Carbonell & Goldstein, 1998).
The main representations include Maximal Marginal Relevance (MMR)
(Carbonell & Goldstein, 1998) and Graph Spreading Activation (Mani & Bloedorn,

1997).

Maximal Marginal Relevance treats each sentence or paragraph as a
token and calculates a score by reward relevant sentences and punish redundant
ones (Carbonell & Goldstein, 1998). The tokens with the highest score are
presenting as the summary results. Graph Spreading Activation finds similarities
and dissimilarities between pairs of documents using a graph-based method
(Mani & Bloedorn, 1997). Each document is represented by a graph using nodes
and edges, and the common nodes and different nodes between a pair of
document graph are identified. The sentences with highest common score and

highest different scores are output as the summarization results.

Our tool aims to perform multi-document summarization, and it
differentiates itself by conducting keywords summarization instead of paragraph-
style or headline-style summarization. In addition, we employ the TF-IDF
technique, as it is consistent with language model in theory. However, we apply
TF-IDF on the category of a single word instead of the single word itself. The

argument is that, comparing to a frequent single word, a frequent category is a



better representation of a document. The category hierarchy information is

extracted from the external tool WordNet (Miller, 1995).

1.4 Organization of the Report

The rest of our report has four major sections. The next section contains
detailed project description and major project screen shots for illustration. In
Section 3, we first demonstrate our baseline solution and identify some potential
problems associated with this solution, then introduce an improved version of
solution to conquer some of the issues we encountered. Section 4 provides one
interesting empirical use case studies by applying our solution on a real dataset.
Finally, Section 5 concludes our project and lists possible future work to enhance

project results.



2: SPECIFICATION

In this chapter, we first introduce important terminologies that will be used
throughout the report. Then, we present a detailed project description and major
project screen shots for illustration. The main operations for our tool, Docs

Summarizer, are also discussed in this chapter.

2.1 Terminology

Before we describe our tool in more details, we will introduce several

terminologies which will be used throughout the report.

Figure 1 Example of a Matrix Chart and the Related Terminologies

#Doc x AvaCount BT
: Ediversion, representation sensory_activity
- Sub-Column
cell

e Matrix chart: A chart that summarizes a multidimensional dataset into

a grid. Please refer to Figure 1 for an example of a matrix chart.



Row: The vertical header of a matrix chart. Refer to the matrix chart in
Figure 1, the row is in dark blue background color and the value of the

row is “organism, being”.

Sub-Row: The secondary vertical header of a matrix chart. Refer to
the matrix chart in Figure 1, the sub-row is in light blue background,
and there are two values for the sub-rows, which are “animal, animate-
being, beast, brute, creature, fauna” and “person, individual, someone,

somebody, mortal, soul”.

Column: The horizontal header of a matrix chart. Refer to the matrix
chart in Figure 1, the column has a dark blue background color, and

the value of the column is “activity”.

Sub-Column: The secondary horizontal header of a matrix chart.
Refer to the matrix chart in Figure 1, the sub-column is in light blue
background color, and there are three sub-column values, which are

“diversion, recreation”, “representation”, and “sensory activity”.

Cell: The grid of a matrix chart. We refer each cell by its sub-row and
sub-column value pair. For example, we refer the cell at the left top
corner in Figure 1 as pair (“animal, animate-being, beast, brute,

creature, fauna”, “diversion, recreation”). Also, each cell in a matrix
chart has a value. For example, the cell at the left top corner of the

matrix chart in Figure 1 has value “3x1.3".



Figure 2 Example of a Category Tree

| Levelt | | Levelz | Leveld | | Levels |

abstraction, psychological_feature
abstract_entity :
activity diversion, entertainment, ——® show

recreation : amusement
pastime, interest,

pursuit

occupation,
business, job,
line_of_work,
line

play

organism, chordate bird
being

cat, true_cat

young, offspring —— kitten, kitty

thing

e Category Tree: A tree with a hierarchy of category. The root of the
category tree is the most general category, comparing to its entire
descendant. Each node in the tree must be a sub-category of its
parent, and all of its children must be sub-categories of the node. We
can see an example of a category tree in Figure 2. Note that the
category tree grows from left to right instead of top to bottom. The root
node, which is category “entity”, is circled by a blue border and is the
parent/ancestor category of all other categories in the tree. The internal
nodes, which are surrounded by gray borders, are sub-categories of
their parents. Each internal node is also the parent/ancestor category
for all of its children/descendants. The leaf nodes with orange borders
are the most specific categories. Each of the leaf nodes is a sub-

category of its parents, but has no sub-categories as children.



e Category Level: The level of nodes in a category tree. Category level
is numbered in sequence starting from the tree root, and therefore the
root has category level 1. The category level number of a node is the
length of the path from the root to the node. The category level is
increased by 1 when the length of the path is increased by 1. Refer to
Figure 2, we see there are 3 nodes belonging to category Level 2:
“abstraction, abstract entity”, “organism, being”, and “thing”. The

deepest category level for the category tree in Figure 2 is Level 6, with

only one node at this level.

e Analysis Level: The category level for the result category list

generated by our tool.

e Category Sub Tree: A sub tree of the category tree. We can pick any
node in the category tree to be the root of the category sub tree. The
category sub tree contains all descendant nodes of the chosen root

node.

2.2 Project Description

We will develop Docs Summarizer, which can interactively explore a
collection of text documents and present users an overview of topics covered.
We will provide visualization results so that users can capture main topics at a
glance. Possible applications include blog reading tool, web page browsing tool,

opinion summarizing tool, etc. All of these tools provide summarized results of

10



Figure 3 General Flow of using Docs Summarizer

Readin Qur Tool:

e Produce
|:[> Docs Summarizer [:r;»

1
Document :
Collection ||

k

Top K Category

Matrix Chart

cg Interactively

Explare

a collection of text documents and allow users to explore on interesting facets

intertactively.

To obtain an overall idea of the general flow of our tool, we can refer to
Figure 3. The main purpose of the tool is to identify the top k categories from a
given collection of documents, where k is an input parameter provided by users.
Users can select two categories from the top k categories as the matrix chart row
and column, and the tool will generate a 2D matrix chart as the visualization
result. By default, the top two ranked categories are used as row and column, but
users can select different categories and redraw the matrix chart. The sub-row
values and sub-column values are the corresponding sub-categories of row and
column categories. Each cell on the matrix chart represents documents covered

by the specific pair of the sub-row value and sub-column value.

There are several operations available for Docs Summarizer. The purpose
is to allow users to explore the result interactively. Users can increase the
category level of sub-row or sub-column, in order to explore how documents in

each cell scatter on a less general sub-row value or a less general sub-column

11



value. By choosing a certain cell on the matrix chart, further drill down analysis
can be applied to the documents associated with the cell. A new list of top k
categories and a new matrix chart will be generated. More details on operations

will be discussed in section 2.5.

2.3 Assumptions
For simplification, we assume that one file contains only one document,
and the input for this tool is the directory of the entire document collection, which

users would like to analyze.

To keep our discussion simple, we do not consider phrases consisting of
more than one word, such as “Stanley Park” or “Deer Lake”. We assume all

words are separated terms and do not consider their orders as well.

We have a strong dependency on how words in the document collection
are classified into categories, and how we build the category tree. For simplicity
and result consistency, we use the external tool WordNet (Miller, 1995) to assign

category to each word, and use it to build the category tree.

For the category tree we built for our tool, we further assume that there is
no cycle contained in the tree, and a word may be included in the tree several

times if it belongs to more than one category.

12



2.4 Application Interface

Figure 4 Docs Summarizer Interface

Document Collection: E \ProjectiTestingFile - Cat Lover Blog Load Upload
Frame

#of Category: 5 Analysis Level: | Middle Level = Analysis

- Setting
Frame
Row Category Sub Tree Cotumn Category Sub Tree
For AUl Documents Happy Thanksgiving b = o, RE
organism, | animate_being. |y 4110 vertebrate, craniate | bird
View Chart Cell: [[animal, animate_being, beast, brule, creature, faunal, [diversion, recreation] Rank Articles il — =~ |
e ; e
[ activity ""|
[ action |
reptie,
[T instrumentality, instrumentation e L 1
[ structure, construction
Sub-Row Category: Lvi Up imvertebrate arnreped insect
‘young, offspring | young_mammal | kitten, b
Sub-Column Category: Vi Ur o il
i
#Doc x AvgCount

Result
Frame

Article
Frame

se and we are burning off energy chasing each other up and down the hall as we always did when he was & kitten too.

The Docs Summarizer interface consists of four frames: Upload Frame,

Setting Frame, Result Frame, and Article Frame. Please refer to Figure 4 to see

a real case example.

e The Upload Frame allows users to load document collection by

providing the collection directory.

e The Setting Frame allows users to adjust settings of analysis level and

the number of categories to be generated in the analyzed result.

e The Result Frame shows the visualization result of the document
collection, and some control elements for users to interact with the

result. Please refer to Figure 5 for an enlarged screen shot of the

Result Frame.

13



Figure 5 Enlarged Screen Shot of Result Frame

endeavour, try  line_of_work, line

utilisation,

Row Category Sub Tree Column Category Sub Tree
For All Documents [Happy T ing txt EH View Article ] animal, o
: organism, :i:':':*h‘—'::'“ chordate vertebrate, crariate | bird
View Chart Cell: |[animal, animate_being, beast, brute, creature, faunal, [diversion, recreation]  [v] | Rank Articles L e
7] organism, being N
V] activity — mammd
Drill U
[action |—P| e
reptil,
instrumentalty, instrumentation i
structure, construction I . )
Sub-Row Category: LviUp invertebrate arthropod insect
— young, offspring | young_mammal | Kiten,
Sub-Column Category: L1/ s e
individual, important_person, | .7
‘ I 3
#Doc x AvgCount
on, representation  sensory_activity attempt, effort, occupation, tum, play e, Us: i
0 M ] recreation endeavor, business, job, utilization, wrongful_conduct,

misconduct,

e The Article Frame displays document content selected by users. A

user can choose interesting document from the collection to read, and

the frame will only display one document at a time.

Figure 6 Enlarged Screen Shot of a Matrix Chart

#Doc x AvaCount
i diversion, representation  sensory_activity attempt, effort,  occupation, tum, play

i business, job, utilization,
endeavour, try  line_of_work, line utilisation,

One of the major results for our tool is the matrix chart in the Result Frame.

We use the enlarged matrix chart in Figure 6 for illustration, and we label three

cells as cell 1, cell 2, and cell 3 for the ease of reference. The column and row

values are selected categories, and the sub-column and sub-row values are sub-

14




categories associated with the column and row categories. For each cell, it has a
value in the form of “number of documents belonging to the cell x the average

count of the times that the sub-row value and sub-column value appear together

in each document”. For example, we see that the value for cell 1 is “3x1.3”, and
cell 1 has a sub-row value “animal, animate-being, beast, brute, creature, fauna”
and a sub-column value “diversion, recreation”. We can interpret the value of cell
1 as the following: “There are three documents that contain both the sub-
categories ‘animal, animate-being, beast, brute, creature, fauna’ and ‘diversion,
recreation’. Consider the two sub-categories as a pair. We count the number of
times that the sub-category pair occurs in each of the three documents. The
average count, which is total number of times that the sub-category pair occurs

divided by total number of documents, is 1.3”.

In the matrix chart, the border width of each cell reflects the number of
documents belonging to it, and the background colour of each cell reflects its
relative importance comparing to all other cells in the matrix chart. The thicker
the border means the larger number of documents, and the darker the
background colour means the greater importance of the cell. In order to become
more important, the sub-category pair of a cell needs to have a higher average
appearance rate in the associated documents. For example, in Figure 6, we see
that there are three documents containing the sub-category pair in cell 1, while
there is only one document containing the sub-category pair in cell 2. Therefore,
the border for cell 1 is thicker than cell 2. By looking at the average count of

times that the sub-category pair occurs, we see that cell 3 has a higher average

15



count than cell 1 and cell 2. Therefore, it has a darker background colour than

the other two cells.

2.5 Application Operations

There are several operations available for our tool, and we will describe

the function of each in the section. Here is a list of our five main operations:

® Redraw matrix chart by selecting two categories from the top k

categories list.
® View full article by selecting an article name.

® For each cell of the matrix chart, we can rank articles according to

their contributions, drill down for further analysis, or drill back up.

® For sub-row and sub-column of the matrix chart, we can increase
their category levels, or decrease their category levels back to the

initial level.

® View category sub trees for the row category and column category of

the matrix chart.

2.5.1 Redraw Matrix Chart

Instead of using default categories, which is the top two ranked categories
among the top k categories list, the user can select any other two categories from

the top k categories list and generate a new matrix chart.
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Figure 7 List of Available Cells and Available Operations

Cell: |[animal, animate_being, beast, brute, creature, fauna], [diversion, recreation] E| | Rank Articles |
Rank 1: "Memory.txt" Count: 2 . | Drill Down |
Rank 2: "Happy Thanksgiving.txt" Count: 1
Rank 3: "Inspired by TV.ixt" Count: 1

2.5.2 View Article

The titles of all articles from the input document collection are listed in a
dropdown menu. The users can choose any document title from the dropdown

menu to view the full document at the Article Frame below.

2.5.3 Operations on Cells of the Matrix Chart

We refer each cell by the pair of its sub-row value and sub-column value.
The value pair of each cell is listed in a dropdown menu. Refer to Figure 7, we
can see an example of value pair of a cell as “animal, animate-being, beast,
brute, creature, fauna” and “turn, play”. Other possible value pair of a cell can be
“‘person, individual, someone, somebody, mortal, soul” and “occupation,

business, job, line of work, line”.

After selecting a cell, there are three types of operations to perform. We
can rank articles belonging to the cell according to their contributions. The
contribution is the count of times that the cell value pair appears in one
document. For the chosen cell in Figure 7, the value pair appears in document
“‘Memory.txt” two times, which has a higher appearance frequency comparing to
the other two documents. Therefore, it is ranked as the top contributor to the

chosen cell.
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Figure 8 Operations on Sub-Row and Sub-Column

Sub-Row Category: Lvi Down
Sub-Column Category: | Ll Down |

We can also drill down on a cell for further analysis. When we perform
drilling down analysis on a chosen cell, our tool will reflect the change by
regenerating the list of top k categories and a new matrix chart in the Result
Frame. Finally, we can drill the cell up until it is back to its initial level. Refer to
Figure 7, the “Drill Down” button will grey out after we perform drilling down on a
single document, since further drill down operation does not make sense on a
single document. For a similar reason, the “Drill Up” button will grey out when the

cell is drilled up to its initial level.

2.5.4 Operations on Sub-Row and Sub-Column of the Matrix Chart

There are two operations to perform on each sub-row and sub-column of
the matrix chart. We can increase the category levels of the sub-row and/or sub-
column to see how documents scatter on less general sub-categories. We can
also decrease the category levels until they are at their initial levels. Refer to
Figure 8, users can adjust the category levels by clicking the enabled buttons.
The “Lvl Down” buttons will grey out when the current sub-category level is the
least general sub-categories level, and the “Lvl Up” buttons will grey out when

the current sub-category level is same as its initial sub-category level.

18



Figure 9 Category Sub Tree Chart

Row Category Sub Tree Column Category Sub Tree
animal, -
organism, | animate_being, . .
being beast, brute, chordate vertebrate, craniate | bind
creature, fauna
mammsz
reptile,
invertebrate arthropod insect
young, offspring young_mammal kitten, }
PEFSOM,
individual, important_persomn, e £

4 I 3

2.5.5 View Category Sub Tree

In order to give users an overall idea on the row and column category
hierarchy, we provide one category sub tree chart for each. We can refer to
Figure 9 for an example of category sub tree chart. The root of the row category
sub tree is the row category, and the root of the column category sub tree is the

column category. Refer to the example in Figure 9, the category “organism,

being” has two sub-categories, which are “animal, animate-being, beast, brute,

creature, fauna” and “person, individual, someone, somebody, mortal, soul”. For

the sub-category “animal, animate-being, beast, brute, creature, fauna”, it has

three children with less general sub-categories: “Chordate”, “invertebrate”, and
“young, offspring”. Note that only the categories applicable to our document
collection are part of the category trees, and the current levels of sub-categories

for sub-row and sub-column are highlighted in yellow. Users can select to view
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category sub tree for row or column category by switching the tab at the top of

the chart.
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3: ALGORITHMS

In this chapter, we demonstrate our baseline solution and identify some
potential problems associated with this solution. We then introduce an improved

version of solution to conquer some of the issues we encountered.

3.1 A Baseline Approach

We propose a baseline solution for our tool in this section. First, we
illustrate our tool structure and introduce the overview of our algorithm. Then, we
break down the algorithm into several detailed steps and discuss each of them in

depth.

3.1.1 Tool Structure

Figure 10 Docs Summarizer Components and Their Interactions

Call methods
— .dll Engine
Web Interface (Also a command
Return results line tool)
- - === A
] 1
] 1
' Document .
i Collection |
| I
" 1
____________ 1
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There are two components for Docs Summarizer. One is the front-end
interface while the other one is the back-end engine. Refer to Figure 10, the
front-end component is the web interface which allows users to interact with our
tool. The back-end component is the dynamic-link library (dll) engine, which
provides all necessary functions to perform tasks in our tool. Note the engine

component is also a command line tool itself.

We can also refer to Figure 10 for interactions between the two
components. Both of them have access to the input document collection directly.
The web interface component sends all requests to the engine component, and

the engine component respond with the result data.

3.1.2 Algorithm Overview and Framework

Figure 11 Flow of the Three Stages in Baseline Algorithm

Docs Summarizer
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The main purpose of the algorithm is to identify the top k categories in the

analysis level from a given collection of documents, where k and analysis level
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are inputs from users. Then, we will use the top k categories to generate
visualization results for user interaction. In order to achieve this goal, we divided
the task into three stages: the Pre-Processing Stage, the Analysis Stage, and the
Chart Generation Stage. We can refer to Figure 11 for the stage flow, and the

detailed steps for each stage are listed at the end of this section.

At the Pre-Processing Stage, our tool read in the input document
collection. For each document in the collection, we treat it as a bag of words. For
each word, we convert it to its original form. As an example, “teach” is the original
form for words “taught” and “teaches”. After we convert each word to its original
form, the second step is to screen out the quality words, which are all nouns and

all verbs.

Next, we use the external tool WordNet to build up a category tree on top
of the collection of quality words and assign category level to each node. Each
quality word is a leaf node in the category tree, and we use WordNet to look up
the category hierarchy for each quality word and build the category tree
accordingly. Note that sometimes a quality word might belong to more than one
category. In this case, we include all of its categories instead of trying to analyze

the document context.

After we built up the category tree for all quality words from the document
collection, we progress to the Analysis Stage. We assign score to each category
in the analysis level of the quality words, and then we aggregate scores for all
categories in the analysis level and rank them in descending order based on a

formula of the aggregated scores and documents coverage.

23



Finally, at the Chart Generation Stage, we generate a result ranking of top

k categories in the analysis level where k and analysis level are inputs from

users. Given the top k categories, our tool generates a matrix chart using the top

two ranked categories. Users can explore the results interactively by conducting

operations introduced in chapter 2.5.

Each of the three stages in Figure 11 can further divide into several steps,

which are listed below. More details are provided in following sections.

Stage 1: the Pre-Processing Stage

Stepl: Upload the document collection

Step2: For the input document collection, screen out all quality words,
which are nouns and verbs in their original form. The result for each

document is saved as a bag of quality words.

Step 3: Build a category tree on top of all quality words and assign
category level to each node. We use WordNet as the reference tool to

look up category hierarchy for each quality word.

Stage 2: the Analysis Stage

Step 4: Look up the analysis level categories for all quality words in the

input document collection.

Step 5: Calculate ntf-idf score for the analysis level categories of all

guality words in the input document collection.

Step 6: Generate top k analysis level categories based on a formula of

aggreqgated analysis level category ntf-idf score and documents coverage
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Stage 3: the Chart Generation Stage

Step 7: Generate information associated with the two selected categories

in order to produce the result matrix chart

Step 8: Generate the result matrix chart

3.1.3 Pre-Processing

Stepl: Upload the document collection
Upload the input collection of documents into memory for later analysis.

Step2: For the input document collection, screen out all quality
words, which are nouns and verbs in their original form. The result for each

document is saved as a bag of quality words.

For each input document, we select only nouns and verbs and convert
each of them to its original form. We use the external tool WordNet to determine

the part of speech for each word, and convert recognized nouns and verbs to

their original form.

Figure 12 Screen out Quality Words for Input Document Collection

Document 1 Document 2 . Document n Input Document
g ) ) Collection

000

000 Screen out quality words
Bag of Quality Words  Bag of Quality Words Bag of Quality Words Bag-of-Quality-Word
f_nrDDcumem 1 . |_orDDcumem 2 . fFrDmumem no Representation of
Ooooo | Ooooo | ' oooog | ‘C:j‘“frfizc_]““e"
00000 | 00000 | oo | 00000 .
ooooo ooooo gooog
ooooo) | ooood) ooooo
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Then, each document is represented as a bag of quality words, which
implies that the order of quality words is not important. We can refer to Figure 12

to illustrate this step.

In addition to producing the representation of each document in the input
collection, we also generate a list of unique quality words appeared in the

document collection.

Step 3: Build a category tree on top of all quality words and assign
category level to each node. We use WordNet as the reference tool to look

up category hierarchy for each quality word.

For each quality word, we need to identify its category hierarchy from the
least general level to the most general level. The process is repeated on all
unique quality words in the input document collection, and WordNet is the tool we

employed to identify category hierarchy for each quality word.

Figure 13 A Category Hierarchy Example from WordNet

Most general category of Least general category of A quality word
a quality word a quality word

coee bread
/ goods
\
[=¥=Ya]
event

We can refer to Figure 13 to see an example we exacted from Wordnet.

For the quality word “bread”, it has a parent category “backed goods”, and a root



category “entity”. To see another example, the least general category for the
quality word “fire” is “nature event”, and the most general category for this quality
word is “entity”, which is a shared category tree root with the quality word

“bread”.

Figure 14 Structure of a Category Tree with Sorted Index

Most general category of Quality words
all quality words in the Sorted Index
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In order to look up the category hierarchy for any quality word in a more
efficient manner, we build a category tree on top of the list of unique quality
words in the input document collection. We can refer to Figure 14 to see the
category tree structure. Each quality word is a leaf node, and we can look up
more general categories by tracing up the tree. The tree root is the most general

category for all the quality words in the tree.

A quality word may belong to more than 1 category. If a quality word has n
parent categories, then n leaf nodes will be added into the tree. Each of the n leaf
node is linked by a sorted index for fast access. The sorted index contains all
unigue quality words in the input document collection, and each quality word

associates with a linked list. Each node of the linked list points to the quality word
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node in the category tree. The quality word, which belongs to a large number of
categories, has a longer linked list. We can refer to Figure 14 to see the structure

of the category tree with a sorted index.

Figure 15 A Concrete Example of a Category Tree with Sorted Index

Most general category of Quality words Sorted Index

all quality words in the
category tree

legal order of
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/' document payment
=
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| Level 1 | | Level 2 | | Level 3 | | Level 4 |

[sTeYel

check
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We can refer to Figure 15 to see a concrete example. The quality word
“check” has two sets of definition; therefore, it has two sets of category hierarchy.
One path of the category hierarchy from the least general category to the most
general category is “check”, “order of payment”, “legal document”, and “entity”.
The other path is “check”, “proof”, and “entity”. In this example, we need to add
two leaf nodes with value “check” into the tree, and each of the category
hierarchy is represented by the branch path to the tree root. Then, we insert
guality word “check” to the sorted index table and create a linked list with two
nodes. Each of the node points to a different “check” leaf node in the tree. By
constructing the category tree with sorted index, we can look up quality words

and their hierarchy categories quickly and easily.
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When we insert a node into the tree, a category level number is assigned
to it. The most general category level is “1”, and the next less general category
level is “2”. The category level is increased by 1 as we navigate one level down
in the tree. The assignment continues until we reach the tree leaf, which is the
quality word itself. We can refer to Figure 15 to see the category tree with

category level assigned for each node.

The purpose of assigning category level is to make sure we can compare
all quality words in the collection of documents at the same scale. For example, a
document may have both “apple” and “fruit” appeared. Without converting them
to the same category level, we will count “apple” once and “fruit” once. If we
convert both of them to the same category level, “food” as an example, then we
will have 2 counts for “food”. The analysis level, which is the category level to

perform analysis, is an input from the user.

3.1.4 Generating Top K Categories

Step 4: Look up the analysis level categories for all quality words in

the input document collection.

In each document, we loop through all quality words, which are
recognized nouns and verbs in their original forms. The purpose is to look up the
analysis level categories, as well as the analysis level sub-categories. The
analysis level sub-categories are the categories with their category level equal to

analysis level plus 1. The reason for tracking the analysis level sub-categories is
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Figure 16 Look up Analysis Level Categories and Sub-Categories for All Quality Words
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that we use them as sub-row and sub-column values in the result matrix chart.
We can refer to Figure 16 for an illustration. The red box in Figure 16 represents

the analysis level categories, while the purple box represents the analysis level

sub-categories.

If a quality word has more than one analysis level category, we include all
of them instead of trying to do content analysis. In addition, if the quality word
has its least general category level smaller than the analysis level, then we treat

the quality word as the analysis level sub-category, and treat its parent node as

analysis level category.
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Figure 17 An Example of Selected Analysis Level Categories and Sub-Categories

‘L1u| |L2<-'| ‘LSH‘ ‘sz|

We can refer to Figure 17 to see an example. Suppose we set the
analysis level to “3”, the analysis level categories in Figure 17 are in red colour,
and the analysis level sub-categories are in purple colour. Note that the least
general category level of the quality word located in the second branch of the
tree is “2”, which is smaller than the analysis level “3”. Therefore, we treat the

quality word located in the second branch as analysis level sub-category, and we

treat its parent as analysis level category.

Step 5: Calculate ntf-idf score for the analysis level categories of all

guality words in the input document collection.

We need to calculate the normalized tf-idf score for the analysis level
categories in each document. The analysis level is an input from users. Category
level 1 represents the most general category. As the category level increases,

the category becomes less general.

In order to calculate the normalized tf-idf, we need to calculate its
normalized term frequency (ntf) and Inverse Document Frequency (idf). The

reason to calculate a normalized term frequency instead of a pure term
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frequency is to avoid favoring longer documents. To compute normalized term
frequency, we use the formula listed below, where t represents for “analysis level

category” and d represents for “docuement”.

tft,d

ntf,g =a+ (1 — a)m

For each document d, let the maximum term frequency be the analysis
level category with the highest frequency count. To represent this in a math
formula, we have tfimax (d)=maXgeq) tfr.q), Where 1 ranges over all analysis level
categories in d. For each analysis level category t in a document, we compute its
normalized term frequency and a is a smoothing factor which we set to 0.4 here.

tft,d

tf.; =04+ 0.6 X ———
M o ()

After we compute the ntf for each quality word in all documents, the next
thing is to calculate the Inverse Document Frequency (idf). The purpose is to
measure its general importance of a certain analysis level category. The formula

to compute idf is listed below.

idf, = logdf 1
t

In this formula, N is the total number of documents in the collection, and
df; is the document frequency for the analysis level category t. We define the
document frequency as the total number of documents in the collection which
contain the analysis level category. The reason to plus 1 on df; in the

denominator is to make a correction to the case when there is no document
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contained a certain analysis level category t. We prevent the error caused by the

number of documents divided by zero.

Finally, we can compute the ntf-idf for each analysis level category in each
document using the previous results. We gain ntf-idf by using the normalized
term frequency and multiple it by the inverse document frequency. The higher
score for the ntf-idf means the higher normalized term frequency and the lower
document frequency. Thus, the analysis level category is more important. The
formula is listed below.

ntf — ifd = ntf, 4 x idf,

Step 6: Generate top k analysis level categories based on a formula
of aggregated analysis level category ntf-idf score and documents

coverage

First, we need to aggregate the ntf-idf score for the analysis level
categories. For each analysis level category, we sum up the total ntf-idf score.
We get a list of unique categories, and each one is associated with its total ntf-idf

score. We refer the aggregated score for each category as category score.

We need to produce a set of k categories which satisfy two requirements.
First, each category in the set needs to be frequent. Next, each of the k-
categories needs to cover as many documents as possible. We will determine
the importance of a category using its category score and multiply it by the
number of documents being covered. The formula is listed below.

importance = category score X number of documents covered
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We start with an empty list and keep adding category which has the
highest importance score until we have k items in the list. The list is the resulting

top k analysis level categories.

3.1.5 Generating Result Charts
Step 7: Generate information associated with the two selected

categories in order to produce the result matrix chart

Given the top k analysis level categories, users can select two of them to
generate the matrix chart. Otherwise, by default, the top-ranked category is used
as the row value and the second-ranked category is used as the column value for
the matrix chart. For each of the two selected categories, we need to trace three
things: the documents that contained the category, the associated sub-categories
in the documents that contained the category, and the appearance frequency for

the associated sub-categories in the documents that contained the category.

Figure 18 Category Information of Category A and Category B

Category Document Sub-Categories Count Category Sub-Categori Count
|
— Doc1 Al 1 ; - : n Docl | B-1 1
A2 2 | B-3 2
A4 1 | B4 1
: .. ‘
Doc2 A2 1 : Doc3 | B-1 1
M |
A3 3 / i B-4 3
|
Doc3 Al 3 | Doca B-1 3
H |
A2 2 : . B-2 2
A3 2 B-3 2

We can refer to Figure 18 to see an illustration. Suppose the two selected

categories are A and B, we need to track the documents contained them. In
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Figure 18, we see category A are contained by document 1, 2, and 3 while
category B are contained by document 1, 3, and 4. For each document, we also
track the sub-categories that appeared in it, and the associated frequencies.
Refer to Figure 18, we see there are 3 sub-categories for category A in document
1, which are sub-category A-1, A-2, and A-3. The number of times that A-1
appeared in document 1 is “1”, and the number of times for A-2 appeared in
document 1 is “2”. We refer all information associated with each category as

category information.

The purpose to produce category information for each category is to
determine which sub-categories to be included in the matrix chart. Not every sub-
category will show on the matrix chart. Only the sub-categories from the

documents that contain both selected categories are included in the matrix chart.

To illustrate by an example from Figure 18, only the sub-categories appeared in
document 1 and document 3 are included in the matrix chart, since they are the

only two documents that contain both category A and category B.

Figure 19 Process to Apply Cross Products

Category Document Sub-Categories Count Category Document Sub-Categories Count
B s | e[ | [ | e )
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A2 2 H : B-4 3
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After we generate category information, we can produce the information
required for the matrix cells. For each document that contains both selected
categories, we do cross products on the associated sub-categories. Refer to
Figure 19, we apply cross products on the sub-categories of category A and

category B for both document 1 and document 3.

Figure 20 Example of Matrix Cell Information
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Figure 20 can demonstrate the result of the cross products. The count of
the cross products is the minimum of the counts from both sub-categories. The
minimum of both counts implies that we count the frequency of both sub-
categories appeared together in a certain document. Refer to Figure 19, we are
going to get 6 rows as the result of applying cross products on sub-categories
from document 3, which are the last 6 rows in Figure 20. We refer the results of
applying cross products as matrix cell information. The categories in matrix cell

information are row and column value, and the sub-categories in matrix cell
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information are sub-row and sub-column values. The document and count are

used to generate cell values.

Step 8: Generate the result matrix chart

Figure 21 Example of a Matrix Chart

i E——
B-1 B-3 B-4
A-1 2x1.0 1x1.0 2x2.0
A-2 1x2.0 1x2.0 2x15
A-3 1x1.0 1x2.0
A-4 1x1.0 1x1.0 1x1.0

After we gain the matrix cell information, we can employ it to produce the
result matrix chart. We aggregate the matrix cell information based on “Row”,
“Sub-Row”, “Column”, and “Sub-Column”. The “Document” and “Count” are used
to generate the cell values in the result matrix chart. We can refer to Figure 20 to
see the example of matrix cell information and refer to Figure 21 to see the

example of the result matrix chart.

For each sub-row and sub-column value pair on the matrix chart, we need
to compute the number of documents that contains the value pair, and calculate
average count of the times that the sub-row value and sub-column value appear
together in each document. The formula to compute the average count is listed

below. Note that we round the average count to its first decimal digit.

total number of times that the sub category pair occurs

average count = — _
g total number of documents containing the value pair of the cell
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We can refer to Figure 20 to see an example. Both the document 1 and
document 3 contain the sub-row and sub-column value pair: “A-1” and “B-1". In
addition, the value pair appears once in each document. Therefore, in the result
matrix chart in Figure 21, the cell value for the value pair “A-1" and “B-1" is

“2x1.0".

The border width of the cell on the matrix chart represents the number of
documents contain the value pair. For example, in Figure 21, the cell with 2
documents has a thicker border than the cell with only 1 document. In addition,
the background colour of the cell reflects the average score. The darker the
colour is, the higher the average score is. To see an example from Figure 21, the
cell with the average score “2.0” has a darker background colour than the cell

with the average score “1.0” or “1.5”.

3.2 Operations in Detail
There are several operations available in our application. The list of main
operations is listed and described in section 2.5. In this section, we are going to

discuss the algorithm for each operation.

3.2.1 Redraw Matrix Chart

Users can select any two categories from the list of top k analysis level
categories to generate a new matrix chart. The operation is implemented by
performing the Step 7 and the Step 8 described in section 3.1.5, and the two

selected categories are inputs for the Step 7.
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3.2.2 View Article

All documents in the input collection are read into main memory in the
Step 1 described in section 3.1.3. Users can select any document title, and the

document content will be retrieved and displayed in the Article Frame.

3.2.3 Rank Article on the Selected Cell of the Matrix Chart

For each sub-row and sub-column value pair on the matrix chart, we
counted the number of times that the value pair appears together in a document.
We refer this count as the contribution score. A high contribution score for a
document implies that the sub-row and sub-column value pair appears together
in the document for many times. Therefore, the document contributes a bigger

portion to the total counts of the value pair than the other documents.

In order to rank the list of documents containing the value pair, we can
sort the list of document by its contribution score in descending order. The first
ranked one is the most important document to the sub-row and sub-column value
pair, while the bottom ranked one is the least important document to the value

pair.

3.2.4 Drilling Operation on the Selected Cell of the Matrix Chart

Users can select a certain cell and perform the drilling down operation.
Drilling down operation is to apply further analysis on documents that contain the

selected sub-row and sub-column value pair.

Refer to Figure 21, we assume there are 5 documents in the input

document collection initially. If the user chooses to drill down on “A-1" and “B-1”
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value pair, we will perform a further analysis on the 2 documents which contain
the value pair. Our application will take these 2 documents and perform the steps
from Step 4 to Step 8 described above. As a result, we obtain a new list of top k

analysis level categories and a new matrix chart.

After users drill down on a certain cell, they can also perform the drilling
up operation to retrieve the initial top k analysis level categories and the initial

matrix chart.

3.2.5 Operations on Sub-Row and Sub-Column of the Matrix Chart

Users can explore the sub-row value and/or the sub-column value by
increasing the category levels of the sub-row and/or sub-column. The purpose is
to see how documents scatter on sub-categories with different category levels.
For each sub-row or sub-column value, we can look up its less general category
using the category tree we built in the Step 3 described in section 3.1.3. After we
convert each sub-row or sub-column value to its less general category, we re-
assign documents to cells of the matrix chart based on how they scatter on these

less general categories. A new matrix chart is generated to reflect the changes.

After users explore the sub-row value and/or the sub-column value by
increasing the category levels of the sub-row and/or sub-column, they can also
decrease the category levels to the initial level, which is analysis level plus 1, and

retrieve the initial matrix chart.
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3.2.6 View Category Sub Tree

In order to give users an overall idea on the row and column category
hierarchy, we provide one category sub tree chart for each category. The row
and column categories are used as the roots for the category sub trees. We use
the category tree we built in the Step 3 described in section 3.1.3, and look up
the row and column categories. All descendants for the row category form the
sub tree for the row category, and all descendants for the column category form

the sub tree for the column category.

3.3 Bottlenecks and Improvements for the Baseline Solution

The baseline solution works fine when the input document collection is
small. For a document collection containing less than 50 documents, our tool can
generate the list of top k analysis level categories and the matrix chart within a
reasonable time period. However, when the size of the input document collection
is enlarged, the time required to produce results for our tool is increased

dramatically.

In order to test out our application, we feed a document collection which
contains 5000+ documents into our tool. It takes several hours before the results
can be generated. Therefore, to achieve a better performance, we are motivated
to improve the steps for each stage that we described in section 3.1. The
improvements for the baseline algorithm and implementation are discussed in the
following sections. After we have improved the process in each stage, we can
produce results for the same document collection with 5000+ documents within

15 minutes.
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3.3.1 Improving Pre-Processing

We have identified some bottlenecks in the Pre-Processing Stage, and we
will discuss the improvements in this section to address those issues. The main
bottleneck in the Pre-Processing Stage is related to the usage of the external tool
WordNet. In our baseline solution, we loop through all words in the input
document collection and use WordNet to look up the original form for each word.
The look up process by using WordNet is slow, which takes around 0.02 second
to perform one look up. This affects the performance of our tool dramatically

especially when the size of the input document collection is large.

To demonstrate the effect by a real number example, assume the input
document collection contains 1000 documents, and each document contains 500
words in average. Since each look up takes 0.02 second, we need 10000
seconds, which is 166 minutes, or 2.78 hours, to look up all words in the input

document collection.

In addition to using WordNet to screen out quality words in the input
document collection, we also use WordNet to look up hierarchy information for
each quality word. The hierarchy information for each quality word is essential in
order to build up the category tree. Assume half of the entire words in the input
document collection are quality words, from the previous example, we need an
additional 5000 seconds, or 1.39 hours in order to build up the category tree. It

degrades the performance of tool seriously.

We improve the process by maintaining a list of stop words and building a

local look-up table in the main memory. The list of stop words containing all
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common stop words in English and the look-up table tracks three things: words
with some morphological changes; words in their original form; the hierarchy
information of the original words. Each row in the look-up table is consisted of a

pair of words and one object. The first word in the pair is the word with certain

morphological change, and the second word in the pair is the first word in its
original form. The object contains the hierarchy information of the word in its
original form. We refer the first word as the morph word, and the second word as

the quality word.

For each word in the input document collection, we check whether it is a
stop word. If it is not a stop word, we search the word in the look-up table against
the list of morph words. If the word is found, we retrieve the corresponding quality
word without using WordNet. If the word cannot be found in the look-up table, we
need to perform a look up using WordNet. If the word is a quality word, we insert

a row which contains the word, the quality word, and the hierarchy information

gained from WordNet into local look-up table. Otherwise, if the word is not a

guality word, we insert it into the stop word list.

The advantage of using a local look-up table is to avoid performing look up
using WordNet for repeated words. All unique words in the input document
collection will be looked up using WordNet at most once. Since there is only a
small amount of English words that are commonly used, we have saved
considerable time in the look up operation, especially for a large input document
collection. In addition, we have saved time to look up hierarchy information for

guality words, since the information is also maintained in the local look-up table.
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After we implemented the stop word list and local look-up table, we have
observed dramatic improvement for an input document collection with 5000+
documents and approximately 13130 unique quality words. The time to screen
out quality words is cut down from 8-9 hours to 4-5 minutes, and the time to build

up the category tree is cut down from 4-5 hours to 1 minute.

To improve our process further, we maintain the list of stop words, the
local look-up table, and the category tree in the main memory statically. The
purpose is to avoid rebuilding the list of stop words, the look-up table and the
category tree from scratch for a new input document collection. We do an
incremental increase when we encounter a new word, which is not appeared in
any of the three structures we tracked. By doing this, we save even more time on

the look up operation for the second and after input document collections.

3.3.2 Improving Top K Category Generation

We have identified some bottlenecks in the Analysis Stage, and we will
discuss the improvements in this section to address those issues. The main
bottleneck in the Analysis Stage is due to the calculation and aggregation on a
huge amount of data. In our baseline solution, we look up analysis level
categories and sub-categories for each quality word in every document. Assume
we have 1000 documents in the input collection and each document has an
average of 300 quality words, we will have 300000 pieces of data. Assume each
quality word contains 1.5 analysis level category in average, we get 450000

pieces of data after we convert all quality words into the analysis level categories.
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Next, we calculate the ntf-idf on the look up result, which are the analysis
level categories. In order to calculate the ntf-idf, we need to calculate each of the
“f, “ntf”, “df”, and “idf”. Using the previous example, we will go through the
450000 pieces of data for 5 passes. Assume we can process 500 pieces of data
in 1 second, we need 900 seconds in order to digest the entire 450000 pieces of
data for each pass of calculation. In other words, we need 4500 seconds to
manipulate the data before we get the ntf-idf results, which is 75 minutes, or 1.25
hours. In addition to that, we need to do an aggregation on the analysis level
category for the huge amount of data in order to calculate the importance score,

which involves one more pass of calculation on the result data.

In our improvement, we try to reduce the amount of data that we tracked
also decrease the number of passes of calculation. First, we look up analysis
level categories and sub-categories for the list of unique quality words instead of
performing look up operation on every quality word in every document. The
purpose is to avoid performing look up operation on repeated quality words and

to maintain a smaller size of tracking data.

In the next step of our improvement, we start with the list of unique
analysis level categories and fill in scores for each category. The advantage is to
avoid manipulating large amount of data, and avoid performing the aggregation
operation on the analysis level category. In the baseline solution, we calculate
ntf-idf and importance score in six passes: “df’, “idf”, “’tf", “ntf”, “ntf-idf”, and
“‘importance score”. In our improvement, we calculate “df”, “idf”, aggregated “tf’

and aggregated “ntf” at one pass, and we calculate aggregated “ntf-idf” and
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“importance score” together in the second pass. As a result, we cut down the
total number of passes to two. The advantage is to avoid unnecessary looping

through data.

Assume that one-tenth of the 300000 words are unique, then we have
30000 unique words and 45000 unique categories in total. Using the same
processing speed as the previous example, we only need 90 second in a pass.
Note that we also saved computing time on the aggregation operation. After we
implemented the improvement, the required time is cut down from 2-3 hours to 5
minutes for an input document collection with 5000+ documents and

approximately 13130 unique quality words.

3.3.3 Improving Result Charts Generation

We have identified some bottlenecks in the Chart Generation Stage, and
we will discuss the improvements in this section to address those issues. The
main bottleneck in the Chart Generation Stage is due to the manipulation on a
huge amount of data. In our baseline solution, we need to aggregate the analysis
level sub-categories associated with the two chosen analysis level categories. In
order to achieve this, we collect all quality words that associated with the two
selected analysis level categories in each document, and the analysis level sub-
categories for those selected quality words in each document. After we acquire
all information, we loop through each document and screen out the documents
which contain both selected analysis level categories. Finally, we produce nodes

for the result matrix chart using those screened out documents.
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Assume the input document collection contains 1000 documents, and
each document has an average of 300 quality words, we start with 300000
pieces of quality words. Further, assume one-tenth of the quality words are
associated with the selected analysis level categories, and one-tenth of the
documents contain both categories, we need to perform look up operations

30000 times.

In our improved process, we first gather analysis level sub-categories
information and corresponding quality words for the two selected analysis level
categories from the category tree. The purpose is to maintain a much smaller list
in our main memory and reduce the number of look up operations. Assume each
of the selected analysis level categories has 100 children, which is equivalent to
100 analysis level sub-categories, we reduce the number of look up operation

from 30000 times to 200 times.

After we gather information of the analysis level sub-categories and the
associated quality words, we loop through each document in the input collection.
For each document, we verify whether it contains both of the selected analysis
level categories. If the document contains both analysis level categories, we
track the analysis level sub-categories associated with the quality words. Note
that we have already maintained the list of analysis level sub-categories and the
associated quality words in the main memory, so we do not need to perform
category tree look up operation here. In our improvement, we only track 3000
pieces of data at the maximum. Comparing to the baseline solution, we start with

300000 pieces of quality words and cut down to 30000 pieces of data in the first
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round. Then, we perform 30000 look up operations and a further cut down to

3000 pieces of data at the second round.

After we implemented the improvement, the time required is reduced from
1-1.5 hours to 5 minutes for an input document collection with 5000+ documents

and approximately 13130 unique quality words.
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4: EMPIRICAL EVALUATION

In this chapter, we describe the dataset that we use as an input for Docs
Summarizer. In addition, we discuss how we pre-process the dataset in order to

conduct the test, and demonstrate one use case for our tool.

4.1 Dataset and Pre-processing

We employ the Restaurant Review Dataset to conduct experiments on our
application. The Restaurant Review Dataset is a bunch of XML files, where each
file represents one single restaurant and is assigned an index as the file name. In
each file, it contains basic information of the restaurant, such as the restaurant
name, price range, operation hours, etc. In addition, it contains a collection of
reviews and rating from different sources. In the Restaurant Review Dataset,

there are 5531 XML files in this collection with a total size of 45.1 MB.

In order to conduct tests on the dataset, we need to perform some pre-
processing. First, we want to convert each XML file to a text file format. We
rename each file by the name of the restaurant it represents, instead of using a
random index number as the file name. Next, we only want to include files that
contain reviews, since our goal is to analyze reviews for different restaurants
using our tool. Last, we fill each new text file by treating each review in the XML
file as one paragraph. As a result, we get 5305 text files with a total size of 22

MB.
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To summarize the result of using the pre-processed Restaurant Review
Dataset as the input document collection for our tool, we generate the final matrix
chart in 15 minutes. The timeline breakdown is approximately 5 minutes for each
of the three stages: the Pre-Processing Stage, the Analysis Stage, and the Chart
Generation Stage. In the Step 2 of the Pre-Processing Stage, we process
approximately 1000 documents per minute, and there are 13130 unique quality

words in total from the input collection.

4.2 Case Study: Avoid the Least Popular Restaurants in Town

Figure 22 Analysis Results for Using the Restaurant Review Dataset as Input
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Assume that we have an important date, and we want to use our tool to

find out the least popular restaurants and avoid going to any of them. We use the

Restaurant Review Dataset as the input document collection of our tool, and the
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analysis results are demonstrated in Figure 22. The analysis results include a list

of top 10 categories

and a matrix chart which has the top two categories as its

row and column values. We can use the operation buttons in our tool to perform

further explorations.

Figure 23 Matrix Chart

for Users-Selected Categories
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We may define a least popular restaurant as providing bad food or poor

services. Therefore, we can explore more on the categories “activity” and
"nutriment, nourishment, nutrition, sustenance, aliment, alimentation, victuals".
We can redraw the matrix chart for the two selected categories, and the new

chart is displayed in Figure 23.

Refer to the matrix chart in Figure 23, we gain information of how the

review documents scatter on the different sub-columns and sub-rows at a glance.
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We can focus on the matrix cells which have darker background colour and

thicker borders. Most reviews that covered the two selected categories are

Figure 24 Part of the Enlarged Matrix Chart for Users-Selected Categories

related to service, dishes, and meals. We can refer to Figure 24 to see the
enlarged matrix chart and find interesting sub-row and sub-column value pairs to
do further exploration. Since we want to find restaurants with bad reputations, we
select the cell with the value pair ("wrong doing, wrongful conduct, misconduct",
"course") to perform drill down operation. The new analysis results after we drill

down on the selected cell are shown in Figure 25.



Figure 25 New Analysis Results for Documents Related to "Wrong doing, wrongful
conduct, misconduct" And "Course"
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For all review documents related to "wrong doing, wrongful conduct,

misconduct" and "course", we get a new list of top 10 categories and the new
matrix chart, which are displayed in Figure 25. We want to explore more on how
servers might behave wrongly by talking wrongly to customers, and therefore we
choose "hash out, discuss, talk over" and "wait, waitress" categories. Using the

two selected categories, we generate a new matrix chart.



Figure 26 New Analysis Results of "Hash out, discuss, talk over" and "Wait, waitress”
Categories for Documents Related to "Wrong doing, wrongful conduct,
misconduct" And "Course"
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Figure 27 New Matrix Chart of "Hash out, discuss, talk over" and "Wait, waitress"

Categories for Documents Related to "Wrong doing, wrongful conduct,
misconduct" And "Course"
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The new analysis results are displayed in Figure 26. We observe the row
category sub-tree, and adjust the sub-row category in the matrix chart to the
category level that we have interests. The newly enlarged matrix chart is

displayed in Figure 27.

From the matrix chart, we can choose cells that we are interested in, and

rank the review documents by their contributions to the selected cell. We choose

the cell with the value pair (“misadvise, misguide”, “wait, waitress”) from the drop
down box in Figure 26, and we get a list of five documents related to “misadvise,

misguide” and “wait, waitress”.

Figure 28 Chosen Article: “Alta — Spanish.txt”
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[Alta - Spanish

Tasty, clever tapas served with a hint of formality.

The Scene The space features a small dining area in the front room, ancther cne upstairs and a huge balcony-ringed cne in back. Passing the long bar at the entrance, customers
are greeted with prim warmth: There's a hint of dissonance between the stiffness of the decor and service, and the casual mode suggested by the tapas-style drink-and-snack
system. The Food The menu consists of a sizeable number of small-plate cfferings, all based on a Spanish flavor palette, featuring smart, creative combinations. A saffron-
colored warm salad of cauliflower, clams and raisins is pleasingly varied in flavor and texture; tuna tartare scented with smoky chorizo is another clever idea. Peppers stuffed
with creamy rice are excellent, and a wine-pemegranate reduction gives rare strips of sirlein a delicicus, bloody tang. A soft sheep cheese with gquince paste makes a perfect,
subtle finish; likewise fried goat cheese with lavender homey.

Unique and tasty tapas, ckay service

Went there last night and really liked it. They have some really unique dishes that you won't find anywhere else. We tried four tapas and really enjoyed them all. I liked this
clace a lot. We found the service to be terrific initially. They brought out ocur order in record time. Then a party of 12 came in next to us, and the speed ground to a halt,
but hey, you can't blame the waitress really. I mean, she suddenly had the egquivalent of six more couples besides us. And still, service was mostly okay. It wasn't super
expensive. We were pretty happy.

Good food, poor service
I went to Alta last night and had no trouble getting a table for two- it was not crowded. The atmosphere is great and the restauarant is both lovely and comfortable. The food
was delicious but it took a very long time for us to place our order and to receive our drinks and dishes. I would say we waited at least 25 minutes between servings. At one -

We can choose articles from the ranking list to read, and get more
insights. The chosen article is displayed in the Article Panel. We can refer to

Figure 28 to read the content of the chosen article, “Alta — Spanish.txt”. By
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reading the comments in the article, we see there are many negative comments
complaining about poor services, although the food quality is good in overall. We
can refer to Figure 29 to see an example of the comments. Both of the two

comments are pointing out the food is tasty, but the service quality is low.

Figure 29 Related Comments from the Chosen Article: “Alta — Spanish.txt”

« I

Good food, poor service

I went to Alta last night and had no trouble getting a table for two- it was not crowded. The atmosphere is great and the restauwarant is both lovely and comfortable. The food
was delicious but it took a very long time for us to place our order and to receive our drinks and dishes. I would say we waited at least 25 minutes between servings. At one
point after we had been waiting for over 30 minutes for our last three dishes we were finally able to get our waitress and it turned out they forgot about the rest of our
order. The waitress apologized for the long wait and said they would give us some free drinks or desert since they forgot about our orders but we never received anything and by
the time we got the bill we just wanted to pay and leave. We wouldn't bother quibbling over the price of a drinks anyway but I wonder why they would offer if they weren't
intending to back it up. I eat out a lot, I never write reviews and I am not picky about service, but I was so disappointed with what happened at Alta I felt compelled to write
something. But to be fair the food was excellent and I would go there again for the food and hope last night was not typical of the service there.

Great Food with Questionable Management

I have been here a couple times and the food is great. The wait staff is pretty good and the sangria is delicious. I especially love the dates wrapped in bacon. Although
overall I do really enjoy food and decor at this restaurant I was pretty disappointed because on my last visit I accidentally left my credit card on the table and the card
was stolen. We were one of the last tables that night so it is possible it could have been other diners but it is unlikely. I realize these things happen but when I called the
restaurant to let them know I was very disappointed at the reaction I received from the management. I was told that I didnt leave here but I probably dropped it on the
street (which I know is not true) and that it is impossible that someone from their restaurant may have taken it. For the safety of future diners and their reputation, one
would think they might consider this rather telling me that a black card has been left there previously and nobody took that therefore why would they take my card. I am not one
to write reviews but as someone who goes tO Many many restaurants in this city I was very disappointed by this restaurants management.

Drunk, but...
Want my review? !!!!! I Wouldn't send my worst enemy here!!!

For more exploration, we can choose another cell that we are interested
in. To investigate how restaurants build up the bad reputations by asking
unreasonable tips while providing poor service, we choose cell with the value pair
of "tip off, tip" and "wait, waitress". We can view the list of articles ranked by their

contributions to the chosen cell.
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Figure 30 List of Ranked Articles for Cell with Value Pair of “Tip off, tip” And “Wait,
Waitress”
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Figure 31 Some Example of Articles

truly awful. hipsters without reason or taste.

lhostess was the best part of the evening, downhill from there. waitress would only take a complete order (app, main and dessert!) at same time. reason - sooo busy! ha! the
place had 4 empty tables that i could see (7pm - sunday) i've run a similarly priced place in san fran in the past and the food wasnt to our reasonable standards, staff couldnt
get past initial interview. to top it off - paid $103 bill with a hundred and a fifty. waitress did not return with change until we insisted! awful and expects $47 tip!

[Waiter chased us down street wanting more tip
our waiter had poor service and was rude during our stay. We tipped according to our experience. He then came out of the place and confronted us asking why. Wow what class, if
rou would be more plesant maybe you would get a better tip. I would never go back with such an obnoxious waiter.

Reliable Place; Great Bar

I was here recently with & others: BAR: The bartender was EXCELLENT--extremely knowledgeable and friendly (unfortunately, I can't remember her name). She let us taste several
wines AND BEERS before choosing. DINNER: service was acceptable and the food good (not superb, but decent). The atmosphere was great. My only complaint is that the waiter added |
a 20% tip to bill (despite there being no mention of this on the menu, etc.,), didn't tell us about it (hoping it'd slip past us as it sometimes happens in big parties). And L
20%? That's a little high for an automatic tip--I suppose he thought 7 women wouldn't tip well but oh well, its his loss--these 7 women make very decent money and never tip

lless than 25%. If I went back, I'd have dinner in the bar--better service and even better atmosphere.

00 Much for Too Little

[Went to eat here tonight and felt so unhappy that I had to sit and write this immediately. For two pasta entrees and one meat, plus one of the cheapest bottles of wine on the
enu ($37) and one dessert we were charged $115. $45 a head with tip for bad gnocchi, mediocre wine (as r by a ing waiter, who thought himself oh-so-nice)
and the feeling that our companions (at our shared table) were listening in on all our chatter. Wouldn't recommend this place at all. Save your money and cook at home.

——

ozy, good food, but heinous hostess

The food is very good, and I love the extensive wine list, especially the half-bottles. Beware: the hostess seems to think the patrons work for her. Our dinner on a January
Monday was enjoyable, but would have been better if she had offered a warmer greeting than a snarl, and had allowed us to sit in one of the booths rather than at a tiny table
for 1.5 people. (The booths remained unoccupied throughout our meal, unless you count the not-very-busy waitstaff.) Later when I was walking to the bathroom she cut me off on
her way to get her menus. Our waiter water guy were the saving grace of Supper: they went the extra mile to make sure we left satisfied. Good thing since our supposedly cheap
eal (1 appetizer, 1 half bottle of wine, 2 entrees) came to $90 w/ tax tip.

e

We can refer to Figure 30 to see the list of ranked articles. Reading the
comments presented in the list of documents, we find most of the comments are

related to bad service and attitude while the restaurants charge customer an
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unreasonable amount of tips. Some of the example comments from the list of

documents are displayed in Figure 31.

We can do further exploration using our tool. As a result, we can avoid the
restaurants with bad services and dishes by referring to the comments provided
by previous customers. Therefore, we can prevent from picking a wrong

restaurant and ruin the important date.
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5: CONCLUSIONS AND FUTURE WORK

5.1 Summary of the Project

The purpose of our tool Docs Summarizer is to automate the process of
summarizing a collection of documents, and get an overall picture of the topics
covered by the document collection. The summarized results are easy to
understand with simple visualization. In addition to that, users are able to get

more details on selected topics by performing various operations.

Our Tool can take a collection of documents as input, and apply analysis
on them to generate a series of meaningful outputs. The outputs include a list of
top k analysis level categories where the analysis level is an input from users.
One of the other output is a two-dimensional matrix chart, where each dimension
represents one analysis level category selected from the top k list. The users can
do further exploration on the top k analysis level categories or the matrix chart by

performing operations, such as drilling down on one matrix cell.

To conclude, in many occasions, we see there is a strong need for a text
summarization tool, which can summarize a collection of text documents and
help users to save their time on filtering out interesting articles. Users can only

focus on useful articles and conduct further analysis by using our tool.

59



5.2 Future Work

Although we have improved several things for our tool (please refer to
Chapter 3.3 for more details), those major main improvements are aiming for
speeding up our tool by making our process more efficient. In fact, there are
many other areas possible to be addressed in the future. In this section, we list
out some of the future works and improvements to make the application more

practical and more robust.

® Allow users to input several collections of documents to our tool at the

same time for analysis

® Allow users to input links for blog located at the internet to our tool for

analysis

® Allow users to output analysis results which may be displayed

independently or use as input of the other tool
® Allow users to save analysis results and retrieve them later
® Generate multiple dimensional result matrix charts

® Save intermediate results and employ the results to speed up future

analysis
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