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Abstract

Scalable Video Coding (SVC) is the scalable extension of H.264/AVC which extends spatial,

temporal and quality scalability on the H.264 video stream. In this thesis, a fast priority

index (PID) assignment algorithm is first developed for the MGS (Medium Grain Scalability)

packets in SVC. We formulate the index assignment problem as the quantization of the

rate-distortion (R-D) slopes of MGS packets, and use the Lloyd-Max algorithm to find the

optimal solution. The slope quantization index of a packet is used as its PID. The complexity

of our method is much lower than existing method. The quantization-based PIDs facilitate

the comparisons of packets from different video streams. Video multiplexing results show

that the overall PSNR can be improved up to 1 dB.

A fair Peer-to-Peer (P2P) scalable video streaming scheme is also proposed in this the-

sis. To improve the quality fairness of multiple video streams, we modify our fast PID

assignment method where the base-layer quality is also embedded in the Supplemental En-

hancement Information (SEI) message of the SVC bit stream, in addition to the quantized

rate-distortion slope of each MGS packet. To build a fair ”contribute-and-reward” mech-

anism for P2P video streaming, we propose a multi-hierarchical topology that is based on

peers’ uploading bandwidth. Finally, we combine these two parts to build a SVC-based

P2P network, which fully utilizes the quality scalability of SVC, and the end-user quality is

determined by its uploading bandwidth contribution.

We also propose a caching mechanism for SVC video streaming in the P2P network based

on the instant supply and demand estimation. We generalize the previous work from the

literature into the SVC case and get the estimation formulation of the supply and demand

iii



in SVC video streaming on P2P network. We found that SVC video streaming can further

reduce the normalized traffic load from the server compared with AVC video streaming in

the same caching strategy set-up.

Key Words: Scalable Video Coding, Bitstream Extraction, Peer-to-Peer Video Stream-

ing, Cache Optimization
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Chapter 1

Introduction

1.1 Introduction

Video coding, or video compression, is a modern technology for multimedia consumer elec-

tronic products and services. If uncompressed, the raw data of a two-hour movie would

require the storage allocation in the range of 112-675 GB. A low quality video telephony

with 352x288 spatial resolution requires the bit rate as high as 5-10 Mb/s if the video is

uncompressed, which exceeds most of the typical wired or wireless channel bandwidth to-

day. Digital storage and transmission technologies, especially in the early days of consumer

digital video, could not meet this demand in an affordable manner. Even today’s storage

and transmission technologies improves dramatically, they still can not meet consumers’

increasing demand for higher quality video. A standard definition (SD) or high definition

(HD) uncompressed video require bit rates in the range of 125-750 Mb/s. However, typical

broadcast channels only support a fraction of this rate per video stream: 1-3 Mb/s for SD

videos and 10-15 Mb/s for HD videos [22].

Since the launch of Digital Video Interactive (DVI) in 1987, which is widely recognized as

the first video coding standard for the consumer market, a few branch of video compression

standards were developed and widely used [41]. Two main streams of video coding standards
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CHAPTER 1. INTRODUCTION 2

are MPEG standards developed by ISO/IEC and H.26x recommendations developed by ITU-

T. MPEG-4 Advanced Video Coding (AVC), also known as H.264, is the latest international

video compression standard developed by the Joint Video Team (JVT) of ISO/IEC and

ITU-T. Compared to MPEG-2, it can encode video with similar quality at half the bit rate.

With the fast development of network infrastructure, storage capacity and computational

power as well as the new technology and standardization in video codec and transmission

protocols, the number of video applications is booming recent years. The applications vary

from video conferencing or video telephony over wired and wireless channels, video sharing

web sites like YouTube over the Internet, standard and high definition IPTV broadcast

to Blue-ray Disc and HD DVD [27]. For different applications, the requirements for the

transmission and storage system may be quiet different.

Modern video transmission using the wired or wireless Internet are usually based on

TCP/IP or RTP/UDP/IP for conversational and streaming services. Most of these net-

works are characterized by various transmission qualities and receiving devices. The varying

transmission quality is mainly because of the adaptive resource sharing mechanisms of wired

networks and fluctuant physical condition of wireless networks. The variety of devices with

different capabilities ranging from smart phones with palm-sized screens, limited processing

power and unreliable wireless channel bandwidth to high-end HDTVs with high-definition

displays and reliable wired channel bandwidth [27].

On the source coding part, one way to deal with the above-mentioned characteristics

of the modern video transmission networks is video transcoding [5]. Transcoding usually

falls into two categories: The first one is to code the video from one video standard format

like H.264 into another format like MPEG-2. The second one is to code the video from

a specific spatio-temporal resolution into a lower spatio-temporal resolution. During video

transcoding, the original encoded video bitstream is fully or partially decoded and encoded

into anther video bit stream with different format or resolution or both.

The scalable extension of H.264/AVC, known as Scalable Video Coding (SVC), is an-

other appropriate solution to the challenges posed by the characteristics of modern video
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Figure 1.1: The layering structure of SVC bit stream [44]

transmission networks [27, 47]. The standardization objective of the SVC is to enable the

encoding of a layering video bit stream that contains one or more subsets of bit streams that

can themselves be decoded if parts of them are removed, while the computational complex-

ity and bit rate overhead is just slightly increased compared to the counterpart achieved

using H.264/AVC design with the same quality of video for end-users.

There are three types of scalability in the current Scalable Extension of H.264/AVC,

which are temporal, spatial, and quality scalability [27]. Spatial scalability and temporal

scalability define cases in which parts of the bit stream contain the same video content with

a smaller picture size (spatial resolution) or frame rate (temporal resolution), respectively.

For quality scalability, the subset of the bit stream offers the same spatiotemporal resolution

as the original bit stream, but with a lower quality where quality is often defined as signal-

to-noise ratio (SNR). Different types of scalability can also be combined, so that multiple

representations with different spatial or temporal or both resolutions and bit rates can be

supported within a single scalable bit stream [27,32].

Quality scalability is classified into three granular levels. Fine Grain Scalability (FGS),

owing to its complexity and rate-distortion inefficiency, it was not included in the final
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standardization of SVC. Coarse Grain Scalability coding (CGS) can be considered as a

special case of spatial scalability with identical spatial resolution for base and enhancement

layer.

Another granular level of quality scalability is the Medium Grain Scalability (MGS),

which is included inside a CGS layer to increase the flexibility of the bit stream adaptation.

The MGS is achieved by splitting the transformed coefficients within each block of the

enhancement layer into several fragments. Each is assigned to one quality layer. This

approach allows progressively improved quality and graceful degradation when fragments

are discarded during bit rate adaptation [33].

The SVC bit stream is encapsulated into packets with an integer number of bytes, called

Network Abstraction Layer Units (NALU). Each NALU belongs to a specific spatial, tem-

poral, and quality layer [27]. To facilitate bit stream extraction, the H.264 SVC standard

defines a 6-bit priority Index (PID) at the NALU header to signal the importance of the

NALU [33]. This enables a lightweight bit stream parser in the transmission path to dynam-

ically drop some NALUs to meet the network or end-user constraints, before the decoder is

actually invoked to decode the extracted partial bit stream. Therefore the PID assignment

algorithm plays an important role in determining the final performance of the SVC.

For the previous PID assignment algorithm, all NALUs are first sorted according to

their operational R-D slopes. The sorted NALUs are then uniformly partitioned into some

groups, and the group indexes are used as the PIDs of the NALUs. A hierarchical merging

algorithm [26] is developed in and implemented in the current Joint Scalable Video Model

(JSVM) software [39]. To obtain an extracted R-D curve that is as convex as possible, it first

treats each NALU as a Quality Layer and sorts all NALUs according to their R-D slopes.

After that, in each iteration, the two adjacent NALUs with the smallest merging cost are

merged, where the merging cost is the increase of the area under the R-D curve. The merging

operation is repeated until the target number of the quality layers is reached. However,

the merging operations have relatively high complexity. Moreover, the PID in the current

JSVM scheme is only valid within one video stream. Comparing PIDs from different bit
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streams, as needed in some video multiplexing applications, are usually meaningless, since

the contribution of an NALU from one sequence with a lower PID might be much larger

than an NALU from another sequence with a higher PID. Also this method can only show

the relative importance within the current video stream, thus the absolute video quality

when the packets with certain PID are included in the bit stream can not be indicated by

the previous PID assignment method.

This thesis is mainly focused on the quality scalability of the Scalable Extension of

H.264/AVC, especially the so-called Main Grain Scalability (MGS) in SVC. MGS technology

tremendously increases the SVC bit stream extraction flexibility while the bit rate overhead

and computational complexity is slightly increased. Using proper ordering of the packets

within the bitstream, the extraction-flexible bit stream can show convex rate-distortion curve

as the subsets of the bitstream increase to the complete bitstream. Thus it is an attractive

solution for video streaming in heterogenous networks while the transmission condition is

not fixed.

1.2 Main Contribution

In this thesis, by formulating the PID assignment as a Lloyd-Max quantization (LMQ) prob-

lem, we propose a fast algorithm to assign PID to MGS NALUs. The method also facilitates

the comparison of NALUs from different video streams, with the help of SEI (Supplementary

Enhancement Information) packets. This makes it useful for applications such as network-

based video multiplexing. The algorithm can also be implemented in realtime and assign

the PIDs adaptively based on the recent statistics of the video. Experimental results show

that our method achieve the same R-D performance as the current JSVM in the extraction

of one video bit stream. When multiplexing different videos, our method can achieve up to

1 dB of improvement. In addition, the real-time implementation of the algorithm does not

sacrifice the performance of the off-line method.

We refine the above PID assignment scheme by embedding the absolute base-layer qual-

ity as well as the Lloyd-Max quantization-based PID into the SEI massage of SVC bit
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streams to achieve fair video quality among multiple video streams for scenarios like video

multiplexing when bandwidth of the shared channel are restricted. The variance of the

video quality among multiple video streams is largely decreased by applying this method.

We also adopt a uploading bandwidth categorization of peers to build a fair contribute and

reward mechanism for a P2P video streaming network. When the proposed PID assignment

method is applied to this P2P network, end-users can obtain fair video quality based on

its uploading bandwidth contribution while fully utilizing the quality scalability of SVC bit

streams.

We also propose a caching mechanism for SVC video streaming in the Peer-to-Peer

network based on the instant supply and demand estimation. We generalize the previous

work from the literature into the SVC case and get the estimation formulation of the supply

and demand in SVC video streaming on Peer-to-Peer (P2P) network. We found that SVC

video streaming can further reduce the normalized traffic load from the server compared

with AVC video streaming in the same caching strategy set-up.

The results presented in this thesis have been published in [60,61]. A journal paper [24]

is also published whose results are not included in this thesis.

1.3 Thesis outline

Chapter 2 covers the fundamentals and implementation details of Main Grain Scalability

of SVC and the currently used Priority Index assignment method for MGS packets. Chap-

ter 3 introduced the proposed Priority Index assignment method based on the Lloyd-Max

Quantization and its application for video multiplexing. Chapter 4 investigates its appli-

cation in fair P2P video streaming. Chapter 5 presents a caching mechanism in the P2P

scalable video streaming network. Finally, Chapter 6 presents the conclusions and discuss

some future works.



Chapter 2

Background

2.1 SVC video streaming application

Due to the adaptivity of Scalable Video Coding (SVC) bit stream, the main application

for the scalable extension of H.264/AVC is video streaming, especially for multi-users with

different requirements in heterogenous networks.

Some papers compared the performance difference between H.264/AVC and its scalable

extension, SVC, for a specific purpose. In [69], the author compares H.264/AVC simulcast

and SVC in terms of their required capacity in an IPTV network scenario where a number

of TV channels is offered to the subscribers. In [44], the author investigates adaptive video

streaming in P2P network based on SVC video streaming and evaluates the results compared

to conventional AVC video streaming approaches. The bufferless statistical multiplexing of

both AVC and SVC are investigated in [52]. It is shown that prioritizing the frames ac-

cording to the number of dependent frames can increase the number of supported streams.

The author of [23] examines the implications of video traffic smoothing on the numbers of

statistically multiplexed SVC, AVC, and MPEG-4 Part 2 streams, the bandwidth require-

ments for streaming, and the introduced delay. It identifies the levels of smoothing that

ensure that more H.264 SVC streams than H.264/AVC streams can be supported. Or their

inter-standard adaptation between AVC and SVC like in [43] which designs a reconfigurable

7



CHAPTER 2. BACKGROUND 8

hardware implementation of AVC/SVC transcoding for real time video adaptation in or-

der to address different terminals and bandwidths or in [45] which introduced an improved

SVC-to-AVC rewriter.

More papers exploits the characteristics of SVC video streaming in specific networks

and transmission environment. In [38], the author provides an analysis and evaluation

of H.264/SVC in error prone environments, quantifying the degradation caused by packet

losses in the decoded video. The investigation of transmitting SVC video over multi-input

multi-output (MIMO) wireless systems is presented in [16]. The problem of SVC video

streaming over orthogonal frequency division multiplexing (OFDM) channels is considered

both in [62] and [9]. SVC video streaming on cellular networks is investigated both in [46]

and [65]. A generic optimization framework to evaluate the SVC performance on mobile

broadcasting systems, such as ISDB-Tmm is proposed in [14]. The author in [15] provides

an analysis of SVC broadcast streaming services using a realistic LTE PHY layer while

the authors in [21] and [55] both presents their results of SVC video streaming on DVB

wireless transmission. A real-time video adaptation on WiFi router is also exploited in [34].

The author in [11] employs a combination of three transport techniques for SVC video

streaming. SVC video streaming in non-infrastructure-based network types like mobile

ad-hoc networks (MANETs) is investigated in [56]. The author in [2] also evaluates and

demonstrates a technique for streaming H.264 SVC video over a DDS middle-ware. The

architectural principles and design details necessary so that SVC can also enable secure

adaptive streaming at a sender and secure R-D optimized adaptation at an untrustworthy

mid-network node is presented in [35].

There is also a great number of paper focused on SVC video streaming on different

protocols like [8] on TCP and DCCP (using CCID3), [40] on IEEE 802.16e network system,

[36] on T-NASS protocol respectively. A few papers make some endeavors on SVC with

networking coding as in [4] and [28].

There is another category which combined SVC with Unequal Error Protection. The

author in [3] makes use of Reed Solomon codes for unequal error protection. An unequal
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error protection (UEP) scheme for scalable video coding using low density parity check

(LDPC) codes is proposed in [64], which can allocate LDPC codes with unequal coding

rates to different sub-streams that decreases the end-to-end distortion of the system as

compared to equal error protection (EEP) scheme, resulting in greater system throughputs.

An algorithm is proposed in [19] to estimate the overall distortion of decoder reconstructed

frames due to enhancement layer truncation, drift and error concealment in SVC video and

combines unequal error protection with the bit stream extraction. The author of [25] also

proposed an unequal error protection (UEP) scheme for scalable video bitstream over packet-

lossy networks using forward error correction (FEC), which exploiting jointly the unequal

importance existing both in temporal layers and quality layers of hierarchial scalable video

bitstream. It is addressed in [67] the problem of unequal error protection for the scalable

video streaming over packet-erasure channel considering both the channel condition and the

video characteristics.

For this thesis, we mainly focused on SVC bit stream extraction.

2.2 Quality scalability

2.2.1 Inter-layer prediction and Coarse Grain Scalability

For spatial scalability, inter-layer prediction is defined as the case when encoding the en-

hancement layer video, the encoded base layer bitstream can be used as a candidate mode for

prediction. Several techniques are employed for inter-layer prediction including inter-layer

intra-prediction, inter-layer residual-prediction and inter-layer motion prediction [32].

As we mentioned before, Coarse Grain Scalability (CGS) can be considered as a spe-

cial case of spatial scalability with identical picture sizes for base and enhancement layer

while it is also supported by the general case of quality scalability. The same inter-layer

prediction methods as for spatial scalable coding are employed, but excluding some features

like corresponding upsampling and the inter-layer de-blocking for intra-coded reference layer

macroblocks. A major difference is that the inter-layer intra- and residual-prediction are
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directly performed in the transform domain. When employing inter-layer prediction for

CGS in SVC, a refinement of texture information is typically achieved by requantizing the

residual texture signal in the enhancement layer with a smaller quantization step size rela-

tive to that used for the lower CGS layer. However, the number of available rate points is

the same as the number of layers. Switching between different CGS layers can only be done

at selected points in the bit stream, which restricted the further application of CGS.

2.2.2 Medium Grain Scalability

Medium Grain Scalability (MGS) is provided within a CGS layer (or a dependency id,

which is a syntax element) by coding successive refinements of the transform coefficients

of the base quality of the layer. It splits the refinement coefficients of each block of the

enhancement layer into several increments. This splitting of coefficients among increments

allows a progressive refinement with MGS coding and graceful quality degradation when

fragments are dropped during adaptation. The quality refinements are identified by the

syntax element quality id, up to three quality increments are possible inside a dependency

id layer [33].

As with H.264/AVC, the basic unit for the output of the SVC encoder and the input

of the SVC decoder is a Network Abstraction Layer (NAL) Unit [51, 68]. Each NAL Unit

(NALU) belongs to a specific spatial, temporal and quality layer and is signaled by certain

syntax elements accordingly (using the high level syntax elements dependency id, temporal

id, and quality id of the NAL header). For SVC, an access unit (AU or a more straight-

forward term as a picture) then consists of a set of NALUs from all spatial layers having

the same temporal instant. For MGS layers, each MGS increment within one access unit is

encapsulated as one NALU. An extractor can be used to adapt the stream to the target rate

and/or resolutions, before the decoder is actually invoked to decode the extracted partial

bit stream [27].
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2.3 Bit stream extraction

2.3.1 Quality Layer

The basic idea of the concept ”Quality Layer” is to assign a prioritization order to each NAL

unit within the whole scalable bit stream rather than the basic extractor [27]. However,

the NAL units constituting the base quality of a specific spatial/temporal resolution must

be included in the bitstream since NAL units with higher quality levels are dependent on

them. Therefore, these NALUs are excluded from the optimization process of prioritization

ordering. This prioritization poses another layering structure on the already encoded bit

stream for bit rate adaptation. Whether an NAL unit is included in the SVC bit stream or

nor is based on the bit rate constraint and the dependency among NAL Units [33].

While JPEG2000’s priority within the bit stream [17], which is called the Embedded

Block Coding with Optimized Truncation (EBCOT), is reflected in the hierarchical bit

stream structure, the priority index of a NAL Unit in SVC is a post-compression process-

ing of the encoded SVC bit stream. Thus the priority assignment is independent of the

encoding parameters as long as it allows MGS or FGS quality scalability in the SVC bit

stream. Furthermore, this prioritization mechanism can be used at any points in the video

transmission scheme, for part of the video or the whole video stream, if only the bit stream

structure conforms to syntax and semantics of the SVC Recommendation [27,33].

Quality Layers should be derived and assigned before transmission. A Quality Layer

is computed for each NAL unit and a priority index as an indicator is inserted in the bit

stream for further usage (e.g., transport or storage adaptation). After assigned, it is the

priority index which is utilized for bit rate adaptation. Bit rate adaptation using Quality

Layers prioritization can be made during any points after encoding but before decoding. It

can be made before transmission at the encoder, in a network node adaptation or at the

receiver before decoding [27,33].

The following are the general sub-steps to calculate the Quality Layer information of

each fragment, specifically here is the NAL Units [27,33]:
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• Analyze and establish dependency constraints between NAL units

• Derive the size and distortion reduction associated of each NAL unit

• Sort NAL units based on the rate-distortion contribution

• Assign the priority index for each NAL Unit

For each NALU, its impact delta rate on the global rate is calculated, which is its own

packet size.Its impact delta distortion on the global reconstruction quality is also considered.

This impact on the distortion can be measured as the difference between the reconstructed

image sequence with and without the NALU. Since one picture can be a reference picture

for other pictures, the appearance of the quality increments of one picture can impact the

quality of other pictures thus affecting the global quality. Dependency constraints should

be taken into considerations when we calculate the distortion [27,33].

2.3.2 Current Priority Index assignment for SVC in JSVM

Once quality increments have been sorted within the dependency constraints, Quality Layers

are assigned. There are only 6 bits in the syntax elements to represent the Quality Layer

information. The currently used method in JSVM [39] is presented below [26]. However,

this method is firstly proposed for FGS, which is not adopted as an normative feature in

the latest SVC standard. Here, we only consider bit stream extraction for MGS.

• Determining Rate-Distortion points Ri, Di for all NAL units i that contain non-

progressive refinement fragments;

• Sorting the NAL units by decreasing slopes Si = Dimax / Rimax; Each NAL unit

represents a separate initial Quality Layer;

• While(true)

• Determining minimum merging cost δk = Ak,k+1 - (Ak+Ak+1), which is demonstrated

in Fig 2.1 and 2.2;
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• If( N <= Ntarget && k >= 0 ) break;

• Merging Quality Layers k and k+1;

• Assigning Quality Layer Index Q to NAL units, so that Qj > Qk when j < k

Figure 2.1: R-D curve before merging [26] Figure 2.2: R-D curve after merging [26]

2.4 Other SVC Bit stream extraction methods and applica-

tions

Apart from the bit stream extraction using the above bit rate extraction scheme in JSVM,

some bit rate extraction methods are also proposed in the literature. These endeavors try

to resolve the problems which the current PID in JSVM has its limitations on.

2.4.1 Extraction based on trade-off of three scalabilities

The author of [13] proposes a method for evaluating the trade-off among three scalability

dimensions: spatial, temporal, and quality scalability offered by the Scalable Extension

of H.264/AVC. Firstly the evaluation for the trade-off of the difference in the metric of

each scalability dimension is proposed. Three scalability dimensions are transformed into
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utility functions and an algorithm to find an efficient extraction path by using the points

of inflection is proposed. Experimental results show that their approach can find a better

extraction path as compared to the JSVM basic extractor.

2.4.2 Bit rate extraction for very low bandwidth

The author of [10] exploits the performance of SVC bit rate extraction for the case when

the bandwidth is very low and proposed a global optimal GOP-adaptive Rate-Distortion

optimization extraction algorithm for SVC streaming multicasting over P2P networks. It

investigates the trade-off of temporal scalability and quality scalability for extremely low

bandwidth and reassign the PIDs to the NAL units considering the bandwidth histogram.

It shows better quality performance while parts of the network consists very low bandwidth

transmission path.

2.4.3 Distortion estimation model based SVC bit rate adaptation

Due to the hierarchical prediction structure of the SVC and the concept of key pictures, SVC

bit rate adaptation of SVC bit streams to intermediate bit rates is still a challenging task.

One limitation is that the current method does not consider all NAL units from different

layers for the optimization. For the current method, the distortion calculation is still based

on a fixed order of including NAL units from NAL units from different levels progressively.

While the actual extraction is based on the distortion calculation in this way, extraction

pattern is most likely not in that way which the calculation is derived. Thus there is a

mismatch of the distortion calculated before extraction and after extraction. It is proposed

in [18] that a mathematical model based on Taylor expansion to estimate distortion. Based

on discarding an arbitrary number of NAL units from multiple layers of a bitstream, the

coefficients of Taylor series for the model are derived. Then, PIDs are assigned by utilizing

this distortion estimation technique. However, the computational overhead should be large

for this method since the parameters for estimation is unique for every video sequence.

A linear model of general predictive video coding is proposed in [54]. The authors then
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designed an algorithm to quantify the drift properties subject to prediction dependency

and motion information, which can be utilized for Quality Layer assignment within the

framework of SVC.

A simple distortion model to estimate the reconstruction distortion with drift error is

also developed in [50]. They also designed a simple and fast weight-based priority setting

algorithm to smooth the video quality in MGS bitstream extractions.

To our best effort, the above are the endeavors which focused on bit stream extraction

that we can find in the literature.

2.5 Video streaming in P2P network

Since several years ago, there has been increasing interests from the academia as well as

the industry to use Peer-to-Peer (P2P) network for large-scale video streaming. Viewers

contribute their resources to a P2P overlay network to act as relays for the video streams [20].

An overlay network is a layer of virtual network topology in the application layer on top

of the physical network, which directly interfaces to users [30]. It is really a challenge that

typically a popular baseball match will attract over millions of viewers to watch the game

simultaneously. The reason why P2P is an attractive solution is that

1. This technology is based on the current existing network infrastructure. Thus it saves

the cost and time to deploy dedicated infrastructures;

2. Rather than the client-server model, in the P2P network, every peer is both a client

to download the video content from other peers and a sever to stream video to others.

Therefore, it is allowed to scale with the number of participants, as greater demand

also results in more supplies. Although it still requires at least one single media source,

which may be assumed not to fail, and is present throughout a broadcast session, the

requirements of bandwidth of server and network is drastically loosened [37].

However, there are still some challenges for this technology to be used in video streaming:
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1. It requires real-time delivery of the video content, though minor delays at the start-up

or during later sessions are still tolerable unless the video is interrupted. Thus all

connected users can get a TV-like viewing experience.

2. The peers may disconnect to the network voluntarily or passively at any time mean-

while packets often need to be relayed between several peers, thus increasing the

unreliability of the network

3. The access bandwidth of the peers is often not enough to support high quality video,

which requires at least several hundred Kbps. Therefore, there should be a way to

enable video streaming with adaptivity and flexibility that accommodates bandwidth

heterogeneity and fluctuations and to deliver videos with gracefully degradable quality.

Scalable Video Coding (SVC), with its inherent scalability features, offers a promising

solution to these problems [20,37].

The P2P video streaming applications can be classified into two categories: the live

(PPLive [49] and UUSee [58]) and Video-on-Demand (VoD) streaming (GridCast [7] and

Vanderbilt VoD [6]), respectively.

In P2P live streaming, the video source is generated at the server in real-time and

delivered to peers which are currently in the system simultaneously. In other words, all the

peers are watching the same session of the video. The common viewing interests of peers will

increase the video content overlap and encourage resource sharing among them. However,

one more challenge of minimizing the streaming delay is posed against this application,

specially when millions of users request to join the system at a same very short time period.

Compared with live video streaming, VoD generally supports looser video content overlap

among users and richer user interactions. Users can join in the system at any time and

watch any part of the video) [63]. P2P VoD faces other challenges like content scheduling

and caching problem.
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2.6 Summary

In this chapter, we do a in-depth literature research on the mechanism of current SVC bit

stream extraction, especially the Priority Index assignment which is highly related to the

work in this thesis. We also investigate other bit stream extraction method as well as the

main-stream applications of Scalable Extension of H.264/AVC.



Chapter 3

The proposed LMQ-based PID

assignment

3.1 Introduction

In this chapter, by formulating the PID assignment as a Lloyd-Max quantization (LMQ)

problem, we propose a fast algorithm to assign PID to MGS NALUs. The method also

facilitates the comparison of NALUs from different video streams, with the help of SEI

(Supplementary Enhancement Information) packets (with negligible overhead). This makes

it useful for applications such as network-based video multiplexing. The algorithm can also

be implemented in real-time and assign the PIDs adaptively based on the recent statistics of

the video. Experimental results show that our method achieve the same R-D performance

as the current JSVM in the extraction of one video bit stream. When multiplexing different

videos, our method can achieve up to 1 dB of improvement. In addition, the real-time

implementation of the algorithm does not sacrifice the performance of the offline method.

18
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Table 3.1: The executing times of the merging method in [26] and the proposed method
(sec.)

Sequence [26] Proposed Time saved

coastguard 2.964 0.078 97.37%
mother-daughter 2.933 0.17 94.20%
mobile 2.761 0.22 92.03%
news 2.621 0.36 86.26%

Average 2.820 0.21 92.4%

3.2 Lloyd-Max quantization-based priority index assignment

Since the rate-distortion contribution of each MGS NAL unit is determined by its R-D slope,

our objective is to embed the slope information in the PID syntax element. This can be

achieved by using the quantized slope as the Priority Index. It is also desired that the PID

assignment method can preserve as much slope information as possible, e.g., it can minimize

the reconstruction errors of the slopes. This will facilitate the PID-based comparisons of

the significances of packets from different video streams in video multiplexing applications.

These requirements suggest that we can formulate the PID assignment as a scalar quan-

tization problem, by treating the R-D slopes of all NALUs as the variables to be quantized.

In particular, the quantizer generates fixed rate outputs, since each PID has 6 bits. It is well

known that in this case, the optimal solution to minimize the mean squared error (MSE) of

the reconstructed variables is given by the Lloyd-Max quantization (LMQ) algorithm [17],

which assigns smaller quantization steps to the regions with higher probabilities.

The optimal solution of an M -level LMQ satisfies the following conditions [17]:

tq =
x̂q−1 + x̂q

2
q = 1, 2, 3...M − 1 (3.1)

x̂q =

∫ tq+1

tq
xfX(x)dx∫ tq+1

tq
fX(x)dx

q = 1, 2, 3...M − 1 (3.2)

where x̂q’s are the reconstruction points, and tq’s are the decision boundaries. The optimal

solution can be achieved by an iterative algorithm using the equations above [17].
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3.2.1 The LMQ-based PID Derivation Algorithm

Our LMQ-based PID assignment algorithm works as follows. As in [26,31], we first sort all

MGS NALUs according to their R-D slopes. We then apply the LMQ algorithm to quantize

the slopes into 63 bins, with index from 0 to 62 (The PID of 63 is reserved for base layer

packets). The PID of each NALU is then set to be the quantization index of the R-D slope

of the unit. Our method terminates when the MSE change of the reconstructed slopes is

less than 1%, which can usually be achieved within 10 iterations.

Since higher-layer packets depend on lower-layer packets, it is desired to drop the packets

from higher layers. Therefore higher-layer packets need to have smaller PIDs. However,

this is not always true if the PIDs are obtained by quantizing the R-D slopes of NAL units,

because a higher-layer NALU might have larger slopes than a lower-layer NALU. In our

algorithm, these conflicts are resolved after the termination of the LMQ by reducing the

higher-layer NALUs’ PIDs such that they are less than the PIDs of the NALUs in the lower

layers.

To facilitate the comparison of the NALUs from different video streams at the network

nodes or the decoders, we need to include the reconstruction values of the R-D slopes of

NALUs in the bit stream. In this paper, we use the Supplementary Enhancement Informa-

tion (SEI) packets to convey this information. The SEI packet contains a look-up table for

the reconstructed R-D slopes with PID ranging from 0 to 62. Each reconstructed slope is

represented by 4 bytes, so the total size is 252 bytes. Since only very few SEI packets are

needed, the overhead is negligible. We also assume that the SEI packets are not lost during

transmission. This can be achieved by applying additional protections to the SEI packets.

By applying the LMQ to the R-D slopes directly, our PIDs preserve the R-D information

more faithfully than the uniform partition in [31], whereas the relationship between the PIDs

and the R-D slopes is not clear in the merging method in [26], as will be shown in Fig. 3.2.
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Figure 3.1: R-D curves of JSVM and our method for Mobile (a) and News (b).

3.2.2 Complexity and Performance

The hierarchical merging algorithm in [26] and the current JSVM needs to merge all possible

pairs of neighboring layers to find the minimal cost. This is repeated in each iteration, until

63 layers are left. The number of comparisons is thus O(N2), where N is the number of

MGS NALUs. Compared to this, the complexity of the proposed LMQ-based method is

much lower. Table 3.1 lists the executing time of the merging algorithm in JSVM and the

proposed LMQ method on a PC with Intel Core 2 Duo 2.4 GHz processor and 4GB memory.

The time does not include the slope calculation and the sorting. The results show that the
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Figure 3.2: (a) Histogram of NALU R-D slopes of News. (b) Histogram of the PIDs by
JSVM. (c) Histogram of the PIDs by our method.
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complexity of our method is only 7.6% of the method in [26]. In addition, our method is

currently run in Matlab, and can be further sped up if implemented in C/C++. Therefore

our method is more suitable for real-time applications.

To evaluate the R-D performance of the extracted bit stream, we encode four 289-frame

QCIF video sequences with 1 base layer and 6 MGS enhancement layers. Fig. 3.1 shows the

RD curves given by our method and the current JSVM. The curves in each graph are almost

perfectly overlapped, which means that the two schemes have the same RD convexity for

one video sequence.

However, the assigned PIDs by the two methods are usually quite different, because the

PID distribution in our method is more closely related to the distribution of the NALU R-D

slopes. Fig. 3.2 shows the histogram of the NALU R-D slopes of the News sequence, as

well as the PID histograms of the two methods. It can be seen that there are many NALUs

with very small slopes. However, this is not reflected in the PIDs of the merging method.

Moreover, its PID distribution shows more randomness than the original slope distribution,

meaning that some PIDs are not used as often as they should be. The same observation can

also be made in other sequences. Compared to this, the PID distribution in our method is

much smoother. This can provide finer granularity when comparing NALUs from different

video streams, as studied in the next section.

3.3 Application in Statistical Video Multiplexing

One promising application of the SVC is statistical video multiplexing. Most existing works

on statistical video multiplexing focus on the joint encoding of multiple videos, where the

encoder has the freedom of adjusting the coding parameters of all video sequences to meet

the bandwidth constraint. However, in some applications, statistical video multiplexing is

also necessary at a network node, where different pre-encoded incoming video sequences

need to share a common output network link. In this case, it is impractical to decode and

re-encode the videos. Instead, the network node can use the PID information to decide

which NALUs from which videos should be dropped. The PIDs generated by the current
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Figure 3.3: The average RD curves of the current JSVM and the proposed method in
multiplexing of two videos. (a) Multiplexing Coastguard and News. (b) Multiplexing Mobile
and Silent. (c) Multiplexing Foreman and Mother-daughter.
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JSVM only reflect the relative contribution of the NALUs within each video sequence. In our

method, since the PIDs and the SEI packets preserve the R-D slopes of NALUs, comparisons

among NALUs from different videos is simplified greatly.

Fig. 3.3 shows the simulated average R-D curves of multiplexing two video sequences

using the PIDs from the current JSVM and from our method, respectively. In each case,

two video sequences are encoded with the same QP and MGS configurations, and the PIDs

are assigned to each video independently, using the two methods. The rate extraction is

assumed to be at a network node with enough buffer to hold one GOP of NALUs from

the two sequences. When the current PID assignment method in the JSVM is used, the

NALUs from the two videos with the smallest PIDs are dropped until the bit rate is within

the target. When our PID assignment method is used, the extractor is able to sort the

MGS NALUs from the two videos based on their reconstructed R-D slopes, with the help

of the SEI packets. It then drops the packets with the smallest R-D slopes. PSNR (Peak

Signal-to-Noise Ratio) is an engineering term for the ratio between the maximum possible

power of a video signal and the power of noise that affects the quality of its representation,

which is defined in 3.3 and 3.4 [29]. It is clear from Fig. 3.3 that our method yields up to

1 dB improvement. Fig. 3.4 also shows the subjective quality of the first 4 frames of two

video multiplexing of two methods when the bit rate constraint is 750 kbps. The average

PSNR of these 4 frames for the reference method and proposed method are 38.64 dB, 39.27

dB of Coastguard and 43.67 dB, 45.68 dB of News, respectively.

MSE =
1

mn

m−1∑
i=0

n−1∑
j=0

[I(i, j)−K(i, j)]; (3.3)

PSNR = 10 lg(
2552

MSE
); (3.4)

We now consider the multiplexing of more than two videos. Three methods are evaluated.

The first method is static multiplexing, where each SVC bit stream is allocated its own

channel. Since we show in Sec 3.2 that the R-D performance of our method in this case is
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(a)

(b)

Figure 3.4: The first 4 frames of Coastguard and News. (a) reference method. (b) proposed
method.

the same as the merging-based method in [26], only the results with our method are reported

for the static method.

The other two methods use statistical multiplexing, where the base layer of each sequence

is transmitted in an independent channel, and the enhancement layers of all sequences are

transmitted in a shared channel. The merging-based PID assignment in the JSVM and the

proposed LMQ-based PID assignment are tested in this case.

In the first example, seven video sequences are involved, each has a full bit rate larger

than 384 kbps. For static multiplexing, each video is allocated 384 kbps. For statistical

multiplexing, the bandwidth of each BL channel is 128 kbps, and the shared channel for

ELs is 256× 7 = 1792 kbps.

In the second example, five video sequences are used, each has a bit rate larger than 512

kbps. For static multiplexing, each video is allocated 512 kbps. For statistical multiplexing,

the bandwidth of each BL channel is 128 kbps, and the shared channel for ELs is 384× 5 =
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Table 3.2: Avg. PSNR of multiplexing more than two videos

Example Static JSVM Proposed

1 43.52 43.52 43.83
2 43.96 43.80 44.17

1920 kbps.

Table 3.2 shows that statistical video multiplexing with the proposed PID assignment

achieves an average of 0.26 and 0.34 dB improvement over the static multiplexing and

statistical multiplexing with the merging-based PID assignment.

3.4 Real-time Adaptive Priority Index Assignment

In all the examples in the previous sections, the entire video sequence is encoded before

assigning PIDs to all of its NALUs. This offline PID assignment is not suitable for real-time

applications. In fact, to the best of our knowledge, real-time adaptive PID assignment has

not been reported in the literature. The low complexity of the proposed LMQ-based PID

assignment makes it an ideal candidate for real-time applications.

Since the distortion associated with each NALU is calculated by considering the depen-

dency among different frames in a GOP, the basic unit of the real-time PID assignment is

chosen as one GOP.

The real-time PID assignment algorithm needs to solve two main issues: what kind of

statistics should be used to generate the PIDs, and when to update the SEI messages. For

the first issue, one way is to use the cumulative statistics from the beginning of the video

sequence. Another option is to use the statistics of several recent GOPs within a window.

The potential problem with the cumulative approach is that it could react too slowly when

there is a scene change. The problem with the window approach is that it might not have

enough statistics to take full advantage of the LMQ method.

Since the statistics used to calculate the PIDs are time-varying in the real-time algorithm,

the SEI messages should be updated. This can be done periodically or adaptively. For
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Table 3.3: Different Real-time PID Assignment Algorithms

Algorithm Statistics Updating freq.

1 Cumulative Per GOP
2 Cumulative Per 5 GOPs
3 Cumulative Per 10 GOPs
4 Last 5 GOPs Per GOP
5 Adaptive window Adaptive
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Figure 3.5: The RD curves of real-time Algorithm 4 vs. the off-line PID assignment for the
concatenated sequence of news, mother-daughter, coastguard and mobile.

example, to use the adaptive updating, a new SEI packet is generated only when the MSE

of the LMQ is above a threshold. In this case, the window size to calculate the PIDs can also

be made adaptively. For instance, we can reset the statistics whenever a new SEI packet is

generated.

In addition, an initial SEI packet should be included at the beginning of the bit stream.

Since there is not much statistics, the uniform quantization method can be used.

To test these different options, we developed five different real-time algorithms, whose

configurations are summarized in Table 3.3. Our experimental results show that the average

R-D performances are more or less the same for all of these algorithms. An example is shown

in Fig. 3.5 for a concatenated sequence with several scene changes. It can be shown that
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there is little difference between the real-time algorithms and the offline global algorithm,

making the real-time implementation appealing to practical applications.

3.5 Summary

In this chapter, a fast PID assignment algorithm is proposed for the scalable extension of

H.264/AVC, by formulating the problem as the Lloyd-Max quantization of the R-D slopes

of the NAL units. The complexity of this method is much lower than the merging-based

method in the current JSVM. Since the R-D information is embedded in the PIDs, video

multiplexing at the network nodes can be simplified, and our method also achieves better

multiplexing performances. In addition, we investigate the real-time implementation of our

method, and conclude that there is no loss of performance by using real-time algorithm.



Chapter 4

The SVC bitstream extraction in

P2P network

4.1 Introduction

For a P2P streaming network, the bandwidth and content availability are two main con-

straints. The bandwidth constraint, especially the uploading bandwidth of each peer, is

often the bottleneck of the transmission path in the network. The reasons are threefold [42].

Firstly, due to the inherent characteristics of some networks, like ADSL, the uploading

capacity is much less than the downloading capacity. Secondly, the uploading capacity is

sometimes limited by the save-and-forward capacity of the computers. Thirdly, the end-

users may prefer to impose an upper limit on their uploading bit rate for various reasons,

such as saving the energy and computational power.

With the rapid improvements of broadband network coverage and the computational

power of end-user devices, the third reason is usually the main obstacle that causes the

bandwidth limit of P2P uploading capacity. The current P2P streaming schemes do not have

effective incentives for users to upload more, because this does not guarantee an improved

downloading service, especially if the videos that the users are interested in are not very

popular, or are particularly bit-rate-demanding.

30
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The proposed P2P video streaming method in this chapter is based on SVC with MGS.

SVC offers a variety of advantages, such as rate adaptivity. Thus it is a promising technique

for P2P video streaming. In [48] and [66], the performance of P2P video streaming using

SVC is studied, which shows the benefits of a prioritization mechanism to react to network

congestion. In [1], the popularity of videos is considered and the layered structure of SVC

is exploited for P2P video streaming. In [53], the encoder configuration of SVC combined

with multiple description coding for P2P video streaming is investigated. In [44], the author

investigates adaptive video streaming in P2P network based on SVC video streaming and

evaluates the results compared to conventional AVC video streaming approaches. There are

also some other papers which applied SVC to P2P video streaming. However, they only

considered existing characteristics of SVC without further exploitation.

In this chapter, we only consider short videos, such as the videos on YouTube, hence

we assume each peer has the capacity to buffer the whole video stream within one peer’s

lifetime. We also assume that each peer can at least offer an uploading bandwidth that

exceeds the base-layer bit rate of one video stream. A similar P2P structure was used

in [42].

To facilitate the comparison of packets from different video streams, we adopt the pre-

viously developed Lloyd-Max quantization (LMQ) based Priority Index (PID) assignment

method in Chapter 3. Moreover, to reduce the quality variation among different video

streams, we also include in the SEI message the average base-layer quality of the video.

This will help the server to make the decision.

Another contribution of this chapter is the development of multi-hierarchical topology

for P2P network, which is based on the uploading bandwidth capacity of each peer, the

requested video, and the request time instant.

By combining the topology construction method and the modified SVC PID assignment

method, a fair video quality that depends on on each user’s uploading bandwidth contribu-

tion can be achieved. Compared to the PID assignment method in the H.264 SVC reference

software [39], significant improvement can be achieved by the proposed method.
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4.2 The Modified LMQ-based PID Assignment Method

In Chapter 3, the quantization bin indices are taken as the PIDs and the reconstructed

R-D slope values are embedded into a SEI message as an look-up table. By obtaining the

reconstructed operational R-D slope values, the scheduler at intermediate network nodes

along the transmission pathway can compare the R-D slopes of MGS packets from multiple

video streams and decide which packets to drop if there is not enough bandwidth.

In this chapter, to further facilitate bit stream extraction in video multiplexing, we also

include the average base-layer PSNR of each Group of Pictures (GOP) in the SEI message.

The average PSNR is also easy to get since the PSNR of each frame is usually readily

available at the encoder during the encoding process.

With the base-layer PSNR and the reconstructed R-D slope of each PID as the side

information, we can use the following algorithm to achieve a fair video multiplexing scheme

when multiple video streams need to share a common transmission channel and are expected

to get the same quality:

1. Allocate only the base-layer packets (PID=63) to all videos, and find their PSNRs

from the SEI packets.

2. Find the video with the lowest PSNR.

3. For PID = 62 : -1 : 0

(a) Add all MGS packets with the same PID to the current video.

(b) Update the PSNR of the current video.

(c) If the total bit rate of all videos exceeds the channel bandwidth constraint, stop

the bit allocation algorithm.

(d) If the current PSNR exceeds the second lowest PSNR, go to Step 2.

Since the R-D slopes of packets with the same PID are identical and can be found from

the SEI packet, the PSNR improvement in Step 3.b is simply the product of the R-D slope

and the total size of these packets.
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Figure 4.1: PSNR variance of multiplexing News and Coastguard.

0 50 100 150 200 250
0

5

10

15

20

25

30

Frame Index

P
S

N
R

 V
ar

ia
nc

e 
dB

2

 

 

Reference
Proposed

Figure 4.2: The frame-by-frame PSNR variance of multiplexing Coastguard and News.
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To demonstrate the performance of this algorithm, Fig. 4.1 shows the video multiplexing

results when two videos share a common channel with different bandwidths. The two videos

used are News and Coastguard, both have 300 frames. The reference result is obtained using

the default PID assignment method in the current JSVM reference software [39]. The bit

stream extraction is achieved by keeping adding packets from the two videos with the same

PID, starting from the highest PID, until the target bit rate is reached.

It can be seen that the PSNR variance of the proposed method is much less than that

of the reference software, due to the improved PID assignment method and the capability

of monitoring the PSNR closely in the new method. In the old method, since the PSNRs

with the base layer and different enhanced layer packets are not available to the multiplexer,

it can only use the PID information to extract the bit stream, but packets from different

videos with the same PID do not necessarily have similar R-D contributions.

Fig. 4.2 shows an example of the frame-by-frame PSNR variance of News and Coastguard

sequences using the two methods, with a channel bandwidth of 550 kbps. It can be observed

that the PSNR variance is much smaller using the proposed method.

4.3 A Multi-Hierarchical Topology for P2P System

4.3.1 Overall Structure

The peer structure in P2P video streaming systems can be classified as cluster-based [68,

70], tree-based [20, 48], mesh-based and hybrid. Cluster-based approach provides good

robustness and scalability. Tree-based approach has a pre-determined path and is easy to

maintain. These two structures can also be employed together to form a hybrid overlay

topology [12, 42]. However, these strucures only consider the resources within a single P2P

video streaming overlay.

As mentioned before, we assume the uploading bandwidth is the main constraint for

the P2P network. Meanwhile, the downloading bandwidth is usually not proportional to

one’s contribution, which discourages the end-users to allocate more uploading bandwidth,
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thereby causing more severe resource starvation. In this paper, we propose a scheme in

which the available downloading resources are proportional to one’s uploading bandwidth

contribution. Hence it can achieve fair video quality among all receivers who are interested

in different videos.

Group
Overlay

Cluster ……

……
Overlay ……

Cluster

Cluster

……
Group Overlay

Overlay

……
……

……

Figure 4.3: The proposed multi-hierarchical topology.

We define a multi-hierarchical topology for the P2P network, as shown in Fig. 4.3. The

outer-most layer of the structure is based on the uploading bandwidth of a peer, i.e., peers

with similar uploading bandwidths are categorized into the same group. The transmission

between peers can only happen within one group. As a result, peers who contribute more

uploading bandwidths can benefit from peers who also allocate more uploading bandwidths.

Thus the policy enjoys the property of ”contributing more, getting more”.

Within each group, peers may request different videos, so there are multiple overlays,

each corresponds to one video. This constitutes the second hierarchy.

Within each overlay, we divide peers into different clusters, based on the time instants

these peers request the video. Peers whose requested time instants are within a certain

range are grouped as a cluster. Within the same cluster, there is no determined direction
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of transmission. Peers can transmit the video to each other as in a mesh network. These

clusters form the third hierarchy. Also, peers who request the video earlier should have

buffered more video contents; hence they should be put closer to the root in the tree. On

the other hand, peers who just join the overlay should be the leaves of the tree because they

have less to offer.

The proposed strucuture is mainly based on the hybrid P2P video streaming strucuture

as those in [12, 42]. The new features are that we group peers based on their uploading

bandwidths, and we also take advantage of the extra uploading bandwidth of other overlays.

4.3.2 Intra-overlay and Inter-overlay transmission

In the proposed topology, there could be more than one overlay within the same uploading

bandwidth group. Usually, the videos are transmitted within one video overlay. Since the

instant transmission bit rate is determined by the server based on the sum of the uploading

bandwidths, in some cases there could be some extra uploading bandwidths for one overlay

and some shortages for another overlay, depending on the number of peers in each overlay.

Another reason of the imbalance of the uploading bandwidth among overlays is the inherent

characteristics of the videos. Videos with a lot of scene changes can be bit-rate-demanding

while the bit rate of videos with less activities can be quite low.

To avoid asking for videos directly from the server, the peers with extra uploading

capacity can cache some video contents that they are not using and transmit them to

the peers from another overlay who are interested in them, as shown in Fig. 4.4. The

total uploading rate of intra-overlay and inter-overlay transmission will not exceed one’s

uploading bandwidth. Once cached, the video can be repeatedly transmitted to different

peers from another overlay. The benefit of doing so is to lessen the downloading request

from the server and to achieve fair video quality for peers that contribute similar uploading

bandwidths but from different overlays.
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4.3.3 The topology construction

There are two types of data transmitted in the network. The first type is control messages,

which are used for collecting the network condition including the video request, uploading

bandwidth information, and topology status. Another type is the actual video contents that

the end-users requested to view [42].

Firstly, we assume the server has the full version of every video. It provides the original

video contents to peers at the beginning. It also needs to meet downloading requests from

the peers when the peers cannot feed themselves. It will be shown later that using the

scheme proposed above, this scenario rarely happens. Each peer can get partial or full

version of the video based on the instantaneous total uploading bandwidth.

For a peer who raises a video request to the server, the server first obtains the uploading

bandwidth of this peer, and assigns the peer into the group that matches its uploading

bandwidth and the overlay that corresponds to the requested video. The server then assigns

the peer to a cluster in that overlay in which all peers have similar requesting time instants.

This cluster is usually at the leaves of the tree.

Within each group, the server records the uploading bandwidths of all peers. Based on

the PID and embedded SEI information of the SVC-coded video, the server uses the PID

assignment algorithm in Sec. 4.2 to calculate the bit rate for each video, while the instant

dowloading bit rate of each peer is constrained to be the same by the server and their sum

will not exceed the sum of the uploading bit rate within the group. Since our rate allocation

algorithm can achieve similar video quality for all the peers. It is the uploading capacity

within the same group that determines the quality of received video for each peer of which

it belongs to.

The root cluster within each overlay can only asks for the video content from the server,

since there are no other peers who have cached the video content. However, except for the

start-up, the root cluster usually contains the peers who have already finished viewing the

video and only make uploading contribution. The cluster searches for the resources from

higher-level clusters until the required downloading bit rate is reached. The transmission
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Table 4.1: The uploading bandwidth probability distribution

ID Uploading bandwidth (Kbps) Probability

1 312 0.1
2 340 0.1
3 384 0.3
4 420 0.4
5 512 0.1

direction can only be one-way within a tree, which is from the top to the bottom, because

the video requested by a peer in a lower cluster is only cached in the buffers of upper clusters.

However, within each cluster, there is a control leader to negotiate with the peers to form

a mesh based transmission path since the peers within one cluster requested the video at

similar time instants.

4.4 Simulation and Results

We built a simulation environment to test the performance of the proposed P2P system.

We assume that in each minute, the number of peers that join the P2P overlay follows the

Poisson distribution, and the lifetime of each peer follows the Weibull distribution. We

also assume that the uploading bandwidth distribution follows that in Table 4.1, and the

downloading bandwidth is not constrained.

For simplicity, we categorize the peers into two groups based on their uploading band-

widths, and the threshold is chosen as 400 Kbps. We use two repeatedly concatenated videos

News and Coastguard as the video contents for the two P2P video streaming overlays. The

peers whose requesting time are within 1 minute to each others are considered as in the

same cluster. The total simulation time is 5000 minutes and the average number of peers

in the system is 326.

From the distribution, we can see that the average uploading bit rates are 360 kbps and

438 kbps, respectively. The instant PSNRs of the proposed method is shown in Fig. 4.5,

from which we can see that the average PSNR of all peers in each group is proportional to
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their uploading bandwidth distribution.

Fig. 4.7 comapres the variance of instant PSNR among peer groups by using the two

PID assigning methods. It shows that the PSNR variance with the proposed method is

lower than that using the JSVM reference software.

Fig. 4.6 shows the instantaneous server traffic of the whole simulation, from which we

can see that, except at the beginning of the simulation, the traffic from the server is zero

for most of the time, meaning that the peers can support themselves to stream the videos.

4.5 Conclusion

In this chapter, we first refine the Lloyd-Max Quantization based Priority Index assigning

method for the Scalable Extension of H.264/AVC be embedding the base-quality and incre-

mental quality into SEI message in the SVC bitstream. We show this method can be applied

to video multiplexing to ensure the fairness of quality among multiple videos. We then de-

velop a multi-hierarchical P2P topology, which can provide a fair ”contribute-and-reward”

mechanism for a P2P video streaming network. We combine these two parts to build a

SVC-based P2P network. The performance of the scheme is demonstrated by simulation

results.
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Figure 4.6: The instantaneous server traffic.
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Chapter 5

The caching solution for SVC P2P

video streaming

5.1 Introduction

In the previous chapters, we make the assumption that all the videos have enough cache

space to remain the whole video in one’s cache. It is only realistic for short videos like the

videos on Youtube.com [59]. If the video streaming scenario is for Video-on-Demand (VoD)

which offers 100 mins or longer video content, usually one peer’s cache cannot hold the

whole video. In this chapter, similar to [57], we also consider a hybrid P2P network that

utilizes both media server and control server for VoD video streaming. The difference is

that they only take non-scalable video into considerations. When we use the scalable video

content like the scalable extension of H.264 [33] for P2P video streaming, the results show

that average normalized load from the media server can be further reduced compared to the

case when non-scalable video content is used for video streaming. And as far as we know,

there is only one paper in literature [1] which investigates the caching optimization problem

for scalable video streaming in P2P network. However, its method is greedy ad-hoc solution

which does not considers the instant supply-demand relation in the P2P network.

42
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5.2 System Model

In our set-up, each video is also divided into temporally-equal-length segments. There are

mainly three components in the architecture: peers, the media server and the control server.

Each peer should dedicate one segment-sized local cache and its uploading bandwidth to

serve other peers as a ”server” of a particular segment. The control server tracks the record

of new peer joining and leaving. It also finds a list of peers from which a peer can download

the requested segment. We assume it is fully aware of the current peer population as well as

the P2P service capacity by identifying each peer’s uploading bandwidth. It is also aware of

each peer’s individual demand and progress during one’s video streaming session. Finally,

the control server determines the caching policy of each peer and enforces it. The media

server provides the original video content to the peers in the initial stage as well as the

case when the peers cannot feed themselves and the deficit should be patched by the media

server. Here we only consider that the uploading bandwidth is the mainly constraint in the

system and the bottleneck is its connection to the backbone network [42].

The video streaming follows a relatively deterministic fashion [57]: from the first segment

until the last one. For a long video that consists of many segments, it is reasonable if

we estimate the future demand of the peers based on the current demand in the system.

Although there are some factors which might cause random fluctuation in demand like skip,

fast forward, backward or early termination. If the number in the system is large enough

and the video is also long enough, the normal operation will take the most part of all the

users and the randomness can also be offset. Therefore, we can still have a good estimate

of the future demand.

5.2.1 System Assumptions

In the utility maximization problem, the authors in [57] compare three methods for P2P

cache: cache pre-fetching, dynamic programming cache allocation and static optimal cache

allocation. The latter two are basically the same since they both adaptively update each

peer’s cache based on the current supply and demand estimation. The only difference is
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Table 5.1: Model parameters of P2P SVC video streaming cache

Variable Definition

rm,n the rate of video n when the PID larger or equal to m is remained in the
bitstream.

Bk,n the uploading rate of peer k in video overlay n.

Nn,t the total number of peers in the video overlay n, at time t.

r′m,n,t the specified rate of video n when the PID larger or equal to m is remained
in the bitstream, at time t

Sn,t the total uploading bandwidth of peers in video overlay n, at time t.

STm,n,t the total server traffic while the video quality is r′m,n,t in video overlay n,
at time t.

Nn,t the total number of peers in the video overlay n, at time t.

Rn,t the total requested rate for all peers in video overlay n, at time t.

fn the frame rate of video n

gn the gop size of video n

Tn,t the media server traffic at time t

sn the segment size for cache in the video overlay n

Pn the interval for updating cache

Ik,t the GOP index of segment of peer k, at time t, i=1,2...M

qk,i,t,n the rate of the SVC bitstream in the cache of peer k, whose segment index
is i in video overlay n

λn the arrival rate of newly-joined peers in video overlay n

that the step-size for cache updating is different. However, the author of [57] only considers

non-scalable video streams. If we use the SVC video streams instead of the non-scalable

ones, there is one more dimension of freedom in this optimization problem.

Unlike [57], the supply and demand estimation should also include the rate adaptation

of the SVC bit streams since the demand can be self-adjusted due to the rate adaptation

of SVC bitstream. For a already-encoded SVC bitstream, if the rate of the bitstream is

determined, the output video quality of bitstream is also determined. We will consider the

rate of the SVC bitstream rm,n and the quality of SVC bitstream as the same conception

in the following.

Table 5.1 list most of the variables which will be used in this chapter.

In the nth video overlay, we define one peer’s segment size for cache, sn, to be the size of

one GOP of SVC bitstream of the possible highest quality. For example, if the frame rate fn
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of the video n is 30 fps, the GOP size gn is 16 and the highest quality SVC bitstream without

truncation is r0,n. Then we define the interval for updating cache is Pn = 16/30 = 0.53sec.

The segment size for caching is defined as the size of 1 GOP of bitstream of the highest

quality. Also, Sn,t and Rn,t are defined as below, which are the sum of uploading bandwidth

and the requested rate of the video streams of all peers in the overlay n. Bk,n and r′m,n,t are

defined in Table 5.1:

Sn,t =

Nn∑
k=1

(Bk,n) (5.1)

Rn,t =

Nn∑
k=1

(r′m,n,t) (5.2)

The optimization goal is to minimize the average traffic load from the sever defined as

NT (t) and to maximize the received video quality r′m,n,t of all peers:

NT (t) = min(avg(Sn,t/Nn,t)); (5.3)

max(avg(r′m,n,t)) (5.4)

The constraints in the optimization problems are the segment size sn for cache in the

video overlay n and the uploading bandwidth of each peer Bk,n:

sn = Pn × r0,n (5.5)

Bk,n, k = 1, 2, 3.... (5.6)

The parameters which need to be optimized in this problem are the bit rate of the video

stream r′m,n,t (which is proportional to the video quality) at each time instant t as well as

the caching decision Ik,t of each peer k at time t:

r′m,n,t,m = 0, 1, 2...63; (5.7)
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Ik,t, k = 1, 2, 3....Nn,t (5.8)

There is a trade-off between the server traffic STm,n,t/Nn,t and the video quality r′m,n,t of

all the peers. Our goal is to find the optimal points in the STm,n,t/Nn,t versus r
′
m,n,t curve.

For simplicity, we consider all the peers receive the same output video quality r′m,n,t during

the same time slot. However, the output video quality can vary in different time slots.

5.2.2 Supply and Demand Estimation

For the supply estimation, we suppose that the current quality of SVC bitstream is r′m,n,t.

For each segment index i, we search all the peers whose cache is exactly segment i at time

t. Then we can divide the peers which caches the segment i into two categories. The peers

whose cache has the SVC bitstream rate lower than r′m,n,t is in category Plow,i, and the

peers whose cache has the SVC bitstream rate higher than r′m,n,t is in category Phigh,i. Here

qk,i,t,n is the rate of the SVC bitstream in the cache of peer k, whose segment index is i in

video overlay n.

We define L(m,n, i, t) as the number of copies of the video segments in the system

L(m,n, i, t) =
∑

kϵPlow,i

Bk,n/qk,i,t,n (5.9)

and G(m,n, g, t) as the gap of bit rate for peers from Plow,i to achieve quality r′m,n,t.

G(m,n, i, t) =
∑

kϵPlow,i

(r′m,n,t − qk,i,t,n) (5.10)

H(m,n, i, t) is the sum of uploading bandwidth of peers in Phigh,i.

H(m,n, i, t) =
∑

kϵPhigh,i

Bk,n (5.11)

For segment index i in video n at time t, we define Gap(n, i, t,m) as the gap of bit rate

which can not be obtained from other peers and need to download from the media server if

the requested SVC video quality is r′m,n,t.
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if H(m,n, i, t) > G(m,n, i, t), the rate of the peers from Phigh,i can compensate the gap

of peers in Plow,i. So the total supply Sup(m,n, i, t) of the ith GOP of SVC bitstream with

quality r′m,n,t at time t is

Sup(m,n, i, t) = L(m,n, i, t)× r′m,n,t +H(m,n, i, t)−G(m,n, i, t); (5.12)

while there is no conditional extra downloading bitrate Gap(m,n, i, t) from the media server

Gap(m,n, i, t) = 0; (5.13)

Otherwise, if the H(m,n, i, t) < G(m,n, i, t) then the total copies of the ith GOP of

SVC bitstream with quality r′m,n,t at time t is

Sup(m,n, i, t) = L(m,n, i, t)× r′m,n,t; (5.14)

while the conditional extra downloading bitrate from the media server for quality r′m,n,t is

Gap(m,n, i, t) = G(m,n, i, t)−H(m,n, i, t); (5.15)

For the demand estimation, we can divide the demand into two parts: the stochastic

part and the the non-stochastic parts [57].

For the non-stochastic part, for a specified requested quality r′m,n,t, we consider the

demand Dem(m,n, i, t) of segment i at time t of quality m in video overlay n is

Dem(m,n, i, t) := Dem(m,n, i− 1, t− 1), i = 1, 2, 3... (5.16)

For the stochastic part, the number of peers newly joined the system is considered as

stochastic process. In most previous study , it is usually assumed that it follows a Poisson

distribution and the demand Dem(m,n, i, t) of segment i at time t of quality m in video

overlay n is

Dem(m,n, 0, t) := r′m,n,t × λ (5.17)

where λ is the arrival rate of newly joined peers in the system.
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Now we can calculate the server traffic. For a specified requested quality r′m,n,t, the

server traffic STm,n,t is defined as

STm,n,t =

M∑
i=1

(Dem(m,n, i, t)− Sup(m,n, i, t) +Gap(m,n, i, t))÷Nn,t (5.18)

so for each time slot, for a specified r′m,n,t, the server traffic can be estimated with the

equations stated above. The control server will search all the r′m,n,t to get the best quality

under the minimum server traffic.

Now we can prove that if r′m,n,t = argr′m,n,t ×Nn,t ≈ Sn,t, it is the optimal point in the

STm,n,t versus r
′
m,n,t curve.

Lemma 1: For the PID m, if

roptm,n,t = ⌊Sn,t/Nn,t⌋ (5.19)

it is the optimal solution in the STm,n,t versus r
′
m,n,t curve.

The reasoning is obvious. If we want to require additional layers of SVC video stream

higher than roptm,n,t to get higher quality, we need to ask from the media server since the

uploading capacity is the constraint for peers to download higher SVC layers from other

peers. So the higher SVC quality layers are all downloaded from the media server. Once

higher layers beyond the uploading capacity were cached in the peers, they can not be

transmitted to other peer either due to the constraints on uploading bandwidth.

Also, if r′m′,n,t is lower than roptm,n,t, there should exist a caching strategy so that the seg-

ment supply is higher than the segment demand to let
∑M

i=1Dem(m,n, i, t)−Sup(m,n, i, t)+

Gap(m,n, i, t) < 0. So the uploading bandwidth is not fully utilized. Thus we can increase

r′m′,n,t to increase the output video quality without increase the server traffic.

5.2.3 Caching method

Now we consider how to make the cache decision for each peer to balance the segment supply

and segment demand in the P2P system. Since the dynamic programming optimal caching
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method is the best one in [57], here we only consider the dynamic programming method

in [57].

We define H as the number of steps in the cache decision path searching tree [57]. In

other words, we estimate H future time instant of supply and demand to determine the

caching decision of each peer. For each step, we need to specify the rate from (5.19) first.

For future decisions, Sn,t+l, l = 1, 2...H and Nn,t+l, l = 1, 2...H are also not deterministic.

Therefore, we also need to estimate them first. We define the number of peers who will

leave the system in the next l time-step as Nleave,l and their uploading bandwidth sum as

Sleave,l. These two terms are deterministic since we make the assumption that the peers

will leave the system immediately once they finished viewing the last segment.

Sn,t+l := Sn,t + l × E[Bk,n]− Sleave,l; (5.20)

Nn,t+l := Nn,t + l × λ−Nleave,l; (5.21)

Then m′ = arg(r′m′,n,t+1), l = 1, 2...H can be specified based on the estimated Sn,t+l and

Nn,t+l.

We denote Pk,H = Ik,t, Ik,t+1, ...Ik,t+H−1 as a caching path. The utility U(Pk,H ,H)

function of Pk,H is defined as

U(Pk,H ,H) =

H∑
l=1

min(Dem(m,n, Ik,t+l, t+ l)− Sup(m,n, Ik,t+l, t+ l) +Gap(m,n, i, t)), Bk,n)

(5.22)

And the optimization goal for each peer’s cache is to find the path to maximize the utility.

Therefor, it is a real-time strategy to optimize each peer’s caching decision to achieve the

minimum NT (t)

Pk,H = argmaxU(Pk,H , H) (5.23)
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Table 5.2: The normalized traffic between SVC and AVC

Sequence low-end AVC high-end AVC low-end SVC high-end SVC

Coastguard 20.3% 14.9% 10.6% 10.1%

News 27.6% 18.2% 16.6% 13.3%

5.3 Performance Evaluation

The normalized traffic is defined as the average bitrate per user from the media server divided

by the bitrate of the received video stream. The testing video sequences are Coastguard and

News. We set up two simulation scenarios with different uploading bandwidth distribution

the low-end one is 192, 256, 384 kbps with the probability of 0.2, 0.2, 0.6. The high-end one

is 256, 384, 512kbps with probability 0.2, 0.2, 0.6. The results are shown in Table 5.2.

The Fig 5.1 shows a snapshot of the normalized traffic NT (t) from the media server

per user of 10 mins of the video sequence Coastguard in low-end uploading bandwidth

distribution.

From Table 5.2, we can see the performance is constrained by two factors: the caching

algorithm itself and the service capacity of the network. For Coastguard, the two cases of

NT(t) for SVC is almost the same due to the caching algorithm itself whereas the NT(t) for

News is loosened for both AVC and SVC while the service capacity is increased. It indicates

the service capacity is the main constraint for this scenario.

5.4 Conclusion

In this chapter, we generalize the supply-demand-based cache optimization into scalable

video streaming for P2P network. It shows that the average load per peer is further reduced

compared with non-scalable video streaming. The scalable video streaming can further

increase the scalability of the P2P video streaming network.
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Figure 5.1: The normalized traffic load per user VS Time



Chapter 6

Conclusions and future work

6.1 Conclusions

In this thesis, we firstly formulated the PID assignment as a Lloyd-Max quantization (LMQ)

problem and proposed a fast algorithm to assign PID to MGS NALUs. Then we refined the

PID assignment method and applied it to a P2P network. Finally, we proposed a caching

method for the P2P scalable video streaming.

The new method facilitates the comparison of NALUs from different video streams, with

the help of SEI packets. This makes it useful for applications such as network-based video

multiplexing. The algorithm can also be implemented in realtime and assign the PIDs

adaptively based on the recent statistics of the video. Experimental results show that our

method achieve the same R-D performance as the current JSVM in the extraction of one

video bit stream while multiplexing different videos, our method can achieve up to 1 dB of

improvement. In addition, the real-time implementation of the algorithm does not sacrifice

the performance of the off-line method.

We refine the above PID assignment scheme by embedding the absolute base-layer qual-

ity as well as the Lloyd-Max quantization-based PID into the SEI massage of SVC bit

streams to achieve fair video quality among multiple video streams for scenarios like video

multiplexing when bandwidth of the shared channel are restricted. The variance of the

52
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video quality among multiple video streams is largely decreased by applying this method.

We also adopt a uploading bandwidth categorization of peers to build a fair contribute and

reward mechanism for a P2P video streaming network. When the proposed PID assignment

method is applied to this P2P network, end-users can obtain fair video quality based on

its uploading bandwidth contribution while fully utilizing the quality scalability of SVC bit

streams.

We also propose a caching mechanism for SVC video streaming in the P2P network based

on the instant supply and demand estimation. We generalize the previous work from the

literature into the SVC case and get the estimation formulation of the supply and demand

in SVC video streaming on P2P network. We found that SVC video streaming can further

reduce the normalized traffic load from the server compared with AVC video streaming in

the same caching strategy set-up.

6.2 Future work

The proposed SVC bitstream extraction method can be improved and further applied to

other areas.

6.2.1 Different distortion metrics

The current distortion only considers the PSNR as the measure of distortion. However,

PSNR is only a objective metrics which can not always reflect human’s subjective feeling

of the video quality. If the distortion metrics is changed into another one, the whole slope

information should be reformulated as well as the correlation between the distortion metrics

and the scalability of SVC bitstream can be further exploited.

6.2.2 Different network

For different networks, each has its unique feature which need to be considered when SVC

video streaming is applied to. So there is still a lot of work to do if SVC video streaming is

applied to different network like 3G Satellite Networks.
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