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Abstract

Herein we study the prime ideals in the algebra of quantum matrices. The main

content of this work is the application of combinatorial methods to the analysis of

a special subclass of prime ideals, namely, those invariant under the action of an

algebraic torus H. We call such ideals H-primes.

By the H-stratification theory of Goodearl and Letzter, the set of prime ideals

can be partitioned (or “stratified”) in a manner such the parts (or “strata”) are in

bijective correspondence with the H-primes. Moreover, each stratum satisfies nice

topological properties. Thus, to understand the set of prime ideals, a first step is to

understand the H-primes.

The first problem we approach is the question of finding a generating set for a

given H-prime. Launois proved that for almost all quantum matrix algebras, the

generating sets consist of certain “quantum minors” derived from the generators of

the quantum matrix algebra. Launois also provided an algorithm to find such minors,

however it is algebraic in nature and somewhat unwieldy. We prove that Launois’

algorithm can be considered combinatorial. Specifically, we show that the problem of

determining which quantum minors appear in a given H-prime is equivalent to finding

sets of non-intersecting paths in a certain graph associated to the H-prime.

Each stratum has a notion of “dimension” attached to it. In particular, the H-

primes in strata of dimension zero are members of an important subclass of the prime

ideals, namely, the primitive ideals. We give an easy answer to the problem of deter-

mining the dimension. The main result is that the dimension is equal to the number

of odd cycles in a certain permutation that is easily found given an H-prime. We are

then able to give enumeration formulae for d-dimensional strata.
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Chapter 1

Introduction

This thesis uses combinatorial methods to study the set of prime ideals in the algebra

of quantum matrices. The importance of understanding this algebra is evident by

its many applications to other areas of mathematics and classic problems in physics.

Without going into detail, we note that this algebra has connections to knot the-

ory [40], representation theory, Hopf algebras, the quantum Yang-Baxter equation [7],

Poisson algebras [18], and, perhaps most surprisingly, to totally non-negative matri-

ces and their generalizations [14, 17, 16, 18, 38] (which in turn have applications to

classical problems such as oscillations in mechanical systems and stochastic processes).

The notion of a quantum group is somewhat difficult to describe precisely as there

is as yet no formal definition of what constitutes a “quantum group”. Indeed this is a

fundamental open problem in the field. Instead, the theory is built around a collection

of algebraic objects that by general agreement are called quantum groups, which itself

is misleading as they are, in fact, algebras. Roughly speaking, these objects are built

by combining the definition of a given classical algebra with a parameter q (or multiple

parameters) in such a way that when q is set to be 1, the original algebra is recovered.

In short, one can say that a quantum group Aq is built “by analogy” to some algebra

A.

In this spirit, we should like to understand the algebraic structure of some quantum

group Aq, by finding “quantum analogues” of the structural properties of A. For

example, if A is the coordinate ring of some algebraic variety, a key component in

1



CHAPTER 1. INTRODUCTION 2

the analysis of the variety is the study of the prime ideals of A. In particular, it

is a basic fact in classical algebraic geometry that the prime ideals are in one to

one correspondence with the irreducible algebraic subvarieties of the corresponding

variety.

Thus it would seem important to have a comprehension of the set of prime ideals

(the spectrum) of the “quantized coordinate ring” Aq. The goal of this thesis is to

further this understanding in the case that Aq is the quantized coordinate ring of

m×n matrices over a field K of characteristic zero. For the remainder of this chapter,

Aq refers to this algebra. Under a common abuse of terminology (that we adopt) this

algebra itself is called an “m×n quantum matrix algebra”, or simply “m×n quantum

matrices”.

Fortunately, we are not starting from scratch. In particular, two developments

will be of crucial assistance in our quest. The first observation, due to Goodearl and

Letzter [7], is that in many cases there is a natural action of an algebraic torus H by

“nice” automorphisms on the algebra in question. Under this action, the spectrum

of Aq (and indeed, more general algebras) can be partitioned into “H-strata”, such

that each H-stratum is indexed by a unique prime ideal that is invariant under the

action of H (an “H-prime”). Moreover, there are only finitely many H-strata and

each H-stratum is homeomorphic (with respect to the Zariski topology) to a scheme

of irreducible subvarieties of a torus.

The second development is due to Cauchon [8, 9]. Applying his “deleting-derivations

algorithm” to quantum matrices, he embeds the spectrum of quantum matrix into the

spectrum of a simpler algebra, namely, “quantum affine space”. Since the spectrum

of this latter algebra is understood by results of Goodearl and Letzter [21], a nice

description of the H-primes of m×n quantum matrices is obtained. This description

is combinatorial in nature. Specifically, each H-prime in the algebra of m× n quan-

tum matrices can be associated to a unique combinatorial object now known as an

(m×n) Cauchon diagram. Such a diagram is simply an m×n grid of squares that are

coloured black or white according to the rule that if a square is coloured black, then

either every square to its left or every square above it must also be coloured black.

See Figure 1.1, where the left diagram is not a Cauchon diagram, while the other two
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are.

Figure 1.1: Some 3 × 3 diagrams. The middle and right diagrams are Cauchon
diagrams

Based on data obtained for 2× 2 and 3× 3 quantum matrices, it had been conjec-

tured by Goodearl and Lenagan [20] that generating sets for H–primes always consist

of “quantum minors” of the algebra. In the case that the parameter q is transcen-

dental over Q, this was proved by Launois [27, 28], who, moreover, gave an algorithm

to find all quantum minors in a given H-prime. While Launois’ algorithm begins

with a Cauchon diagram, the main step involves repeatedly modifying the entries

of a certain matrix to obtain a final matrix whose set of vanishing quantum minors

corresponds to a generating set for the H-prime. A downside to this algorithm is that

the final matrix has entries possibly consisting of exponentially (in the dimensions of

the matrix) many summands.

In Chapter 4, we show that Launois’ algorithm can be interpreted as that of finding

(or rather, not finding) certain sets of non-intersecting paths in a directed graph that

we associate to a Cauchon diagram. This allows the main step of Launois’ algorithm

to be essentially eliminated, and so the entire problem of finding a generating set

for a given H-prime may be considered combinatorial. To achieve this we prove a

“quantum analogue” of Lindström’s Lemma (Lemma 2.6).

In retrospect, the appearance of Lindström’s Lemma in our work is not surprising.

Recall that a totally nonnegative matrix is a matrix with the property that every minor

is nonnegative. Postnikov [38] has developed a theory generalizing this notion to that

of the totally non-negative Grassmannian. He noted that, in particular, the collection

of totally non-negative matrices can be partitioned into cells, where two matrices are
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in the same cell if and only if they share the same set of vanishing minors. Postnikov’s

results imply that such cells can be partitioned into so-called “ L-diagrams”. In fact,

an L-diagram is nothing but a Cauchon diagram! We note that Talaska [41], inde-

pendently from us, made this connection explicit by giving a method based on the

classical version of Lindström’s Lemma. Further details about the connection between

H-primes in quantum matrices and totally non-negative matrices can be found in the

series of papers by Goodearl, Launois and Lenagan [17, 16, 18].

In representation theory, the prime ideals that are primitive correspond to irre-

ducible representations of the ring in question. In infinite dimensional algebras (such

as quantum matrices), the problem of classifying the irreducible representations seems

to be difficult, if not impossible. Thus Dixmier [12] proposed that one should break

down the problem into first finding a method to recognize primitive ideals and then

to each primitive ideal P find all irreducible representations with annihilator P . On

the other hand, as a consequence of the H-stratification theory, it is known that the

primitive ideals are precisely those primes that are maximal within their strata.

The problem is to determine conditions under which a Cauchon diagram corre-

sponds to a primitive H-prime. The utility of Cauchon diagrams in this context has

been convincingly demonstrated by several authors. Launois and Lenagan [31] first

determined the conditions under which a Cauchon diagram with only white squares

corresponds to a primitive ideal. Somewhat surprisingly, the criterion they found is a

simple arithmetic condition, depending solely on the number of rows and columns of

the Cauchon diagram. This result in fact implies conditions under which H-primes

of 1× n quantum matrices are primitive.

Papers by Bell, Launois & Nguyen [4], and Bell, Launois & Lutley [3] determine

primitivity conditions for H-primes in 2 × n quantum matrices and 3 × n quantum

matrices respectively. In both cases, they were able to use their condition to give

a closed formula that counts the total number of primitive H-primes. The method

used to determine primitivity of H-primes in 2×n quantum matrices depends heavily

on the value m = 2 and so it is not possible to extend the ideas in that paper. On

the other hand, the techniques used in the 3 × n quantum matrix case are based on

finite-state automata. While in principle, this strategy can be used for higher values
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of m, the m = 3 case is already highly non-trivial and so another approach is desired.

The second part of this thesis provides this approach. We provide a simple primi-

tivity condition for any m and n. In fact, we do more than this. Each H-stratum has

a dimension associated to it, defined to be the longest chain (with respect to inclu-

sion) of prime ideals contained in the stratum. The primitive H-primes correspond

to zero-dimensional H-strata. Our method determines, for any H-prime, the exact

value of the dimension of the corresponding H-strata.

The condition is essentially as follows. To each Cauchon diagram, we can associate

a certain permutation using the device of “pipe-dreams”. We prove that the dimension

of a given H-stratum is exactly equal to the number of odd cycles in the disjoint cycle

decomposition of that permutation. We achieve this result by using a lemma of

Bell and Launois [2] that says the dimension of a given H-stratum is precisely the

dimension of the kernel of a certain matrix which can be naturally constructed from a

Cauchon diagram. We show that the kernel of this matrix is isomorphic to the kernel

of another matrix that is built from the permutation provided by pipe-dreams.

As a consequence of our work, we count the number of d-dimensional H-strata.

This allows us to settle some conjectures concerning these numbers. In particular,

we show that for fixed m, the proportion of primitive m × n H-primes approaches(
2m
m

)
/4m as n→∞.

This thesis is structured as follows. In Chapter 2 we briefly review some well-known

combinatorial concepts that will be needed for our purposes. The more substantial

Chapter 3 reviews important algebraic results such asH-stratification and the deleting

derivations algorithm. In Chapter 4 we give the vertex-disjoint paths method to

calculate generating sets for a givenH-prime. In Chapter 5 we give the simple criterion

that determines the dimension of a given H-stratum. Finally, Chapter 6 provides a

result recently obtained with Bell and Launois: a generalization of the isomorphism

between kernels described above to the class of ”quantized enveloping algebras”



Chapter 2

Combinatorial Preliminaries

2.1 Introduction

While most readers will be familiar with many of the notions in this chapter, for the

sake of completeness (and for the uninitiated), we give some basic definitions from

graph theory and combinatorics. There are many good references for this material;

we refer the reader to, for example, the books by Van Lint and Wilson [42], and

Stanley [39].

Notation 2.1. First we set some basic notation that will be used throughout this

work.

1. For a positive integer n, we take [n] := {1, 2, . . . , n}.

2. For integers i and j, we set the Kronecker delta function δi,j to be 1 if i = j,

and 0 otherwise.

3. If M is a matrix and I and J are subsets of the rows and columns respectively,

then we let M [I, J ] denote the submatrix of M indexed by I and J . Further-

more, if I = {i} and J = {j}, then we write M [i, j] to be the (i, j)th entry of

M .

4. We will denote sequences or tuples in a ring (e.g., elements of Zn) in boldface

6
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such as v. Entries in a finite tuple will be denoted by attached subscripts. For

example, the ith entry of v will be denoted vi.

5. K will always denote a field. K∗ will always denote the set of non-zero elements

of K. In this work we always assume that K has characteristic zero.

6. If f : R→ R and g : R→ R are two functions and g(x) 6= 0 for all x ∈ R, then

we write f ∼ g (“f is asymptotic to g”) to mean that

lim
x→∞

f(x)

g(x)
= 1.

7. If A and B are two isomorphic algebraic structures, then we write A ' B. On

the other hand, if T and S are two homeomorphic topological spaces, then we

write T ' S. The sense of “'” we mean should be clear from context.

2.2 Graphs

Definition 2.2. A directed graph G = (V,E) consists of a set V of vertices and a set

E ⊆ V × V of directed edges. If e = (v, w) is a directed edge, we call v the tail of e

and w the head of e.

Definition 2.3. Given a directed graph G = (V,E), an embedding of G is a set

of two injective maps ι from V to the (Euclidean) plane, and ε from E to the set

of simple oriented curves in the plane, such that for each edge e = (v, w), ε(e) is a

simple oriented curve that begins at ι(v), ends at ι(w) and does not contain ι(y) for

any y ∈ V \ {v, w}. An embedding is said to be planar if for all distinct edges e1 and

e2, the interiors of ε(e1) and ε(e2) are disjoint.

Of course, it is common practice to simply draw ι(V ) and ε(E) in the plane, or at

least to describe such a drawing, rather than explicitly giving the mappings. For this

reason, we abuse notation by writing v for ι(v) and e for ε(e) when the embedding is

understood. We will often drop the adjective “directed” when it is understood that

we are discussing a directed graph (which is always the case in this thesis).
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Definition 2.4. Let G = (V,E) be a directed graph. A directed path P is an alter-

nating sequence of vertices and edges P = (v0, e1, v1, . . . , en, vn) such that:

1. For all i 6= j, vi 6= vj;

2. For all i, ei = (vi−1, vi).

Note that a single vertex is a directed path. When we wish to emphasize the “starting”

vertex v0 and “ending” vertex vn of a path P , we will write P : vo ⇒ vn. Two paths

are vertex-disjoint if they have no vertices in common.

A directed cycle is defined similarly except that we take v0 = vn. We call a directed

graph acyclic if it contains no directed cycles.

The following result is fundamental in graph theory and can be found, for example,

in [10]. Given a set of vertices A and B in a directed graph G, an (A,B)-cut is a set

of vertices X ⊆ V whose removal from G leaves no directed paths starting in A and

ending in B.

Theorem 2.5 (Menger’s Theorem). Let G = (V,E) be a directed graph and let A,B ⊆
V . Then the maximum number of mutually vertex-disjoint paths starting in A and

ending in B is equal to the minimum size of an (A,B)-cut.

It is also well-known that the required cut set in Menger’s Theorem can be found

in polynomial time. Again, see [10] for details.

2.3 Lindström’s Lemma

In this section we state a classic result of Lindström [34] that relates the determinant

of a certain matrix to sets of vertex-disjoint paths in a graph. The result is often

attached to Gessel and Viennot [15] who more convincingly demonstrated the utility

of the lemma. The book [1] contains an excellent exposition of the result and its

applications, and we refer the reader to it for the beautiful proof.

Let R be a commutative ring with unity. Let G = (V,E) be an acyclic, directed

graph. Let us also assign, to each edge e ∈ E, a weight w(e) ∈ R. Given a path

P = (v0, e1, . . . , en, vn),
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we define the weight of the path to be

w(P ) = w(e0)w(e1) · · ·w(en).

A set of paths P is an (I, J)-path system if I is the set of starting vertices for the

paths in P , and J is the set of ending vertices. We define the weight of a path system

P to be

w(P) =
∏
P∈P

w(P ).

Finally, a path system is vertex-disjoint if no two paths in the path system have a

common vertex.

Now suppose that we are given two sets I = {v1, . . . , vk} and J = {w1, . . . , wk} of

vertices. Notice that an (I, J)-path system P implies the existence of a permutation

σP by P = {Pi : vi → wσP (i). Denote by sgn(P) the sign of σP . The path matrix M

is the matrix over R with rows indexed by I and columns indexed by J defined by

M [i, j] =
∑
P

w(P ),

where the sum is over all directed paths in G from i ∈ I to j ∈ J . Note that

Lemma 2.6 (Lindström’s Lemma [34]). Let G = (V,E) be an acyclic directed graph.

Let M be the path matrix as defined above. Then

det(M) =
∑
P

sgn(P)w(P),

where the sum is over all vertex-disjoint (I, J)-path systems.

2.4 Generating Functions and Stirling numbers

Definition 2.7. Let (dn)n≥0 be some sequence with dn ∈ R for some ring R. The

ordinary generating function F (x) and exponential generating function G(x) for dn

are, respectively, the formal power series

F (x) =
∑
n≥0

dnx
n
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and

G(x) =
∑
n≥0

dn
xn

n!
.

By convention, if F (x) is a generating function for the sequence dn, then we write

the coefficient operator as [xn]F (x) := dn. The theory of generating functions is of

vital importance in many combinatorial applications. Good references for the subject

are Wilf [43] and Stanley [39]. Notice that we may consider multivariate generating

functions by taking R itself to be a formal power series ring. For example if dn =

dn(x) =
∑

m fm,nx
m then we may write F (y) =

∑
dny

n as F (x, y) =
∑

m,n fm,nx
myn.

We shall not require more than a basic understanding of the theory in this work, and

so we refrain from exploring it deeply. However, we now collect some well-known (and

useful) facts. Before we give the statement,

Conventions 2.8. Let k be a nonnegative integer and α be an element in some ring.

1. Define the kth falling factorial (x)k by

(x)k := x(x− 1) · · · (x− k + 1)

and (
x

k

)
:=

(x)k
k!

.

2. For any x,

ex =
∑
n≥0

xn

n!
.

3.

(1 + x)α =
∑
k≥0

(
α

k

)
xk.

4. If F (x, y) and G(x, y) are exponential generating functions for the sequences

f(m,n) and g(m,n) respectively, then[
xm

m!

yn

n!

]
F (x, y)G(x, y) =

m∑
m′=0

n∑
n′=0

(
m

m′

)(
n

n′

)
f(m′, n′)g(m−m′, n− n′).
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A special sequence of numbers that will be of particular importance to us are the

Stirling numbers of the second kind.

Definition 2.9. Let n and k be non-negative integers. The Stirling number of the

second kind
{
n
k

}
is, for n ≥ 1, the number of partitions of [n] into exactly k parts.

For n = 0 we define
{

0
k

}
to be 1 if k = 0, and 0 otherwise.

This number is often denoted by S(n, k), but we use the first notation to save

some space later on. The following formulae are well-known. For example, they can

be found in [42].

Proposition 2.10. If n and k are non-negative integers, then the following hold:{
n

k

}
=

1

k!

k∑
j=0

(−1)k−j
(
k

j

)
jn; (2.1)

n∑
k=0

{
n

k

}
(x)k = xn; (2.2)

1

k!
(ex − 1)k =

∞∑
m=k

{
m

k

}
xm

m!
. (2.3)



Chapter 3

Algebraic Preliminaries

3.1 Introduction

This chapter outlines some algebraic concepts needed to understand the original re-

sults of this thesis. Unfortunately, it would be impossible to give a rigorous account

of the required theory in a reasonably short chapter. Therefore, we resort to only

providing statements of the most important theorems. The reader who is interested

in the details is referred to the books by Goodearl and Warfield [22] and Brown and

Goodearl [7].

3.2 Algebraic Preliminaries

In this section, we give basic definitions and theorems from non-commutative algebra

which will be relevant in the presentation of this work. We assume that the reader

is familiar with the elementary notions of a ring, a field, an algebra, automorphisms,

left/right/two-sided ideals, etc. Moreover, we always assume that a ring has unity.

A ring is noetherian if for every ascending chain of ideals I1 ⊆ I2 ⊆ · · · there

exists some j such that Ij = Ik for all k ≥ j. Equivalently, a ring is noetherian if all

left ideals and right ideals are finitely generated. For an ideal I with generating set

X, we write I = (X). A ring is a domain if it does not contain any zero divisors.

Given a ring R and a ring automorphism α of R, an α-derivation is an additive

12
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function δ : R → R such that δ(rs) = δ(r)α(s) + rδ(s). Of course, this rule resem-

bles the product rule for the classical derivative (particularly when α is the identity

function), whence the name α-derivation.

Definition 3.1. Let R be a ring together with a ring automorphism α and an α-

derivation δ of R. An Ore extension of R is a ring S = R[x;α, δ] that satisfies the

following properties:

1. R is a subring of S;

2. x ∈ S;

3. S is a free left R-module with basis {1, x, x2, . . .};

4. xr = α(r)x+ δ(r) for all r ∈ R.;

Remark 3.2. We give three brief comments about the previous definition.

1. In practice, one should think of an Ore extension simply as a polynomial ring in

the indeterminate x such that commutativity between x and the ring elements

is given by Condition 4.

2. Although it is not quite obvious from the definition, it can be shown that given

a ring R, a ring automorphism α and α-derivation δ of R, there always exists a

unique (up to isomorphism) Ore extension of R.

3. One may take an Ore extension of an Ore extension (and so forth) to obtain an

iterated Ore extension.

Given a ring R and a subset X ⊆ R, it is sometimes desirable to have at hand a

ring S ⊇ R such that every element of X is a unit in S. Naturally this is not always

possible, however under certain conditions on X such a ring S does exist.

Definition 3.3. Let R be a ring and X ⊆ R. We say X is an Ore set if the following

conditions on X hold:

1. Every element of X is regular, i.e., not a zero-divisor;
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2. X contains 1 and is closed under multiplication;

3. For all x ∈ X and r ∈ R, xR ∩ rX 6= ∅ and Rx ∩Xr 6= ∅.

For example, R \ {0} is always an Ore set when R is a noetherian domain [22].

Definition 3.4. Let R be a ring and X ⊆ R be an Ore set. A ring of fractions for

R with respect to X is a ring S ⊇ R such that:

1. Every x ∈ X is a unit in S (as usual, we write its inverse as x−1);

2. Every element in S can be expressed as rx−1 for some r ∈ R and x ∈ X;

3. Every element in S can be expressed as x−1r for some r ∈ R and x ∈ X.

Furthermore, S is guaranteed both to exist and be unique (with respect to a suitable

universal property) [22]. We write S = RX−1 = X−1R.

As a matter of convenience, if x ∈ R, and X is the multiplicative set generated

by x, then we write RX−1 = R[x−1]. Furthermore, the phrase “the localization of R

with respect to X” is often used to mean the ring of fractions RX−1.

In the case that R is a noetherian domain and X = R \ {0}, RX−1 is called

the skew field of fractions, denoted by Frac(R). Next, we state some facts regarding

Ore extensions and localizations. In essence, the following says that both inherit

“niceness”.

Proposition 3.5. Let R be a ring, X ⊆ R an Ore set, α an automorphism and δ an

α-derivation of R.

1. If R is a noetherian ring, then so are R[x;α, δ] and RX−1.

2. If R is a domain, then so are R[x;α, δ] and RX−1.
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3.3 Some Quantum Algebras

While there is as yet no axiomatic definition of a “quantum algebra” (also called a

“quantum group”), there are many examples of algebraic objects that by consensus

form the basis of study for the theory. In this section we give several definitions of

such algebras. In most cases, we give a group H that acts rationally on the algebra

by K-algebra automorphisms. What it means for an automorphism to act rationally

shall not concern us here, suffice it to say such automorphisms act in a particularly

nice manner. See Section II.2.6 of [7] for details.

Definition 3.6. Let K be a field. With respect to the definitions provided below, we

denote by Matq(K) the collection of algebras of the form Oq(Km×n), Oq((K×)m×n),

Oq(Mm,n(K)), Oq(SLn(K)), and Oq(GLn(K)). To each such algebra, we always asso-

ciate the automorphism subgroup H described below (H′ in the case of Oq(SLn(K))).

3.3.1 Quantum Affine Spaces I

Definition 3.7. Let K be a field and Q an r×r multiplicatively antisymmetrix matrix

with Q[i, j] := qi,j. In other words, for all 1 ≤ i, j ≤ r, Q satisfies the relations qi,i = 1

and qi,jqj,i = 1. A multiparameter quantum affine space of rank r is the K-algebra

OQ(Kr) generated by t1, t2, . . . , tr satisfying titj = qi,jtjti, for all 1 ≤ i, j ≤ r.

A multiparameter quantum affine space can be written as an iterated Ore extension

OQ(Kr) = K[t1][t2;α2, δ2] · · · [tr;α2, δr] as follows. Let us set R1 := K[t1] and Rj :=

Rj−1[tj;αj, δj] where αj is defined by αj(ti) := q−1
i,j ti for i < j, and setting δj ≡ 0 for

all j. Thus OQ(Kr) is a noetherian domain, and we can construct its skew field of

fractions. Furthermore, it can be shown that the monomials in the ti form a basis for

the space [7].

Definition 3.8. The (multiparameter) quantum torus is defined to be the localization

of OQ(Kr) with respect to the Ore set generated by t1, t2, . . . , tr. We shall denote this

algebra by OQ((K×)r). This algebra is also sometimes called the McConnell-Petit

algebra. Again, it can be shown that the monomials in the ti form a basis (where

negative exponents are allowed now).
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In Chapter 5, we will be interested in calculating the center of T = OQ((K×)r),

that is, the set Z(T ) = {z ∈ T | zr = rz,∀ r ∈ T }. Fortunately, this is easily

calculated, and was done so by Goodearl and Letzter [21]. We record their result

here. Denote the (i, j)th entry of Q by qi,j. For an r-tuple of integers k = (k1, . . . , kr),

let tk := tk1
1 t

k2
2 · · · tkrr .

For k = (k1, . . . , kr) ∈ Zr and ` = (`1, . . . , `r) ∈ Zr, notice that

tkt` =

(
n∏

i,j=1

q
ki`j
i,j

)
t`tk.

If we set

σ(k, `) :=
n∏

i,j=1

q
ki`j
i,j ,

then the map σ : Zr × Zr → K∗ is an alternating bicharacter. In other words, σ is a

group homomorphism such that for all integer r-tuples k and `,

σ(k,k) = 1, and

σ(k, `) = σ(`,k)−1.

Lemma 3.9 (Goodearl and Letzter [21]). Let T and σ be as above. If

S := {k | σ(k, `) = 1,∀ ` ∈ Zr},

then

Z(T ) = K[tk | k ∈ S].

Proof. It is clear from the definition of S that Z(T ) ⊇ K[tk | k ∈ S]. On the other

hand, let z =
∑

`∈Zr α`t
` ∈ Z(T ), where all but finitely many of the α` are zero. Note

that for any j ∈ Zr we have ztj − tjz = 0. On the other hand,

0 = ztj − tjz

=
∑
`∈Zr

α`t
`tj −

∑
`∈Zr

α`t
jt`

=
∑
`∈Zr

α` (1− σ(j, `)) t`tj

Since the monomials are linearly independent, it follows that σ(j, `) = 1 whenever

α` 6= 0. In other words, z ∈ K[tk | k ∈ S].
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3.3.2 Quantum Affine Spaces II

It is worth isolating a special case of Definition 3.7.

Definition 3.10. Let m,n ≥ 1 and fix a q ∈ K∗. Let Q be the multiplicatively

antisymmetric mn×mn matrix with rows and columns indexed by [m]× [n], defined

by taking

Q[(i, j), (k, `)] =


q if either i = k and j < `, or j = ` and i < k,

q−1 if either i = k and j > `, or j = ` and i > k,

1 otherwise.

The m× n (uniparameter) quantum affine space is the K-algebra

Oq(Km×n) := OQ(Kmn).

In other words, Oq(Km×n) is the K-algebra generated by ti,j for (i, j) ∈ [m]× [n]

(the canonical generators), according to the following commutativity relations. If T

is the m× n matrix with T [i, j] := ti,j, then:

1. If ti,j and ti,k are in the same row of T and j < k, then ti,jti,k = qti,kti,k.

We say that these two elements q-commute. Note that we are obliged to take

ti,kti,k = q−1ti,jti,k for this to make sense.

2. If ti,j and t`,j are in the same column of T and i < `, then ti,jt`,j = qt`,jti,j (and

t`,jti,j = q−1ti,jt`,j).

3. In any other case, ti,j and t`,k commute.

We call T the matrix of canonical generators for Oq(Km×n).

Given positive integers m and n, consider the algebraic torus H = (K∗)m+n. No-

tice each h = (ρ1, . . . , ρm, γ1, . . . , γn) ∈ H acts on Oq(Km×n) by automorphisms by

h(ti,j) = ρiγjti,j. One can think of such an action as one that multiplies each row i of

T by ρi and each column j by γj. This action can be extended in the obvious way to

the quantum torus Oq((K×)m×n).
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3.3.3 Quantum Matrices

The algebra which will be of particular importance to us is the following.

Definition 3.11. Fix q ∈ K∗ and two positive integers m and n. The quantized

coordinate ring of m × n matrices over K. is defined as follows. If m ≥ 2 and

n ≥ 2, then Oq(Mm,n(K)) is the K-algebra generated by xi,j for i, j ∈ [m] × [n] (the

canonical generators) that satisfy the following relations. If X is the m × n matrix

with X[i, j] = xi,j, then for any 2× 2 submatrix

[
a b

c d

]
of X the following hold:

1. ab = q ba and cd = q dc;

2. ac = q ca and bd = q db;

3. bc = cb;

4. ad− da = (q − q−1) bc.

Finally, for any integers m,n ≥ 1, we set

Oq(M1,n(K)) := Oq(K1×n)

and

Oq(Mm,1(K)) := Oq(Km×1).

To unify notation, we will write the matrix of canonical generators for these latter

two cases as X rather than T .

Before we continue, let us make several remarks concerning this definition. Most

authors, including this one, will often abuse nomenclature by talking about the “alge-

bra of m×n quantum matrices”, or even more colloquially, “m×n quantum matrices”,

to mean the algebra Oq(Mm,n(K)). It should be emphasized to the reader not familiar

with this field that the algebra does not actually consist of matrices. Rather, it is

simply an algebra of polynomials built in analogy to the classical coordinate ring of

m× n matrices.
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Evidently, it is only Condition 4 in Definition 3.11 that separates an algebra of

quantum matrices from an m×n quantum affine space. The reason for the difference

is partly historical, arising from a construction of solutions to the quantum Yang-

Baxter equation, and also algebraic as the condition ensures that Oq(Mm,n(K)) is a

bialgebra. Since we will have no use for this level of algebraic sophistication, we leave

the details of this latter property to the interested reader (see [7]).

The exact value of q in Definition 3.11 may be important, depending on the ap-

plication. Note that when q = 1, Oq(Mm,n(K)) is the usual coordinate ring of m× n
matrices, O(Mm,n(K)). Generally, however, the theory of quantum matrices (and

quantum algebras in general) is split in two: the generic case where q is not a root of

unity, and the non-generic case when q is a root-of unity. The methods employed to

study either of these two cases differ greatly. In this thesis, we always assume that q

is not a root of unity. Furthermore, some of the theory we develop in this thesis is

only valid when q is transcendental over Q. We will indicate when such a restriction

is needed.

Definition 3.12. Linearly order the set ([m] × [n]) ∪ (m,n + 1) as follows. Set

(i, j) <L (k, `) if and only if either i < k, or i = k and j < `. Notice that this ordering

(from smallest to largest) can be thought of as reading the entries of an m×n matrix

(plus (m,n+ 1) from left to right and top to bottom, as one would read a page in the

English language. For this reason, we call this the lexicographic ordering.

Given (i, j) ∈ [m] × [n], let (i, j)− be the largest element (with respect to <L) of

[m]× [n] less than (i, j). We also set (m,n+ 1)− := (m,n).

Using the lexicographic ordering on the canonical generators, we may write A =

Oq(Mm,n(K)) as an iterated Ore extensionA = K[x1,1][x1,2;α1,2, δ1,2] · · · [xn,m;αn,m, δn,m]

where A1,1 := K[x1,1] and Ak,` := A(k,`)− [xk,`;αk,`, δk,`], with αk,` and δk,` defined as

follows. For (i, j) <L (k, `),

αk,`(xi,j) =

{
q−1xi,j if xi,j and xk,` are in the same row or column of X,

xi,j otherwise.
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Next we take

δk,`(xi,j) =

{
−(q − q−1)xi,`xk,j if both i < k and j < `,

0 otherwise.

We may conclude that Oq(Mm,n(K)) is a noetherian domain so that we may con-

sider its skew field of fractions. As in the m×n quantum affine space, we note that the

algebraic torus H = (K∗)m+n acts (rationally) on Oq(Mm,n(K)) by automorphisms as

follows. If h = (ρ1, . . . , ρm, γ1, . . . , γn) ∈ H, then h acts on Oq(Mm,n(K)) by sending

xi,j to ρiγjxi,j.

Finally, notice that there is a simple isomorphism between Oq(Mm,n(K)) and

Oq(Mn,m(K)) obtained by sending Xi,j to Xj,i. Thus any result we prove for the

former algebra is automatically true for the latter.

3.3.4 The Quantum Determinant

Definition 3.13. Let K be a field and let Y be an n × n matrix with Y [i, j] = yi,j.

Let Y be the K-algebra generated by the yi,j, possibly subject to some commutativity

relations. For a fixed q ∈ K, the quantum determinant, or q-determinant, is the

element

detq(Y ) :=
∑
σ∈Sn

(−q)`(σ)y1,σ(1)y2,σ(2) · · · yn,σ(n) ∈ Y ,

where `(σ) is the usual length function on permutations, i.e., `(σ) is the number

of pairs i < j with σ(i) > σ(j). A quantum minor (or q-minor) is a quantum

determinant of a square submatrix of Y .

It is easy to see that we may always write σ as a product of adjacent transpositions,

i.e., transpositions of the form (i i+ 1). It is an established fact [39] that `(σ) is the

minimum number of such transpositions required in such a product. In the case that

Y = X is the matrix of canonical generators for Oq(Mm,n(K)), it is known [40] that

detq(X) is central, i.e., it commutes with every element in Oq(Mm,n(K)).

Using the quantum determinant, one may define the quantized coordinate ring of

the general linear group as

Oq(GLn(K)) := Oq(Mn,n(K))[(detq(X))−1],
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and the quantized coordinate ring of the special linear group as

Oq(SLn(K)) := Oq(Mn,n(K))/(detq(X)− 1).

Both algebras are noetherian domains by Proposition 3.5 and the basic fact that quo-

tients of noetherian rings by ideals are noetherian. In fact, they are both Hopf alge-

bras [7], but again we have no use for that level of sophistication. Notice that both al-

gebras can be presented by using the matrix of canonical generators for Oq(Mm,n(K)),

together with an extra condition. We will abuse notation here and continue to refer

to such matrices as “matrices of canonical generators” despite there being an extra

generator in the Oq(GLn(K)) case.

Recall the action of the group H on Oq(Mn,n(K)) from the previous subsection.

It is easy to see that detq(X) is an eigenvector for H: there exists a homomorphism

λ : H → K∗ such that for all h ∈ H, h(detq(X)) = λ(h)detq(X). Therefore, H can be

uniquely extended to a rational action by automorphisms on Oq(GLn(K)).

In the case Oq(SLn(K)) we need to be a bit more careful. Since in this algebra,

detq(X) = 1, we must restrict ourselves to the subgroup H′ of H consisting of those

h = (ρ1, . . . , ρn, γ1, . . . , γn) with ρ1 · · · ρnγ1 · · · γn = 1. This choice ofH′ acts rationally

on Oq(SLn(K)) by automorphisms. In the sequel we will abuse notation and write H
for the action of H′ when used in the context of Oq(SLn(K)).

3.4 The Prime Spectrum of an Algebra

The main purpose of this thesis is to study the set of prime ideals ofA = Oq(Mm,n(K)).

Naturally then, we should review some basic definitions and facts concerning prime

ideals.

Definition 3.14. Let R be a ring. An ideal P is prime if P 6= R and whenever I and

J are such that IJ ⊆ P , either I ⊆ P or J ⊆ P .

Alternatively, the following are easily shown to be equivalent:

1. P is a prime ideal in R;

2. (0) is a prime ideal in the ring R/P ;
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3. If x, y ∈ R and xRy ⊆ P then either x ∈ P or y ∈ P .

An ideal P in R is completely prime if whenever xy ∈ P , either x ∈ P or y ∈ P .

Definition 3.15. The set of all prime ideals of a ring R is called the spectrum of R,

denoted spec(R). Furthermore, we always endow spec(R) with the Zariski topology

defined by taking the closed sets to be those of the form

V (I) = {P ∈ spec(R) | P ⊇ I}

for any ideal I of R.

A ring is simple if its only ideals are the zero ideal (0) and the ring itself. We

now present the first part of an example that will run through the remainder of this

chapter.

Example 3.16. Let us sketch an example of calculating, for q not a root of unity,

the spectrum of

A = Oq(M1,2(K)) ' K[x, y]/(xy − qyx).

For simplicity, we add the further assumption that the base field K is algebraically

closed, although the result remains true for K of characteristic zero [17].

Now since A/(y) ' K [x] we see that the prime ideals containing y are (y) and,

since K[ is algebraically closed, those of the form (y, x− α) for α ∈ K[. Similarly the

prime ideals containing x are (x) and (y − α, x), for α ∈ K[.

In fact the ideals in the previous paragraph, together with (0), describe the entire

prime spectrum of A. To see this we must show that any non-zero prime ideal must

contain either x or y. Let X be the multiplicative set generated by x and y. We show

first that the localization AX−1 is a simple ring which, by a well-known theorem, will

give us that every prime ideal in A contains either x or y.

First notice that, sinceA is a domain, X contains only regular elements. Moreover,

since x and y q-commute, it is easy to see that any element z ∈ X satisfies zA = Az
(such elements are called normal). Since trivially 1 ∈ X, it follows that X is an Ore

set so that we may consider the localization B = AX−1.
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Suppose that I is a non-zero ideal of B. We now show that we must have

1 ∈ I which implies I = B, i.e., that B is simple. For z ∈ I, we can write

z =
∑

(i,j)∈S αi,jx
iyj, where S ⊆ Z2 is finite and chosen to be of minimal size, and

αi,j 6= 0 for (i, j) ∈ S. Furthermore, since we are working in the localization of A
by x and y and since I is an ideal, we may assume, without loss of generality, that

(0, 0) ∈ S and α0,0 = 1. Thus we may write z = 1 + z′.

Since I is an ideal we know that the commutator [z, x] ∈ I. On the other hand,

[z, x] = [1 + z′, x]

= z′x− xz′

=
∑

(i,j)∈S\(0,0)

αi,j(q
j − 1)xiyj.

By minimality of S, this implies αi,j(q
j − 1) = 0 for all i, j. Since q is not a root of

unity, we must have αi,j = 0 for all j 6= 0. Similarly, αi,j = 0 for all i 6= 0. Thus z′ = 0

and so z = 1 ∈ I as desired. We have shown that B is a simple ring. By Theorem

(0)

x y

x, yx, y - x -   , yα

( (

( ((

))

)) )α
α = 0 α = 0

Figure 3.1: The inclusion lattice of spec(Oq(K1×2))

10.20 in [22], there is a bijection between prime ideals of AX−1 and prime ideals of A
that are disjoint from X. In particular, the prime ideal (0) in A corresponds to the

prime ideal (0) in B. Hence if P is a non-zero prime ideal of A then P is not disjoint

from X and so xiyj ∈ P for some i and j.
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Now for the choice of i and j in the previous paragraph, xiyjA is a subideal of P .

On the other hand, since xiyj is normal in A, we have xiyjA = (xA)i(yA)j ⊆ P . Now

the ideal P is prime so either (xA)i ⊆ P or (yA)j ⊆ P . Suppose that (xA)i ⊆ P .

Again by normality of x, either xA ⊆ P or (xA)i−1 ∈ P . Continuing in this manner

we must eventually conclude that either x ∈ P or y ∈ P . The situation is pictured in

Figure 3.1.

An important subset of spec(A) which will be of special interest to us are the

primitive ideals.

Definition 3.17. A ring R is primitive if there exists simple left and, respectively,

right R-modules M1 and M2 such that both rM1 = 0 if and only if r = 0, and

M2r = 0 if and only if r = 0. An ideal P of a ring R is primitive if and only if R/P

is a primitive ring.

It is well known that a primitive ideal is always prime [22]. We will see later

that in the context of the algebra of quantum matrices, primitive ideals have a nice

description via H-stratification.

3.5 The Theory of H-Stratification

Let K be a field of characteristic zero and q ∈ K∗ not a root of a unity. Given

an algebra A ∈ Matq(K) and its corresponding group of rational actions H, this

section describes a useful partition of spec(A) due to Goodearl and Letzter called the

H-stratification.

An ideal I of A is said to be an H-ideal if h(I) = I for all h ∈ H. In analogy to

the definition of a prime ideal, we say P is an H-prime ideal, or H-prime for short,

if P is a proper H-ideal of A and if I and J are any two H-ideals with IJ ⊆ P , then

either I ⊆ P or J ⊆ P . It is not immediately obvious from the definition but it can

be shown that every H-prime ideal is in fact a prime ideal [7].

Now given an ideal I, let (I : H) denote the largest H-ideal contained in I. In

other words,

(I : H) =
⋂
h∈H

h(I).
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Let H(I) = {h(I) | h ∈ H} be the orbit of I with respect to H. Notice that if I and

I ′ have the same orbit, then clearly (I : H) = (I ′ : H).

Definition 3.18. Let J be an H-prime in A. The H-stratum associated to J is the

set

specJ(A) := {P ∈ spec(A) | (P : H) = J}.

By the observation immediately preceding this definition, the collection of allH-strata

partition spec(A). This partition is called the H-stratification of A.

An H-eigenvector of A is an element x ∈ A such that for all h ∈ H, there exists

a homomorphism λ : H → K∗ with h(x) = λ(h)x. For example, it is not difficult to

check that in the case A = Oq(M2,2(K)), the monomials in the canonical generators

are H-eigenvectors. Now if J is an H-ideal then A/J inherits the action of H on A
in a natural way. Goodearl and Letzter [7] have shown that the set EJ of regular

H-eigenvectors of A/J forms an Ore set. Let

AJ = (A/J)[EJ ]−1.

The proof of the following theorem due to Goodearl and Letzter can be found split

into several different parts in Chapter II of [7]. It should be noted that the full theory

is applicable to algebras other than those in Matq(K) and, in fact, is deeper than the

parts we present here, we have only collected those aspects of the theory that are of

relevance to us.

Theorem 3.19 (H-stratification of algebras in Matq(K)). Let K be a field of char-

acteristic zero and let q be a non-root of unity in K. Let A ∈Matq(K), and let H be

the torus which acts on A as defined in Section 3.2. Let J be an H-prime ideal of A.

The following hold:

1. H-spec(A) is a finite set;

2. J is a completely prime ideal;

3. specJ(A) ' spec(AJ);
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4. spec(AJ) ' spec(Z(AJ));

5. Z(AJ) is a Laurent polynomial ring over K in a finite number of indeterminates

(cf. Lemma 3.9).

For a given H-prime ideal J , we define the number of indeterminates arising in

Part (5) of the H-stratification theorem to be the (Krull) dimension of the H-stratum

corresponding to J . It is the maximum possible length of a chain of prime ideals

J = P0 ⊂ P1 ⊂ · · · ⊂ Pd

contained in the H-stratum. It is well-known that the dimension is invariant under

homeomorphism.

Another theorem of Goodearl and Letzter tells us that the primitive ideals of A
are precisely those ideals that are maximal within their strata. We provide an easy

method in Chapter 5 to calculate the dimension of a given H-stratum.

Example 3.20. Consider again Example 3.16. In this case, it is clear that (0), (x), (y)

and (x, y) are H-invariant. On the other hand, for α 6= 0 and h = (ρ, 1) ∈ H, we

have h((x, y − α)) = (ρx, ρy − α) = (x, y − α/ρ). Since we may choose ρ 6= 1, we see

that (x, y − α) is not an H-prime ideal for any α 6= 0. Similarly, (x− α, y) is not an

H-prime for α 6= 0. In conclusion, Oq(M1,2(K)) contains exactly four H-prime ideals:

(0), (x), (y) and (x, y). See Figure 3.2. The primitive ideals are (0) and those of the

form (x− α, y − β) where at least one of α and β is zero.

The results contained in Examples 3.16 and 3.20 have been generalized by Good-

earl and Letzter [21] to describe the H-prime ideals of any multiparameter quantum

affine space. We record their result here.

Theorem 3.21. Let OQ(Kr) be a multiparameter quantum affine space. For each

D ⊆ [r], the ideal KD = (ti | i ∈ D) is an H-prime ideal. Moreover, all H-prime

ideals are of the form KD for some D ⊆ [r].
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(0)

x y

x, yx, y - x -   , yα

( (

( ((

))

)) )α
α = 0 α = 0

Figure 3.2: The H-strata of spec(Oq(K1×2)) outlined in rounded boxes.

3.6 The Deleting Deriviations Algorithm

Besides the H-stratification theory itself, the key step forward in the structural the-

ory of H-spec(Oq(Mm,n(K))) was given by Cauchon and his deleting derivations al-

gorithm [8, 9]. In this section we describe this algorithm as applied to Oq(Mm,n(K))

and the resulting combinatorial objects which have come to be known as Cauchon

diagrams.

In general, the algorithm can be applied to any Ore extension of a ring satis-

fying some additional assumptions. Nevertheless, for our purposes it will suffice to

describe the procedure as applied to the special case which is of interest to us, namely,

Oq(Mm,n(K)).

Notation 3.22. Let us fix the following terminology for our description of the deleting

derivations algorithm as applied to A = Oq(Mm,n(K)).

1. Recall that Frac(A) denotes the skew field of fractions of A.

2. We place the lexicographic ordering <L on the set ([m] × [n]) ∪ {(m,n + 1)}.
Recall that given (i, j) ∈ [m] × [n], we let (i, j)− be the largest element (with

respect to <L) of [m]× [n] less than (i, j).
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3. If X(k,`) is a matrix over Frac(A), then we denote its (i, j)th entry by x
(k,`)
i,j .

We now describe the deleting derivations algorithm as applied toA = Oq(Mm,n(K)).

Begin by setting X(m,n+1) to be the m × n matrix over Frac(A) defined by taking

x
(m,n+1)
i,j := xi,j, where the xi,j are the canonical generators of A. Now given the

matrix X(k,`), we define X(k,`)− as follows.

x
(k,`)−

i,j =

{
x

(k,`)
i,j − x

(k,`)
i,l (x

(k,`)
k,` )−1x

(k,`)
k,j if i < k and j < `,

x
(k,`)
i,j otherwise.

On a computational level, the algorithm modifies, at each step (k, `), the entries

which are “north-west” of the (k, `)th entry. Let us give a brief example of applying

the algorithm to a 3× 3 matrix.

Example 3.23. We initialize by setting

X(3,4) =


x1,1 x1,2 x1,3

x2,1 x2,2 x2,3

x3,1 x3,2 x3,3

 .
The first two steps of the algorithm give us the following two matrices:

X3,3 =


x1,1 − x1,3x

−1
3,3x3,1 x1,2 − x1,3x

−1
3,3x3,2 x1,3

x2,1 − x2,3x
−1
3,3x3,1 x2,2 − x2,3x

−1
3,3x3,2 x2,3

x3,1 x3,2 x3,3


and

X3,2 =


(x1,1 − x1,3x

−1
3,3x3,1)− (x1,2 − x1,3x

−1
3,3x3,2)x−1

3,2x3,1 x1,2 − x1,3x
−1
3,3x3,2 x1,3

(x2,1 − x2,3x
−1
3,3x3,1)− (x2,2 − x2,3x

−1
3,3x3,2)x−1

3,2x3,1 x2,2 − x2,3x
−1
3,3x3,2 x2,3

x3,1 x3,2 x3,3



=


x1,1 − x1,2x

−1
3,2x3,1 x1,2 − x1,3x

−1
3,3x3,2 x1,3

x2,1 − x2,2x
−1
3,2x3,1 x2,2 − x2,3x

−1
3,3x3,2 x2,3

x3,1 x3,2 x3,3

 .
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The final matrix has entries which are too long to display properly on this page,

but if one so wishes, the reader can check that

x
(1,1)
1,1 = x1,1 − x1,2x

−1
3,2x3,1 − x3,1x

−1
2,3x2,1 + x3,1x

−1
2,3x2,2x

−1
3,2x3,1

−(x1,2 − x1,3x
−1
3,3x3,2 − x3,1x

−1
2,3x2,2)(x2,2 − x2,3x

−1
3,3x3,2)−1(x2,1 − x2,2x

−1
3,2x3,1).

As is evident from the previous example, the algorithm does not in general pro-

duce particularly “nice” matrices. Nevertheless, there are some quite useful algebraic

consequences of this algorithm which we detail in the remainder of this section.

Theorem 3.24 (Cauchon [8, 9]). Let X(k,`) denote the matrix produced at the (k, `)th

step of the deleting derivations algorithm applied to A = Oq(Mm,n(K)). Let Frac(k,`)(A)

be the subalgebra of Frac(A) generated by the entries of X(k,`) (hence Frac(m,n+1)(A) '
A).

1. There exists an embedding φk,` : spec(Frac(k,`)−(A))→ spec(Frac(k,`)(A)). Thus,

by composition, there exists an embedding φ : spec(A)→ spec(Frac(1,1)(A)).

2. Frac(1,1)(A) ' Oq(Km×n), the m× n quantum affine space.

Set B = Oq(Km×n). By the previous theorem it is evident that in order to under-

stand H-spec(Oq(Mm,n(K))), a good understanding of its image under φ in spec(B)

would be useful. Fortunately, Cauchon was able to refine his results in this special

case. The next definition will be of crucial importance to us.

Definition 3.25. Fix positive integers m and n. An m × n diagram is an m × n

grid of squares, each square coloured black or white. An m× n diagram is an m× n
Cauchon diagram if the squares are coloured according to the following rule: If a

square is black, then either all squares above or all squares to its left must also be

black. See Figure 3.3.

Remark 3.26. Given an m×n diagram D, index the squares by elements of [m]× [n]

as one would index the entries of an m × n matrix. Therefore, we always identify a

diagram with subsets B(D) ⊆ [m]× [n] (the black squares) and W (D) = ([m]× [n]) \
B(D) (the white squares).
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Figure 3.3: Some 3 × 3 diagrams. The middle and right diagrams are Cauchon
diagrams

Notice that the complete primeness of H-ideals in Oq(Mm,n(K)) gives an intuitive

motivation for the Cauchon diagram colouring condition. If, say, we have a 2 × 2

submatrix

[
a b

c d

]
of the matrix of canonical generators, then

ad− da = (q − q−1)bc.

Therefore, if d ∈ P , then bc ∈ P , and so either b ∈ P or c ∈ P . In other words, either

the entry above d or the entry to the left of d is in P . This motivation is not to be

taken too far however since, as we shall see in Chapter 3, generating sets for H-primes

do not in general consist of the “entries of X corresponding to black squares.”

We conclude this section by giving some more results of Cauchon. Let X(1,1) be

the final matrix obtained from applying the Deleting Derivations Algorithm to the

matrix of canonical generators of A. For notational convenience, relabel the entries

of X(1,1) by setting x
(1,1)
i,j := ti,j. Given a Cauchon diagram D, let

specD(B) := {P ∈ spec(B) | P ∩ {ti,j | (i, j) ∈ [m]× [n]} = {ti,j | (i, j) ∈ B(D)}} .

By Theorem 3.21, specD(B) is the H-stratum of spec(B) associated to the H-prime

ideal (ti,j | (i, j) ∈ B(D)).

Theorem 3.27 (Cauchon [8, 9]). For the algebras A = Oq(Mm,n(K)) and B =

Oq(Km×n) the following hold:

1. For every m× n Cauchon diagram D, specD(B) is non-empty;
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2. spec(B) is the disjoint union
⋃

specD(B) over all m× n Cauchon diagrams D;

3. Under the injection φ from Theorem 3.24 (1), eachH-stratum in theH-stratification

of spec(A) is homeomorphic to some H-stratum specD(B) of B, for some m×n
Cauchon diagram D. Hence the H-strata of A are parametrized by Cauchon

diagrams.

If we have fixed the m and n in Oq(Mm,n(K)), then we will often drop the qual-

ification “m × n” in the phrase “m × n Cauchon diagram” when it is clear that

we are referring to the m × n Cauchon diagram associated to an H-prime ideal in

H-spec(Oq(Mm,n(K))). Returning once again to Examples 3.16 and 3.20, we note

that in Figure 3.4, we have drawn the Cauchon diagrams associated to each of the

H-primes.

(0)

x y

x, yx, y - x -   , yα

( (

( ((

))

)) )α
α = 0 α = 0

Figure 3.4: The Cauchon diagrams corresponding to H-strata of spec(Oq(K1×2))



Chapter 4

Generating sets for H-primes

4.1 Introduction

Given an algebraic structure, an immediate problem is to find or describe a generating

set for the structure. In the case of 2× 2 and 3× 3 quantum matrices, Goodearl and

Lenagan [20, 19] were able to calculate generating sets for all H-prime ideals. In each

case, a generating set consists of a certain collection of quantum minors of the matrix

of canonical generators. For this reason they conjectured that this property held for

all H-prime ideals in Oq(Mm,n(K)). Their question was answered in the affirmative

by Launois [27, 28] in the case that K = C and q is transcendental over Q. In

this chapter, we begin by reviewing Launois’ work which includes an algorithm that

determines the desired generating set. In fact the algorithm determines all quantum

minors in a given H-prime ideal. The main content of the remainder of the chapter

is to show that Launois’ algorithm can be interpreted as that of finding sets of non-

vertex-disjoint paths in a Cauchon diagram. In order to do this, we establish a

quantum analogue of Lindström’s Lemma (Lemma 2.6).

We note that Yakimov [44] has recently, and independently from us, also ap-

proached the issue. Yakimov’s method gives an alternate description of a generating

set of a givenH-prime when q is transcendental. His methods, which involve restricted

permutations (cf. Chapter 5), will, in general, give a different generating set than our

method. It is not clear if Yakimov’s generating set is minimal.

32
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4.2 Launois’ Algorithm

Launois originally proved the following result for K = C, but by results of Goodearl,

Launois and Lenagan [18] it suffices to set K to be any field of characteristic zero.

Theorem 4.1 (Launois [28]). For q ∈ K∗ transcendental over Q, the H-invariant

prime ideals of A are generated by quantum minors of the matrix of canonical gener-

ators X.

The proof is long and quite technical, so once again we refrain from providing a

full proof here. However, for the sake of at least approaching completeness, we sketch

out the steps. First we state a lemma due to Levasseur and Stafford [32]. Let X and

Y be matrices of canonical generators for Oq(SLn(K)) and Oq(GLn(K)) respectively.

Let

θ : Oq(SLn(K))[z, z−1]→ Oq(GLn(K))

be the map defined by

θ(Xi,j) = Yi,j for i > 1,

θ(X1,j) = Y1,j detq(Y )−1

θ(z) = detq(Y ).

Lemma 4.2. The map θ described above is an isomorphism from Oq(SLn(K))[z, z−1]

to Oq(GLn(K)).

Outline of the Proof of Theorem 4.1. Set N = m + n. The crucial point (and where

the assumption that q is transcendental is used) is a complete description of the

generating sets of H-prime ideals of the algebra Oq(SLN(K)) obtained by Hodges and

Levasseur [23] (see also [6]). Such generating sets consist of quantum minors of the

matrix X of canonical generators of Oq(SLN(K)). Let Y be the matrix of canonical

generators for Oq(GLN(K)).

Launois notes that the above map θ sends quantum minors of Oq(SLN(K)) (con-

sidered as elements in Oq(SLN(K))[z, z−1]) either to a quantum minor of Oq(GLN(K))

or a quantum minor of Oq(GLN(K)) multiplied by detq(Y )−1.
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Next, Launois shows that every ideal I of Oq(SLN(K)) can be extended uniquely

to an ideal Î of Oq(SLN(K))[z, z−1]. This induces a bijection between the sets H′-
spec(Oq(SLN(K))) and H-spec(Oq(GLN(K))) given by sending I to θ(Î). It follows

that the H-ideals of Oq(GLN(K)) are generated by quantum minors of the matrix of

canonical generators X ′ for Oq(MN,N(K)).

The main part of Launois’ paper, which is unfortunately too long to give in detail

here, is as follows. Given an H-prime ideal J in Oq(Mm,n(K)), we attach an H-prime

ideal K in Oq(GLN(K)), which we already know is generated by quantum minors

of X ′. By using a modification of the deleting-derivations algorithm, Launois shows

that we can transform the generating set for K into a generating set for J so that

quantum minors of X ′ are transformed into quantum minors of the matrix of canonical

generators for Oq(Mm,n(K)).

The above result and its proof were translated by Launois [27] into an algorithm

for finding a generating set for a given H-prime J in A = Oq(Mm,n(K)). The idea is as

follows. Let T be the matrix of canonical generators for the algebra B = Oq(Km×n).

We consider the entries of T to be in the skew field of fractions Frac(B). Now given the

Cauchon diagram D corresponding to J , we set those entries in T that correspond

to black squares in D to zero. Next, we essentially apply the deleting derivations

algorithms in reverse to this new matrix to obtain a matrix T ′. Finally we determine

all vanishing quantum minors in T ′. Launois’ results tell us that the corresponding

quantum minors in the matrix X of canonical generators for A form a generating set

for the H-prime ideal corresponding to D.

We now make the preceding discussion more precise.

Algorithm 4.3. (Launois [27])

Input An m× n Cauchon diagram D.

Output A matrix T (m,n) with entries from the algebra Frac(B).

Initialization Let T (1,1) be an m× n matrix defined by

T (1,1)[i, j] =

{
ti,j if (i, j) ∈ W (D),

0 if (i, j) ∈ B(D).
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Figure 4.1: The Cauchon diagram used in Example 4.4

For any (s, t) write T (s,t)[i, j] := t
(s,t)
i,j . Begin by setting (s, t) = (1, 2).

While (s, t) 6= (m,n+ 1), do the following:

1. Construct the matrix T (s,t) by

t
(s,t)
i,j =

{
t
(s,t)−

i,j + t
(s,t)−

i,s (t
(s,t)−

s,t )−1 t
(s,t)−

r,j if (i, j) ≤ (s− 1, t− 1) and ts,t 6= 0,

t
(s,t)−

i,j otherwise.

2. Let (s, t) 7→ (s, t)+.

Example 4.4. Consider the 3×3 Cauchon diagram D in Figure 4.1. The initialization

step of Launois’ algorithm gives

T (1,1) =


t1,1 t1,2 0

t2,1 t2,2 t2,3

0 t3,2 t3,3

 .
Now at step (s, t) of the algorithm, the only entries of T (s,t) that are modified from

the previous step are those which are “north-west” of (s, t). In particular, steps (s, t)

with either s = 1 or t = 1 do not change the previous matrix. In our example, we

thus have T (1,1) = T (1,2) = T (1,3) = T (2,1).

At step (2, 2), the only entry north-west of this entry is (1, 1). We therefore obtain

T (2,2) =


t1,1 + t1,2t

−1
2,2t2,1 t1,2 0

t2,1 t2,2 t2,3

0 t3,2 t3,3

 .
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The next step is (2, 3) and entry (2, 3) of T (2,2) is non-zero. However, the entries

north-west of (2, 3) are (1, 1) and (1, 2), and since t
(2,2)
1,3 = 0, the net effect of the

algorithm at this step is to change nothing. Thus T (2,3) = T (2,2).

We also have T (3,1) = T (2,3), so consider step (3, 2). By similar reasoning as in step

(2, 3), we find that T (3,1) = T (3,2). The last step is (3, 3). Applying the algorithm we

get

T (3,3) =


t1,1 + t1,2t

−1
2,2t2,1 t1,2 0

t2,1 t2,2 + t2,3t
−1
3,3t3,2 t2,3

0 t3,2 t3,3

 .
The next result simply collects the above discussion. Its proof follows from the

detailed proof of Theorem 4.1 found in [28].

Theorem 4.5 (Launois [27, 28]). Let J be an H-invariant prime ideal of A =

Oq(Mm,n(K)). Let D be the Cauchon diagram associated to J . Apply Algorithm 4.3

to D to obtain the matrix T (m,n). If a square submatrix in T (m,n) has a vanishing

quantum minor, then the corresponding quantum minor in the matrix of canonical

generators of A is a generator for J . Furthermore, J is generated by all such quan-

tum minors.

4.3 Cauchon graphs

Let D be a Cauchon diagram, and recall that W (D) and B(D) denote the sets of

white and black squares respectively. We essentially follow Postnikov [38] by placing

upon D an edge-weighted, directed graph. If (i, j) is a white square in D, then let

(i, j−), (i, j+) and (i+, j) be the first white squares to the left, right and below (i, j)

respectively (if they exist). As in the previous section, we let the set of ti,j be the

canonical generators for B = Oq(Km×n), which we consider as elements of Frac(B).

Definition 4.6. Let D be an m×n Cauchon diagram. The Cauchon (directed) graph

GD = (V,E,w) is the edge-weighted directed graph defined as follows. The vertices

consist of the set V = W (D) ∪ {r1, . . . , rm} ∪ {c1, . . . , cn} := W (D) ∪ R ∪ C. The
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set E of directed edges and a weight function w : E → Frac(B) are constructed as

follows.

1. For every i ∈ [m], put a directed edge from ri to the right-most white square in

row i (if one exists), say (i, k). Give these edges the weight ti,k.

2. For every column j ∈ [n], make a directed edge from the bottom-most white

square in column j (if one exists) to the vertex cj. Give these edges weight 1.

3. For every (i, j) ∈ W (D), make a directed edge from (i, j−) to (i, j) (if (i, j−)

exists). Give these edges a weight t−1
i,j ti,j− .

4. For every (i, j) ∈ W (D), make a directed edge from (i, j) to (i+, j) (if (i+, j)

exists). Give each of these edges a weight of 1.

For convenience, we always assume that a Cauchon graph is embedded in the

plane in the following way. First place a vertex in each white square of D and label

the vertex by the entry coordinates of the white square. Next, place a vertex to the

right of each row and below each column. The vertex to the right of row i is labelled

ri, and the vertex below column j is cj. See Figure 4.2. Under this embedding of

the Cauchon graph we may unambiguously use directional terms such as horizontal,

vertical, above, below, left and right in the sequel.

Notation 4.7. We list some useful notation and conventions for the Cauchon graph

corresponding to an m× n Cauchon diagram D.

1. If I ⊆ [m] and J ⊆ [n], then RI := {ri ∈ R | i ∈ I} and CJ := {cj ∈ C | j ∈ J}.

2. Let e = ((i, k), (i, j)) be a horizontal edge with both endpoints in W (D) (thus

k > j). Set row(e) = i, r.col(e) = k and l.col(e) = j. In other words, l.col(e) is

the column containing the head of e and r.col(e) is the column containing the

tail of e. The pair {k, j} of column indices will be denoted by col(e).

3. As we are working in a noncommutative algebra, we should clarify that the

weight w(P ) of a path P = (v0, e1, v1, . . . , en, vn) is the product of the weights
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Figure 4.2: A Cauchon graph superimposed on top of its Cauchon diagram.

of its edges, multiplied from left to right in the order they appear in P . In other

words,

w(P ) = w(e1)w(e2) · · ·w(en) =
n∏
i=1

w(ei).

4. If K : v0 ⇒ v and L : v ⇒ vn are two paths in a Cauchon graph, then we

write KL : v0 ⇒ vn for the path obtained by appending L to K in the obvious

way. That is, KL is the path which travels along K from v0 to v, and then

continues on L from v to vn. Note that KL is a directed path since, by the next

proposition, Cauchon graphs are acyclic.

Proposition 4.8. Let D be a Cauchon diagram.

1. The Cauchon graph GD is acyclic.

2. The embedding described above is a planar embedding.

3. If the path P : (i, j2)⇒ (i, j1) consists only of horizontal edges, then

w(P ) = t−1
i,j2
ti,j1 .

Proof. As all edges are directed either right to left or top to bottom, the first property

is obvious. To see planarity, if two edges cross, then these edges must consist of one
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vertical and one horizontal edge, and their intersection point corresponds to a black

square. This implies that we have a black square in C with both a white square above

and a white square to its left, contradicting the definition of a Cauchon diagram.

Finally, if (i, k) is an internal vertex of P : (i, j1) ⇒ (i, j2) (i.e., k 6= j1, j2), then

(i, k−) and (i, k+) exist. Now the edge e1 := ((i, k+), (i, k)) ∈ P has weight t−1
i,k+ti,k

and the edge e2 = ((i, k), (i, k−)) ∈ P has weight t−1
i,k ti,k− . Therefore, w(e1)w(e2) =

t−1
i,k+ti,k− . It follows that w(P ) is a telescoping product and so clearly w(P ) = t−1

i,j2
ti,j1 .

4.4 Some Technical Lemmas

This section exclusively deals with some lemmas concerning the commutativity be-

tween sets of edge weights. These lemmas are to be used in the proof of the quantum

analogue of Lindström’s Lemma.

Lemma 4.9. Let D be a Cauchon diagram. Let e and f be distinct horizontal edges

in GD with both endpoints in W (D) and such that row(f) ≤ row(e).

1. If col(e) ∩ col(f) = ∅, then w(f)w(e) = w(e)w(f).

2. If |col(e) ∩ col(f)| = 1, then:

i. w(f)w(e) = q w(e)w(f), if i.col(e) = i.col(f) for i = l or i = r;

ii. w(f)w(e) = q−1w(e)w(f) otherwise.

3. If |col(e) ∩ col(f)| = 2, then w(f)w(e) = q2w(e)w(f).

Proof. We verify the case col(e) ∩ col(f) = ∅. The other cases can be disposed of

in a similar manner by checking the possibilities (see Figure 4.3). So suppose that

col(e) ∩ col(f) = ∅.
First note that if j is such that l.col(e) < j < r.col(e), then the square (row(e), j)

is black in D and, since (row(e), l.col(e)) is a white square to its left, we must have

that (i, j) is black for every i ≤ row(e). In other words, no horizontal edge in GD in a
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Figure 4.3: Examples of the different cases in Lemma 4.9.
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row above row(e) has an endpoint whose column coordinate lies strictly between the

column coordinates of e.

Now if row(e) > row(f), then w(e) and w(f) clearly commute by the definition of

the algebra B. Suppose that row(e) = row(f). Say w(e) = t−1
i,j1
ti,j2 and w(f) = t−1

i,j3
ti,j4

where j1 > j2 > j3 > j4. Therefore,

w(e)w(f) = (t−1
i,j1
ti,j2)(t−1

i,j3
ti,j4)

= (q−1q) t−1
i,j3

(t−1
i,j1
ti,j2)ti,j4

= (q−1q)(qq−1) (t−1
i,j3
ti,j4)(t−1

i,j1
ti,j2)

= w(f)w(e).

Remark 4.10. Note that Lemma 4.9, parts (1) and (2) remain true whenever e or f

is an edge which has an endpoint in R.

Lemma 4.11. Let K : v0 ⇒ v and L : v ⇒ vt be directed paths in a Cauchon graph.

1. If either K or L contain only vertical edges, then w(K)w(L) = w(L)w(K).

2. If both K and L contain a horizontal edge, then w(K)w(L) = q−1w(L)w(K).
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Proof. We need only consider the horizontal edges of K and L since all vertical edge

weights are 1 and, of course, 1 is central in Frac(B). Now if either K or L contain

only vertical edges, then w(K) = 1 or w(L) = 1 and so w(K) and w(L) commute.

Suppose that both K and L contain horizontal edges. Let k be the last horizontal

edge in K and let ` be the first horizontal edge in L. By the embedding of a Cauchon

graph, the horizontal edges of L are always to the left of horizontal edges of K, or

“south-west” of K. When computing w(K)w(L), the only edge weights which do not

commute are w(k) and w(`) by Lemma 4.9 (1). By Lemma 4.9 (2ii) we obtain

w(K)w(L) = w(K \ {k})w(k)w(`)w(L \ {`})

= q−1w(K \ {k})w(`)w(k)w(L \ {`})

= q−1w(`)w(L \ {`})w(K \ {k})w(k)

= q−1w(L)w(K).

Lemma 4.12. Let GD be a Cauchon graph and let K : v ⇒ ci and L : v ⇒ cj be two

directed paths with only their initial vertex in common. Let K be the path that starts

with a horizontal edge and L be the path that starts with a vertical edge.

1. If L consists only of vertical edges (or no edges at all), then w(K)w(L) =

w(L)w(K).

2. If L has a horizontal edge, then w(K)w(L) = q w(L)w(K).

Proof. Case 1 is obvious since here we have w(L) = 1, so we may suppose that L has

at least one horizontal edge. By Lemma 4.9, any horizontal edge e in L commutes

with any edge in K except those whose column coordinates intersect the set col(e).

Recall from the proof of Lemma 4.9 that no edge in K has an endpoint in between

(with respect to column coordinates) the endpoints of edges in L.

If f1 is the first horizontal edge in K and e1 is the first horizontal edge in L, then

we have r.col(e1) = r.col(f1). There are two cases to consider (see Figure 4.5).

Case (i): l.col(f1) < l.col(e1). Here we have that, by Lemma 4.9 (2i),

w(f1)w(e1) = q w(e1)w(f1).
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Figure 4.5: Example of a typical situation of Lemma 4.12.

Case (ii): l.col(f1) = l.col(e1). In this case, the second horizontal edge f2 of K

satisfies r.col(f2) = l.col(e1) and l.col(f2) < l.col(e1). Applying Lemma 4.9

twice we find

w(f1)w(f2)w(e1) = w(f1)q−1w(e1)w(f2), by Lemma 4.9 (2.i),

= (q−1q2)w(e1)w(f1)w(f2), by Lemma 4.9 (3),

= q w(e1)w(f1)w(f2).

It follows that w(K)w(e1) = q w(e1)w(K).

Now suppose that e is not the first horizontal edge in L. We show that w(e)w(K) =

w(K)w(e). There are exactly three possibilities for the edge e.

Case (a): Every edge f in K satisfies col(f)∩ col(e) = ∅. For an example of an edge

which falls in this case, see edge e′′ in Figure 4.5. By Lemma 4.9 (1), it follows

that w(e)w(K) = w(K)w(e).

Case (b): There exist two distinct edges f ′ and f ′′ inK such that |col(f ′)∩col(e)| = 1

and |col(f ′′)∩ col(e)| = 1, and col(g)∩ col(e) = ∅ for all other edges g in K. For
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an example of an edge which falls in this case, see edge e′ in Figure 4.5. Now

together with e, both f ′ and f ′′ fall under case (2) of Lemma 4.9. Furthermore,

exactly one is in subcase (2i) of that lemma, while the other is in subcase (2ii).

Without loss of generality, we suppose that f ′ is in case (2ii) of Lemma 4.9. We

have

w(f ′′)w(f ′)w(e) = w(f ′′)q−1w(e)w(f ′)

= q w(e)w(f ′′)q−1w(f ′)

= w(e)w(f ′′)w(f ′).

Since by Lemma 4.9 (1) we have that w(e) commutes with w(g) for every edge

g in K with col(g) ∩ col(e) = ∅, it follows that we again have w(e)w(K) =

w(K)w(e), as desired.

Case (c): There exist three distinct edges f ,f ′ and f ′′ in K such that e and f ′ fall

under Lemma 4.9 (3), while e, together with either f or f ′′ fall into Lemma 4.9

(2ii). Furthermore, col(g)∩col(e) = ∅ for all other edges g in K. For an example

of this case, see edge e in Figure 4.5. We have

w(f ′′)w(f ′)w(f)w(e) = w(f ′′)w(f ′)q−1w(e)w(f)

= w(f ′′)q2w(e)w(f ′)q−1w(f)

= q−1w(e)w(f ′′)q2w(f ′)q−1w(f)

= w(e)w(f ′′)w(f ′)w(f).

Since by Lemma 4.9 (1) we know w(e) commutes with w(g) for every edge g in

K with col(g) ∩ col(e) = ∅, it follows that we again have w(e)w(K) = w(K)w(e),

as desired. This completes the analysis of all possibilities for e not being the first

horizontal edge in L, and so we conclude that w(e)w(K) = w(K)w(e) for all such



CHAPTER 4. GENERATING SETS FOR H-PRIMES 45

edges e. Hence

w(K)w(L) = w(K)w(e1)w(L \ e1)

= q w(e1)w(K)w(L \ e1)

= q w(e1)w(L \ e1)w(K)

= q w(L)w(K).

4.5 A Quantum Analogue of Lindström’s Lemma

In this section we derive one of the main tools used in the proof of Theorem 4.20. We

first slightly refine the definition of a path system from Section 2.3.

Definition 4.13. Let D be an m × n Cauchon diagram. Let I = {i1, . . . , ik} ⊆ [m]

and J = {j1, . . . , jk} ⊆ [n] be two subsets of equal size with i1 < i2 < · · · < ik and

j1 < j2 < · · · jk.
An (RI , CJ)-path system P is a set of k directed paths in GD, each starting at

different a vertex in RI and each ending at a different vertex in CJ . Note that:

• There exists a permutation σP ∈ Sk such that we can write P as the set

P = {P` : ri` ⇒ cjσP (`)
| ` ∈ [k]}.

• The q-sign of P is the quantity

sgnq(P) = (−q)`(σP ),

where we recall that `(σP) is the length of the permutation σP as in Defini-

tion 3.13.

• Recall that a path system is vertex-disjoint if no two paths share a vertex.

• The weight of P is the (ordered) product
∏k

`=1 w(P`) = w(P1)w(P2) · · ·w(Pk).
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Figure 4.6: Visualization of the proof of Lemma 4.14. Here we see that the path
starting at r` must intersect either ri or rj in order to reach cσP (`)

Lemma 4.14. Let D be a Cauchon diagram and let I ⊆ [m] and J ⊆ [n] be two sets

of cardinality k. If P = {P1, . . . , Pk} is a non-vertex-disjoint (RI , CJ)-path system in

GD, then there exists an i such that Pi and Pi+1 share a vertex.

Proof. Let

d := min{|i− j| | i 6= j and Pi and Pj share a vertex}.

Observe that d is well-defined and at least 1 since, by assumption, there exists at

least one pair of intersecting paths in P . Let Pi and Pj be two paths which achieve

this minimum. Hence there is a first vertex x ∈ W (D) at which they intersect. If ri

and rj are the first vertices on the paths Pi and Pj respectively, then the two subpaths

P ′i : ri ⇒ x and P ′j : rj ⇒ x together with a new vertical edge (ri, rj) form a closed

simple loop L in the plane. See Figure 4.6.

If d > 1, then there exists an ` ∈ I such that r` lies between ri and rj in GD. But

in order for P` to reach its endpoint in C, we must have that an internal vertex of P`

intersects L. This intersection point occurs at a vertex by planarity. Hence P` shares

a vertex with either Pi or Pj, which contradicts the minimality of d.

Definition 4.15. Let D be an m × n Cauchon diagram. The path matrix of GD is
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the m× n matrix MD with

MD[i, j] =
∑

P :ri⇒cj

w(P ),

where the sum is over all directed paths in GD starting at ri and ending at cj. If no

such path exists, then MD[i, j] := 0.

Now we are ready to prove the quantum analogue of Lindström’s Lemma. We

note that the basic idea of the proof is only a slight modification of the proof found

in [1]. The main difficulty is working around the noncommutativity of the algebra

Frac(B), but this is taken care of by the lemmas of the previous section.

Theorem 4.16. Let D be an m × n Cauchon diagram. If I ⊆ [m] and J ⊆ [n] are

two sets of size k, then

detq(MD[I, J ]) =
∑
P

w(P),

where the sum is over all vertex-disjoint (RI , CJ)-path systems in GD.

Proof. In order to simplify the presentation of this proof we take I = J = {1, . . . , k}.
The proof of the general case is essentially the same but notationally more cumber-

some.

To begin, note that

detq(MD[I, J ]) =
∑
σ∈Sk

sgnq(σ)

(
k∏
i=1

MD[i, σ(i)]

)

=
∑
σ

sgnq(σ)

 k∏
i=1

 ∑
P :ri⇒cσ(i)

w(P )


=

∑
(RI , CJ )-path systems P

sgnq(P)w(P).

Let N be the set of non-vertex-disjoint (RI , CJ)-path systems. We claim that∑
P∈N

sgnq(P)w(P) = 0.
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Figure 4.7: Example of how π acts on two intersecting paths. On the left hand side,
Pi is the solid path and Pi+1 is the dotted path. On the right hand side, π(Pi) is the
solid path, π(Pi+1) is the dotted path.

To show this, we find a fixed-point free involution π : N → N with the property that

for every P ∈ N ,

sgnq(P)w(P) = −sgnq(π(P))w(π(P)), (4.1)

where π(P) := {π(P1), . . . , π(Pk)}.
So suppose that P = {P1, . . . , Pk} ∈ N . Define π as follows. Let i be the minimum

index of I such that Pi and Pi+1 intersect (which exists by Lemma 4.14). Let x be

the last vertex which they have in common. Let K1 : ri ⇒ x and L1 : x ⇒ cσP (i) be

the two subpaths of Pi such that Pi = K1L1. Define K2 and L2 from Pi+1 similarly.

Now we set

π(P`) =


K1L2 if ` = i,

K2L1 if ` = i+ 1,

P` otherwise.

It is clear from the definition that π is an involution without fixed points so it

remains to prove Equation 4.1. Since π is an involution, we may assume, without loss

of generality, that σP(i) < σP(i + 1). Thus σπ(P) = σP ◦ (i i + 1) and so σπ(P) has

exactly one more inversion, i.e.,
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`(σπ(P)) = `(σP) + 1. (4.2)

Now consider w(Pi)w(Pi+1). There are two cases to consider. First suppose that

L2 has a horizontal edge. In this case, we find that

w(Pi)w(Pi+1) = w(K1)w(L1)w(K2)w(L2)

= w(K1) q w(K2)w(L1)w(L2) (Lemma 4.11)

= w(K1) q q w(K2)w(L2)w(L1) (Lemma 4.12)

= w(K1) q q q−1w(L2)w(K2)w(L1) (Lemma 4.11)

= q w(π(Pi))w(π(Pi+1)). (4.3)

If L2 has only vertical edges, then a similar calculation shows again that w(Pi)w(Pi+1) =

q w(π(Pi))w(π(Pi+1)). Therefore,

w(P) =

(
i−1∏
j=1

w(Pj)

)
w(Pi)w(Pi+1)

(
k∏

j=i+2

w(Pj)

)

=

(
i−1∏
j=1

w(π(Pj))

)
q w(π(Pi))w(π(Pi+1))

(
k∏

j=i+2

w(π(Pj))

)
= q w(π(P)).

Finally, by Equations (4.2) and (4.3), we obtain

sgnq(P)w(P) + sgnq(π(P))w(π(P)) =

(−q)`(σP ) q w(π(P)) + (−q)`(σP )+1w(π(P)) = 0.

This proves Equation 4.1 and shows that

detq(MD[I, J ]) =
∑
P

sgnq(P)w(P),

where the sum is over all vertex-disjoint (RI , CJ) path systems.

By Proposition 4.8, we know that GD is planar and so a vertex-disjoint path

system P cannot have any edge crossings. This implies that we necessarily must have
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P = {P` : r` ⇒ c` | ` = 1, . . . , k}. Thus σP is always the identity permutation,

i.e., sgnq(P) = 1. Therefore, we obtain the desired equation in the statement of the

theorem, namely,

detq(MD[I, J ]) =
∑
P

w(P),

where the sum is over all vertex-disjoint (RI , CJ) path systems.

Corollary 4.17. Let q be transcendental over Q, D a Cauchon diagram and I ⊆ [m]

and J ⊆ [n] be two subsets of the same size. Then detq(MD[I, J ]) = 0 if and only if

there does not exist a vertex-disjoint (RI , CJ)-path system.

Proof. If there does not exist a vertex-disjoint (RI , CJ)-path system, then by Theo-

rem 4.16, detq(MD[I, J ]) is the empty sum and so detq(MD[I, J ]) = 0

Conversely, suppose that there exists at least one vertex-disjoint (RI , CJ)-path

system. If P is one, then w(P) consists of a nonempty sum of elements of the algebra

B where each summand is a product of B-generators and their inverses. By arranging

each such product so the generators appear from left to right in lexicographic order,

it follows that we can uniquely write

detq(MD[I, J ]) =
∑
P

w(P)

=
∑

Q⊆[m]×[n]

PQ(q)
∏
α∈Q

tr(α,Q)
α , (4.4)

where PQ(q) is some polynomial in Z≥0[q, q−1], and r(α,Q) is an integer.

Since at least one vertex-disjoint (RI , CJ)-path system exists, the sum in Equa-

tion 4.4 is non-empty and so there exists at least one Q ⊆ [m]× [n] such that PQ 6≡ 0.

Since q is transcendental over Q, we know that PQ(q) 6= 0 for any PQ 6≡ 0. Thus

detq(MD[I, J ]) 6= 0.

4.6 Finding Vanishing Quantum Minors

The next lemma provides the critical connection between Launois’ results and the

q-analogue of Lindström’s Lemma.
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Lemma 4.18. For a Cauchon diagram D, the path matrix MD is equal to the matrix

obtained at the end of Algorithm 4.3.

Before we give the proof, let us briefly return to Example 4.4.

Example 4.19. Consider Figure 4.8, which is the diagram from Example 4.4. In this

simple case, the path matrix is easy to calculate. For example, there are clearly two

different directed paths from r1 to c1. The sum of their weights is t1,1 + t1,2t
−1
2,2t2,1.

Continuing in this manner, we find that the path matrix is

MD =


t1,1 + t1,2t

−1
2,2t2,1 t1,2 0

t2,1 t2,2 + t2,3t
−1
3,3t3,2 t2,3

0 t3,2 t3,3

 ,
which is precisely the matrix T (3,3) obtained at the end of Example 4.4.

t1,2t

t

1,2

2,2

t1,1

t2,1 t2,3 t2,2

t3,3 t3,2 t3,3

t2,3

-1

-1 -1

-1

r

r

r

c c c

1

1

2

2

3

3

Figure 4.8: Cauchon diagram and its Cauchon graph

Proof of Lemma 4.18. Fix n. We prove the lemma by induction on the number of

rows m. As in Algorithm 4.3, we will denote T (s,t)[i, j] by t
(s,t)
i,j ∈ Frac(B) where

B = Oq(Km×n).
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First note that since we only modify entries which are north-west of the entry

corresponding to the current step, the algorithm will always leave the mth row un-

modified. That is, T (s,t)[m, [n]] = T (1,1)[m, [n]] for all (s, t). By the algorithm we have

that, for k ∈ [n],

t
(m,n)
m,k = t

(1,1)
m,k =

{
tm,k if (m, k) ∈ W (D),

0 if (m, k) ∈ B(D).

Now in the mth row of GD, there is clearly at most one possible path from rm to

ck. This path exists if and only if (m, k) is a white square, and by Proposition 4.8,

this path has weight exactly tm,k.

From these two observations we see that the mth row in T (m,n) is exactly the same

as the mth row in MD. Similarly, the nth column of T (m,n) is equal to the nth column

of MD. In particular, the lemma is true when m = 1.

Suppose that the lemma is true for all Cauchon diagrams with less than m rows. If

we obtain the Cauchon diagram D′ from D by deleting the mth row, then by induction

we have T (m−1,n) [[m− 1], [n]] = MD′ . An equivalent way of stating this is that for

i < m, t
(m−1,n)
i,j is the total of the weights of all paths in GD from ri to cj which do

not use a horizontal edge in row m.

As we already noted, T (m,n)[m, [n]] = MD[m, [n]] and T (m,n)[[m], n] = MD[[m], n]

so to complete the proof, we establish the following claim by induction on k ∈ [n]

where k will denote the kth column of D. It will follow from this that T (m,n) = MD.

At this point, the reader may wish to review the while loop in Algorithm 4.3.

Claim. If (i, j) ≤ (m − 1, k − 1), then t
(m,k)
i,j is obtained from t

(m,k)−

i,j by adding the

weights of all paths P that satisfy the following properties:

1. P is a path from ri to cj;

2. P contains the subpath Kj : (m, k) ⇒ cj. Note that Kj consists of horizontal

edges from (m, k) to (m, j) and then the vertical edge ((m, j), cj);

3. P contains a vertical edge ((`, k), (m, k)) for some ` < m. In other words, if

k′ > k, then vertex (m, k′) (if it exists) is not an internal vertex of P .
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(m,k)
(m,j)

c

ri

j

K j

Figure 4.9: Kj is the path consisting of the edges drawn with a solid line. Concatenat-
ing Kj with either of the paths drawn with dotted edges, gives a path which satisfies
the properties in the claim.

For k = 1, we know that T (m,1) = T (m−1,n). On the other hand, since there are no

j < k the claim is trivially true. So let k > 1 and assume that the claim is true for

step (m, k − 1).

If (m, k) is black in D, then according to Algorithm 4.3 we set t
(m,k)
i,j = t

(m,k−1)
i,j .

On the other hand, if (m, k) is black, then Kj can not exist for any j and so there are

no paths which satisfy the properties in the claim. This proves the claim in the case

that (m, k) is black.

Suppose that (m, k) is white. If (m, j) is black for some j < k, then t
(m,k−1)
m,j =

t
(1,1)
m,j = 0 and so by the algorithm we again have t

(m,k)
i,j = t

(m,k−1)
i,j . On the other hand,

if (m, j) is black, then Kj can not exist. This proves the statement in the claim for

those j < k such that (m, j) is black.

Finally, if (m, k) and (m, j) are white squares, then Kj exists in GD. Note that

w(Kj) = t−1
m,ktm,j by Proposition 4.8. On the other hand, if P is a path satisfying the

properties in the claim, then there is a path P ′ : ri ⇒ (m, k) such that P = P ′Kj. By

Property 3, the last edge in P ′ is vertical. So if we concatenate P ′ with the vertical

path Lk : (m, k)⇒ ck, then we get a path (with the same weight as P ′) from ri to ck

which does not use any horizontal edge in the last row.

By induction, the set of all such P ′ has total weight t
(m−1,k)
i,k . This entry has not
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been modified at step (m, `) of the algorithm for any ` < k so the set of all such P ′

has total weight t
(m,k−1)
i,k . Hence the total weight of all P that satisfy the properties

in the claim is exactly

t
(m,k−1)
i,k w(Kj) = t

(m,k−1)
i,k t−1

m,ktm,j.

On the other hand, by Algorithm 4.3,

t
(m,k)
i,j = t

(m,k−1)
i,j + t

(m,k−1)
i,k t−1

m,ktm,j.

This finishes the proof of the claim and the lemma.

Now we state the main result of this chapter, which follows immediately from

Theorem 4.17, Theorem 4.5 and Lemma 4.18.

Theorem 4.20. Let D be an m×n Cauchon diagram corresponding to theH-invariant

prime ideal P in the algebra Oq(Mm,n(K)). A quantum minor detq(X[I, J ]) of X is

in P if and only if there does not exist a vertex-disjoint (RI , CJ)-path system in the

Cauchon graph GD.

A computational downside of Launois’ algorithm is that, in general, the entries

of the final matrix may have entries with exponentially (in m and n) many terms.

Therefore, for large m or n, it may be difficult or infeasible to apply the algorithm in

practice. By Theorem 4.20 however, we are able to get around this problem. Given

subsets RI and CJ of k rows and columns in a Cauchon graph, we would like to decide

if there exist k vertex-disjoint paths from RI to CJ . But this is precisely the problem

solved in Menger’s Theorem (Theorem 2.5)! In particular, we can simply look for an

(RI , CJ)-cut in the Cauchon graph. If we find one of size less than k, then there does

not exist a vertex-disjoint path system, and we may conclude that the corresponding

minor in the matrix of canonical generators of Oq(Mm,n(K)) is in a generating set for

the H-prime corresponding to our Cauchon diagram.
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4.7 Some Applications

The point of this section is to show that Theorem 4.20 can be used to reprove some

old results of Launois [27] and Launois, Lenagan and Rigal [26] in a more efficient

and intuitive manner.

LetX be anm×nmatrix (e.g., the matrix of canonical generators ofOq(Mm,n(K))).

If I ⊆ [m] and J ⊆ [n] are two sets of size k, then we call the submatrix X[I, J ] con-

tiguous if I = {i, i+ 1, i+ 2, . . . , i+ k− 1} and J = {j, j+ 1, . . . , j+ k− 1} for some i

and j. Notice that (i, j) is the upper-left entry in this submatrix. For the list of cases

in the next theorem, the reader may wish to look at Figure 4.10).

Theorem 4.21. Let m and n be positive integers and {u, s} ⊆ [min(m,n)]. Let D be

the Cauchon diagram corresponding to an H-prime ideal J of Oq(Mm,n(K)).

1. (Launois, Lenagan, Rigal [26]) If D has exactly one black square in position

(i, j) (thus either i = 1 or j = 1), then J is generated by the single quantum

minor of X consisting of the largest contiguous square submatrix of X with (i, j)

in the upper-left entry.

2. (Launois [27]) Let D be the Cauchon diagram such that the square (i, j) is black

if and only if both i ≤ m−u and j ≤ n−u. In this case, J is generated precisely

by all (u+ 1)× (u+ 1) minors of X.

3. (Launois [27]) Let u ≤ n − 1 and let D be the diagram with the square (i, j)

black if and only if either both i ≤ m−u and j ≤ n−u, or j = n and 1 ≤ i ≤ s.

In this case, J is generated by:

(a) The (u+ 1)× (u+ 1) quantum minors of X;

(b) The u × u quantum minors of X that do not include any of the rows s +

1, . . . ,m;

(c) Those xi,n for 1 ≤ i ≤ s.

Proof. Part one is trivial by inspection of the Cauchon diagram and an application

of Theorem 4.20. Part two requires a little more work. It is clear by inspection that
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{

{

{
{

u

u

u

u-1

}s

(1)

(2)

(3)

Figure 4.10: Examples of the Cauchon diagrams from Theorem 4.21. The relevant
largest contiguous square submatrix in (1) is outlined as a dashed square.
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a generating set of J consists of all t × t minors for appropriate t ≥ u + 1. So to

prove this result, we must show that the presence of all (u + 1) × (u + 1) minors in

the generating set implies the presence of all t× t minors for t ≥ u+ 1, from which it

follows that the set of all (u+ 1)× (u+ 1) minors generate J .

Let t = u + 2, and let I = {i1 < i2 . . .} and J = {j1 < j2, . . .} be two t-subsets of

[m] and [n]. By an appeal to Lemma 4.16 we obtain

detq(MD[I, J ]) =
∑
P

w(P) (4.5)

=
∑

P :ri1⇒cj1

w(P )

(∑
P ′

w(P ′)

)
, (4.6)

where the right-hand sum in Equation 4.5 is over all vertex-disjoint (RI , CJ) path

systems, and the right-most sum in Equation 4.6 is over all vertex-disjoint (RI\i1CJ\j1)

path systems. Since this latter sum is over vertex-disjoint path systems of size u+ 1,

and none exist, we see that detq(MD[I, J ]) = 0 as desired. Proceeding in this manner,

we see inductively that the presence of all (u + 1) × (u + 1) minors in J implies the

existence of all t× t minors for t ≥ u+ 1, as desired.

Part (3a) is similarly argued, while Part (3c) is trivial by inspection. As we now

show, Part (3b) is a simple application of Menger’s Theorem. Let RI be a set of u

rows with i ≤ s for all i ∈ I. If s ≤ m − u, then the vertices (i.e., white squares)

{(s, n−u), (s, n−u+1), . . . , (s, n−1)} form a cut set of size u−1. If s > m−u then the

vertices {(m−u+1, n−u+1), (m−u+2, n−u+2), . . . , (s, z), (s, z+1), . . . , (s, n−1)}
forms a cut set of size u− 1, where z = n− u+ (s− (m− u)). Thus for any J , there

cannot exist a (RI , CJ) vertex-disjoint path system.

On the other hand, it is easy to see that if RI is a set of u rows with at least one

i ∈ I, i > s, then we can always find a vertex-disjoint path system. Similarly, any t×t
minor with t < u (except the cases in (3b)) is not in J as we can find a vertex-disjoint

path system corresponding to that minor.
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4.8 Open Questions

The first question we ask is the obvious one: can the condition that q is transcendental

be weakened to q being a non-root of unity? The work of Launois [27] fully depends on

the description by Hodges and Levasseur [23] of prime ideals in the quantized special

linear group. This description is only known to be true when q is transcendental

over Q. If that description can be weakened so that q is only a non-root of unity,

then Launois’ results would hold. Furthermore, our quantum analogue of Lindström’s

Lemma is valid for any q. On the other hand, we use the transcendence of q to show

that the quantum determinant is zero if and only if there is no vertex-disjoint path

system. However, we believe that more subtle reasoning should allow this latter result

to remain true for q not a root of unity.

Next consider the issue of finding a minimal generating set for a given H-prime

P in Oq(Mm,n(K)). Consider the quantum minor z = detq(X[I, J ]) for some sets I

and J with |I| = |J | = k. We know that if this minor is in P , then there does not

exist a vertex-disjoint (RI , CJ)-path system in the Cauchon graph GD corresponding

to P . On the other hand, by Menger’s Theorem 2.5, there must exist an (RI , CJ)-cut

in GD of size ` < k. Now if ` < k − 1, then we can use the cofactor expansion trick

used in the proof of Theorem 4.21 to conclude that z is a generated by other quantum

minors in P . Unfortunately, this is not the end of the story as the H-prime ideal in

Oq(M2,2(K)) corresponding to the Cauchon diagram is generated by x1,1 and x1,2

which implies that determinant x1,1x2,2−qx1,2x2,1 is in the ideal. However, this minor

has a maximum cut of size 1 in the associated Cauchon graph.

Problem 4.22. Find a characterization of a minimal generating set using cut sets

for a given H-prime ideal in Oq(Mm,n(K)).

We believe that a solution to the above problem could be used to approach the

following question that appears as Conjecture II.10.9 in [7].

Conjecture 4.23. Every H-prime J of Oq(Mm,n(K)) can be generated by a polynor-

mal sequence of quantum minors. That is, J = (d1, d2, . . . , dk) where for all 1 ≤ j ≤ k,

the image of dj in Oq(Mm,n(K))/(d1, . . . , dj−1) is normal.



Chapter 5

The Dimensions of H-strata

5.1 Introduction

In this chapter we shall be working exclusively in the algebra Oq(Mm,n(K)). Thus all

references to H-prime, H-strata etc. are in this context. Recall from Theorem 3.19

that each H-stratum is homeomorphic to the spectrum of a Laurent polynomial ring

in a certain number of indeterminates, called the Krull dimension of the stratum.

In particular, primitive H-ideals are precisely those H-primes whose H-strata are

zero-dimensional [7]. In general, one would like simple criteria that decide if a given

H-strata is d-dimensional.

Launois and Lenagan [31] completely solved the problem for any m and n in the

special case that the given H-prime is (0) (corresponding to the all-white Cauchon

diagram). They showed that the dimension can easily be given by an arithmetic

condition on m and n. As a consequence of the work in this chapter, we give an

elementary proof of this condition in Corollary 5.18.

A special case of Launois and Lenagan’s result is the determination of the dimen-

sion in the 1 × n case for any n. Using their result, it is a simple matter to check

that an H-prime is primitive if and only if the number of white squares is even, and

otherwise the dimension is 1.

Bell, Launois & Nguyen [4] solved the dimension zero case for m = 2 and any

n. Their condition is again arithmetic, but more complicated than the condition

59
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for the all-white diagram. However, using their condition they were able to give an

enumeration formula for the total number of primitive H-primes in Oq(M2,n(K)).

Bell, Launois & Lutley [3] analyzed the m = 3 case for any n. They translated the

problem of determining primitivity of H-primes into a problem involving finite state

automata. A description of their method would be far out of the scope of this work,

but we note they were able to give an enumeration formula for the total number of

primitiveH-primes in Oq(M3,n(K)). While their method could, in theory, be extended

to the general case, the difficulty increases exponentially for even small values of m.

On the other hand, it was the careful analysis of one of the proofs in that paper which

eventually led us to the main result of this chapter, namely Corollary 5.16 which, for

any m,n and d, gives a simple criterion for a given H-stratum of Oq(Mm,n(K)) to be

d-dimensional.

5.2 H-Strata Dimensions in Quantum Affine Spaces

In this section, we give a lemma due to Bell and Launois [2], which will prove crucial

to the results in this chapter. Let us recall the m × n quantum affine space B =

Oq(Km×n) of Definition 3.10. In particular, this algebra is defined with respect to

the multiplicatively antisymmetric matrix Q given in the definition. Now each entry

of Q is one of q1, q−1 or q0. It is therefore natural to consider the skew-symmetric

mn ×mn matrix M with entries in {1,−1, 0}, obtained by considering the relation

Q[i, j] = qM [i,j].

Definition 5.1. Let D be an m × n diagram (not necessarily Cauchon). Denote

by Q(D) and M(D) respectively, the matrices obtained from Q and M by deleting

the rows and columns corresponding to those (i, j) ∈ B(D). Let KD be the H-ideal

(ti,j | (i, j) ∈ B(D)) in B = OQ(Kmn) = Oq(Km×n). Let BD := B/KD. Note that if

D has N white squares, then

BD ' OQ(D)(KN) ⊆ Oq(Km×n).

More specifically, if one labels the white squares of a diagram D (with N white

squares) in lexicographic order by the elements of [N ], then M(D) can be defined by
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setting: M(D)[i, j] = 1, if square i is to the left or above square j; M(D)[i, j] = −1,

if square i is to the right or below square j; and taking M(D)[i, j] = 0 otherwise.

Example 5.2. Consider the diagram D in Figure 5.1. The matrix M(D) is

M(D) =



0 1 1 1 0 0

−1 0 1 0 1 0

−1 −1 0 0 0 0

−1 0 0 0 0 0

0 −1 0 0 0 1

0 0 0 0 −1 0


.

1 2 3

4

5 6

Figure 5.1: A labelled Cauchon diagram

Lemma 5.3 (Bell and Launois [2]). Let J be an H-prime ideal of A = Oq(Mm,n(K))

with corresponding Cauchon diagram D. The dimension of the H-stratum correspond-

ing to J is equal to dim(ker(M(D))).

Proof. Let KD, B and BD be as in Definition 5.1. By Theorem 3.27 (together with

the remark above it),

specJ(A) ' specD(B)

' spec(0)(BD).

It is easy to check that the set E of regular H-eigenvectors of BD are precisely

the monomials in the canonical generators. Hence (BD)E−1 ' OQ(D)((K×)N), the
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quantum affine torus. Therefore, by Theorem 3.19, spec(0)(BD) is homeomorphic to

spec(Z(OQ(D)((K×)N))). This latter set has already been calculated in Lemma 3.9.

Recall that for k, ` ∈ ZN , we set

σ(k, `) =
n∏

i,j=1

(Q(D)[i, j])ki`j

= q
Pn
i,j=1(M(D)[i,j])ki`j .

Then Z(OQ(D)((K×)N)) = K[tk | k ∈ S], where S = {k | σ(k, `) = 1,∀ ` ∈ ZN}.
Now q is not a root of unity, so q

Pn
i,j=1(M(D)[i,j])ki`j = 1 for all ` ∈ ZN if and only

if for all j = 1, . . . , N ,
∑N

i=1(M(D)[i, j])ki = 0. In other words, S (considered as a

Z-module) has a basis consisting of those k ∈ ZN that are in ker(M(D)). Tracing

back through the homeomorphisms, we see that the dimension of specJ(A) is equal

to dim(ker(M(D))), as desired.

5.3 Pipe dreams

For two permuations σ, σ′ ∈ Sp, let us set σ ≤ σ′ if the following condition holds

for each j ∈ [p]: If we write σ([j]) = {a1, . . . , aj} (ordered so that ai < ai+1) and

σ′([j]) = {a′1, . . . , a′j} (ordered so that a′i < a′i+1), then ai ≤ a′i for every i ∈ [j].

This partial ordering is called the (reverse) Bruhat order on Sp. Launois [29]

proved that, in the case q is transcendental over Q, the partially ordered set (or-

dered by inclusion) of H-strata of Oq(Mm,n(K)) is isomorphic to the sub-poset S of

permutations where

S = {σ ∈ Sm+n | −n ≤ σ(i)− i ≤ m,∀ i ∈ [m+ n]}.

Let us call a permutation in S restricted (cf. Definition 5.5).

Launois achieved part of this result by proving that the number of m×n Cauchon

diagrams is equal to the poly-Bernoulli number B−nm [25], where

B−mn =

min(m,n)∑
k=0

(k!)2

{
n+ 1

k + 1

}{
m+ 1

k + 1

}
.
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The generating function for B−nm (and hence Cauchon diagrams) has been derived and

we record it here for future use.

Theorem 5.4 (Kaneko [25]). Let C(m,n) be the number of m×n Cauchon diagrams.

Set C(m, 0) = C(0, n) = C(0, 0) := 1 for all m,n ≥ 1. If

C(x, y) =
∑
m,n≥0

C(m,n)
xm

m!

yn

n!
,

then

C(x, y) =
ex+y

ex + ey − ex+y
.

A direct connection between Cauchon diagrams and restricted permutations re-

mained unclear until the work of Postnikov [38] was noticed. He pointed out that

one may apply the so-called pipe-dreams construction of Fomin and Kirillov [13] to

L/Cauchon diagrams. This method allows the removal of the condition that q tran-

scendental over Q. The remainder of this section describes this construction.

Let D be a diagram (either Cauchon or non-Cauchon). Place a “directed hy-

perbola” on every white square, and a “directed cross” on every black square. See

Figure 5.2. We will omit the arrowheads when drawing a picture of pipe dreams on a

diagram.

(a) (b)

Figure 5.2: (a) a “directed hyperbola” placed on a white square, (b) a “directed cross”
placed on a black square.

If D is a diagram with pipes placed as explained above, then label the bottom

and right sides of the columns and rows respectively by distinct elements of [n+m],
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and label the top and left sides of the columns and rows respectively also by distinct

elements of [n+m]. This defines a permutation σ ∈ Sn+m obtained by sending label

i (on the bottom or right side of D) to the label σ(i), where σ(i) is the label on the

left or top side of D that one reaches by following the pipe starting at i. It should

be clarified that pipes always travel straight through a black square (i.e., they do not

turn at the intersection point of the cross). Notice that σ−1 is obtained simply by

reversing this process.

Definition 5.5. Let D be an m × n diagram. The standard labelling of D is as

follows. Starting from the left, label the bottom side of each column by the numbers

{1, 2, . . . , n}, and the top side of each column by {m+ 1,m+ 2, . . . ,m+n}. Starting

from the bottom, label the left side of each row by {1, 2, . . .m} and the right side of

each row by {n+ 1, n+ 2, . . . n+m}.

The permutation obtained from the standard labelling is, in fact, exactly the

restricted permutation in the sense of Launois’ results.

Example 5.6. Figure 5.3 gives an example of a 3×4 diagram with both pipes laid on

it, and the standard labelling. This example gives rise to the restricted permutation

(2 3 5 4)(6 7) ∈ S3+4.

1 2 3 4
5

6

7

1

2

3
4 5 6 7

Figure 5.3: An example of the standard labelling of a diagram
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Under the standard labelling of the sides of the collection of all m × n diagrams

(i.e., not necessarily Cauchon diagrams), the map from the collection of all diagrams

to the permutations arising from diagrams with this fixed labelling is not, in general,

injective. For example, the diagrams and both give the restricted permutation

(2 3). On the other hand, as a consequence of Launois’ results [29], the map is

bijective if one restricts attention only to the m× n Cauchon diagrams.

Definition 5.7. Let D be an m × n diagram. The toric labelling of D is defined as

follows. Starting from the left, label both the bottom and top sides of each column

by the numbers {m+ 1,m+ 2, . . . ,m+ n}. Starting from the bottom, label both the

left and right sides of each row by {1, 2, . . .m}.
We call the permutation obtained from this labelling the toric permutation of D.

Since the labels on opposite sides of each row and column match, one may think

of the diagram as a torus and each cycle in the disjoint-cycle decomposition of this

permutation is found by following the pipes around the torus.

Example 5.8. Figure 5.4 gives an example of the toric labelling on a diagram D,

from which one obtains the toric permutation (1 4)(2 7)(3 6 5).

1

2
3

4 5 6 7

1

2

3
4 5 6 7

Figure 5.4: An example of the toric labelling of a diagram

Definition 5.9. Let ω be the (restricted) permutation obtained by pipe-dreams from
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the standard-labelling on the all-black diagram. Thus ω can be described by

ω(i) =

{
m+ i if 1 ≤ i ≤ n,

i− n if n+ 1 ≤ i ≤ n+m.

The following proposition follows immediately from the definitions of the permu-

tations involved.

Proposition 5.10. For D an m× n diagram, σ the restricted permutation of D and

τ the toric permutation of D, we have τ = σω−1.

For any permutation δ, denote the corresponding permutation matrix by Pδ.

Lemma 5.11. If D is a diagram and τ = σω−1 is the toric permutation of D (where

σ is the restricted permutation of D), then v ∈ ker(Pω+Pσ) if and only if vb = −vτ(b)

for every label b.

Proof. Consider the pipe in D corresponding to the cycle in τ containing b and τ(b).

Now v ∈ ker(Pω + Pσ) if and only if for all a we have vω(a) + vσ(a) = 0. Taking

a = ω−1(b) we obtain vb = −vτ(b) as desired.

Given a permutation σ, recall that σ is said to be even if `(σ) is even, and odd if

`(σ) is odd, where `(σ) is the length function as described in Definition 3.13. While it

may be confusing, note that a cycle is odd if and only if it permutes an even number

of elements. For example, any transposition is odd.

Lemma 5.12. Let D be an m × n diagram and consider the toric permutation τ =

σω−1, where σ is the restricted permutation of D. The dimension of ker(Pω + Pσ) is

the number of odd cycles in the disjoint-cycle decomposition of τ .

Proof. Let γ1, . . . , γ` be the set of odd cycles in the disjoint cycle decomposition of

σω−1. Given the odd cycle γ = (a1 a2 . . . a2k) define the vector vγ ∈ Zm+n by

vγb =


1 if b = ai and i is odd,

−1 if b = ai and i is even,

0 otherwise.
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We claim that the set B = {vγi | i ∈ [`]} forms a basis for ker(Pω+Pσ). Since the odd

cycles are mutually disjoint, it is clear that the members of B form an independent

set in the module Zm+n.

Suppose that v ∈ ker(Pω + Pσ). By Lemma 5.11, we know that if b is in an even

cycle of τ , then vb = 0. Moreover, the values of the entries corresponding to an odd

cycle agree up to multiplication by −1. Thus we see that v can be written as a linear

combination of elements of B.

5.4 The Isomorphism

This section is devoted to proving Theorem 5.15, which describes the kernel of M(D)

for any diagram D using toric permutations. Thereafter we obtain the main result

of this Chapter, Corollary 5.18, which says that the dimension of an H-stratum is

exactly equal to the number of odd cycles in the toric permutation.

Notation 5.13. Fix an m× n diagram D with N white squares labelled by distinct

elements of the set [N ]. Let τ = σω−1 be the toric permutation of D. Let w be in

the column space of M(D) and v in the column space of Pω + Pσ. We refer to the

entries of w by wj for j ∈ [N ] and the entries of v by va where a ∈ [m+ n].

1. Since, in the toric labelling, each side of a row or column is given the same label,

we may unambiguously refer to a row or column by this label.

2. Given a diagram D with the toric labelling and a white square i of D, let left(i)

and up(i) be, respectively, the labels of the rows or columns reached by following

the bottom and top pipes of the hyperbola pipe placed on i.

3. For S ⊆ [N ], let wS =
∑

j∈S wj.

4. For a given white square i let A(i), R(i), B(i) and L(i) be the sets of white

squares that are, respectively, strictly above, strictly to the right, strictly below

and strictly to the left of square i.
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1 2 3

4 5

6 7 8

9 101

2

3

4

5 6 7 8

Figure 5.5: The diagram used in Example 5.14

Example 5.14. Consider the diagram in Figure 5.5. For this example, we have

labelled the white squares in a regular font, and the row and column labels in bold

font. We have, for example, left(7) = 4 and up(7) = 7, while left(8) = 7 and

up(8) = 6. On the other hand A(5) = {2}, R(5) = ∅, B(5) = {6, 9} and L(5) = {4}.

Before proving the main theorem of this section, we note that by the definition of

M(D) we have w ∈ ker(M(D)) if and only if for every white square i,

wA(i) + wL(i) = wB(i) + wR(i).

Theorem 5.15. If D is a diagram and σ is the restricted permutation obtained from

D, then

ker(Pω + Pσ) ' ker(M(D)).

Proof. We place the toric labelling on D. Suppose that D has N white squares

labelled 1, 2, . . . , N . The theorem is proved once we exhibit injective functions φ :

ker(Pω + Pσ)→ ker(M(D)) and ψ : ker(M(D))→ ker(Pω + Pσ).

Given v ∈ ker(Pω + Pσ), we take w := φ(v) to be the vector whose entries are

defined by wi = vleft(i)− vup(i). To show w ∈ ker(M(D)) we need only check that for

all white squares i the relation wA(i) + wL(i) −wB(i) −wR(i) = 0 holds.

Notice that if S = {s1, s2, . . . , sk} is any block of consecutive white squares in

the same row (where s1 is the left-most white square, and sk is the right-most), then
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we have wS = vleft(s1) − vup(sk). Similarly, if S = {s1, s2, . . . , sk} is any block of

consecutive white squares in the same column (where s1 is the bottom-most white

square, and sk is the top-most white square), then wS = vleft(s1) − vup(sk).

Fix a white square i. For the sake of brevity, we assume that A(i), L(i), B(i) and

R(i) are all non-empty, but otherwise an argument similar to what follows can be

used. Suppose that the label of the row containing i is r and the label of the column

containing i is c. Let sr,1 be the left-most white square in row r, sr,k the right-most

white square in row r, sc,1 the bottom-most white square in column c and sc,` the

top-most white square in column c. We have

wA(i) + wL(i) −wB(i) −wR(i) = (vup(i) − vup(sc,`)) + (vleft(sr,1) − vleft(i))

−(vleft(sc,1) − vleft(i))− (vup(i) − vup(sr,k))

= (vleft(sr,1) + vup(sr,k))− (vup(sc,1) + vleft(sc,`))

= (vr + vτ(r))− (vc + vτ(c))

= 0,

where the last equality follows by Lemma 5.11.

Now define ψ : ker(M(D)) → ker(Pω + Pσ) as follows. Let w ∈ ker(M(D)) and

write v = ψ(w). If a is a column we take va to be the sum of all white squares in

column a, but if a is a row, then we take va to be the negative of the sum of all white

squares in row a. By Lemma 5.11, we want to show that for all labels a,

va + vτ(a) = 0. (5.1)

Fix a label a and let (s1, s2, . . . , sk) be the sequence of white squares used in the

pipe from a to τ(a). We assume that a is a column as the case in which a is a row is

argued similarly. We first prove by induction that, for every i = 1, . . . , k,

va = ws1 + wA(s1) (5.2)

= (−1)i+1wsi + wA(si) −wB(si). (5.3)

If i = 1, then Equation (5.3) is trivially true since B(si) = ∅. So suppose that it is

true for all values less than i > 1. There are two cases to consider. If i is even, then
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si is the first white square to the left of si−1. Note that wR(si) = wR(si−1) + wsi−1
and

wL(si−1) = wL(si) + wsi . Since w ∈ ker(M(D)) we have the two equations

wA(si−1) + wL(si) + wsi −wB(si−1) −wR(si−1) = 0,

and

wA(si) + wL(si) −wB(si) −wR(si−1) −wsi−1
= 0.

Subtracting the second equation from the first we obtain

wsi−1
+ wA(si−1) −wB(si−1) = −wsi + wA(si) −wB(si). (5.4)

But since i−1 is odd, the left hand side of (5.4) is equal, by induction, to ws1 +wA(s1)

and thus (5.4) implies (5.3) for the case that i is even.

Now for i odd, si is the first white square above si−1. It is easy to check that we

have the two equations

wA(si−1) = wA(si) + wsi

and

wB(si) = wB(si−1) + wsi−1
.

By induction we obtain

ws1 + wA(s1) = −wsi−1
+ wA(si−1) −wB(si−1)

= −wsi−1
+ wA(si) + wsi − (wB(si) −wsi−1

)

= wsi + wA(si) −wB(si).

This finishes the proof of Equation (5.3).

Now we verify Equation (5.1). If k is even, then τ(a) is a column and so A(sk) = ∅.
By (5.3),

va = ws1 + wA(s1)

= −wsk + wA(sk) −wB(sk)

= −wsk −wB(sk)

= −vτ(a).
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On the other hand, if k is odd, then τ(a) is a row and so L(sk) = ∅. Since w ∈
ker(M(D)), we must have wA(sk) −wB(sk) = wR(sk). Hence

va = ws1 + wA(s1)

= wsk + wA(sk) −wB(sk)

= wsk + wR(sk)

= −vτ(a).

The final step is to prove that the functions φ and ψ are injective. First, suppose

that ψ(w) = 0 with w 6= 0. There must, therefore, exist a white square i (with i

minimum) such that wi 6= 0 but wA(i) = 0 and wL(i) = 0. Since w ∈ ker(M(D))

we have wB(i) + wR(i) = 0. On the other hand, since ψ(w) = 0 we have, by the

construction of ψ(w), that wB(i) + wi = 0 and 0 = wR(i) + wi = −wB(i) + wi. Thus

we must have wi = 0, contradicting the choice of i. Therefore ψ is injective.

To show that φ is injective we show that ψ(φ(v)) = −2v for every v ∈ ker(Pω+Pσ).

First, if a is a row then ψ(φ(v))a = −(va−vτ(a)). On the other hand, by Lemma 5.11,

we know that vτ(a) = −va and thus ψ(φ(v))a = −2va. A similar argument shows

that if a is a column then ψ(φ(v))a = −2va. Hence φ is injective.

Corollary 5.16. For a Cauchon diagram D, the dimension of the H-stratum corre-

sponding to D is equal to the number of odd cycles in the disjoint cycle decomposition

of the toric permutation of D.

Proof. This follows immediately from Theorems 5.3 and 5.15.

Example 5.17. We return to the diagram in Figure 5.5. The toric permutation of

this diagram is τ = σω−1 = (1 4 8 7 2 6)(3 5). By Lemma 5.12 we can find a basis for

ker(Pσ + Pω), namely, v1 = (1, 1, 0,−1, 0,−1,−1, 1) and v2 = (0, 0, 1, 0,−1, 0, 0, 0).

Under the map φ defined in the proof of Theorem 5.15, we have

φ(v1) = (−1, 1,−2, 1,−1, 2, 0, 0, 0, 2)

and

φ(v2) = (1,−1, 0, 1, 1, 0, 0, 0, 0, 0).
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In Figure 5.17 we have twice redrawn the diagram from Figure 5.5. In each drawing

we have replaced the row and column labels by the corresponding entry in vi, and

the white square labels by the corresponding entry in φ(vi).

1

-1

0

1

1

-1

-10

-1

-11

1 -2

2

2

0 0

0

v1

0

0

-11

1

0 0

0

v2

0

1

-1

0

0 0

1

0

0

0

As an application of Corollary 5.16 we provide an elementary proof of a result of

Launois and Lenagan [31]. They calculated the dimension of the H-stratum corre-

sponding to an all-white diagram, i.e., the H-stratum of spec(Oq(Mm,n(K))) corre-

sponding to the H-prime (0). Their condition gives an arithmetic criterion to decide

when Oq(Mm,n(K)) is a primitive ring. Let ν2(k) be the 2-valuation of a positive

integer k. That is, ν2(k) is the largest integer α such that 2α|k.

Corollary 5.18. For positive integers m and n, the dimension d of the H-stratum

corresponding to (0) is

d =

{
0 if ν2(m) 6= ν2(n),

gcd(m,n) otherwise.

Proof. Let D be the all-white m × n diagram. Observe that, for m = n, the toric

permutation always consists of transpositions of the form (k n+ k) with 1 ≤ k ≤ n.

In particular, notice that every cycle has exactly one row and one column label and

that there are exactly m cycles.
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Now suppose we are in the general case, i.e., possibly m 6= n. Let c(D) be the

number of cycles in the toric permutation of D. Let us suppose we adjoin an m×m
all white square diagram D′ to the right side of D to obtain an m× (n+m) all white

diagram D′′. Notice that the equation c(D′′) = c(D) follows immediately from the

above observation about square all-white diagrams: any pipe that contains label k in

D will enter row k in D′′ and then use the label k in D′′ without using any other row

labels.

Thus we can peel off m×m subdiagrams from D. If m|n, then we end at an m×m
square subdiagram of D and we stop. Otherwise, we end up with an m× n′ diagram

with 1 ≤ n′ < m. We can then peel off n′ × n′ subdiagrams and so forth. Eventually,

we must end at some square subdiagram. In fact notice that this is the largest square

subdiagram that partitions D. The number of cycles in this final square subdiagram

(which by the above observation is its size) is equal to c(D). In fact this procedure

is really just the Euclidean algorithm in a thin disguise! Hence the number of cycles

c(D) in D is the greatest common divisor of m and n.

Now since D is invariant under horizontal and vertical rotations, we see that all

cycles must have the same length as the cycle containing 1. In other words, each cycle

inD has the same length and by the above paragraph, this length is (m+n)/ gcd(m,n).

If ν2(m) = ν2(n), then for some nonnegative integer α we can write m = 2αm′ and

n = 2αn′ where m′ and n′ are odd. Notice that

m+ n

gcd(m,n)
=

m′ + n′

gcd(m′, n′)
.

Since gcd(m′, n′) is odd while m′+n′ is even it follows that (m+n)/ gcd(m,n) is even.

By a similar argument, if ν2(m) 6= ν2(n), then (m + n)/ gcd(m,n) can be reduced to

an odd number divided by an odd number, and thus is odd. The statement of the

result then follows by Corollary 5.18.
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5.5 Enumeration of H-strata

In this section we give enumeration formulae for the total number of m× n H-strata

of any given dimension. First suppose that we have an m×n diagram D such that the

disjoint cycle decomposition of the toric permutation τ consists of exactly one cycle.

Notice that there exists some k ≥ 1 such that we can write τ = (R1, C1, R2, . . . , Rk, Ck)

where the Ri form a partition of [m] and each Ri is written in increasing order, while

the Ci form a partition of m + [n] and each Ci is written in decreasing order. On

the other hand, by Lemma 5.10 and the work of Launois [29], there exists a unique

Cauchon diagram (and hence H-stratum) for every such permutation. Without loss

of generality we always assume that 1 ∈ R1. Recall that the Stirling number of the

second kind
{
n
k

}
counts the number of partitions of an n-set into k non-empty parts.

Thus the number dm,n of m×n diagrams whose toric permutation τ consists of exactly

one cycle is exactly

dm,n =

min(m,n)∑
k=1

k!(k − 1)!

{
m

k

}{
n

k

}
.

If we let D(x, y) :=
∑

m,n≥1 dm,n
xm

m!
yn

n!
be the exponential generating function of

dm,n, then a direct application of the well-known exponential formula [39, 43] yields

that the exponential generating function C(x, y) of toric permutations (and hence of

Cauchon diagrams) satisfies

C(x, y) = exp(x+ y) exp(D(x, y)), (5.5)

where the extra exp(x + y) is the exponential generating function for the all-black

diagrams (i.e., the identity toric permutation).

We may refine D(x, y) further by noting that

De(x, y) =
1

2
(D(x, y)−D(−x,−y))

is the generating function for the even toric cycles, while

Do(x, y) =
1

2
(D(x, y) +D(−x,−y))

is the generating function for the odd toric cycles.
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Therefore, if C(x, y, t) is the generating function where the coefficient of xn

n!
ym

m!
tk is

the number of m× n Cauchon diagrams with k odd cycles in the toric permutation,

then

C(x, y, t) = exp(x+ y +De(x, y) + tDo(x, y))

= exp(x+ y) exp(D(x, y))
t+1

2 exp(D(−x,−y))
t−1

2 . (5.6)

On the other hand, by Theorem 5.4,

C(x, y) =
ex+y

ex + ey − ex+y
. (5.7)

Theorem 5.19. If h(m,n, d) is the number of m× n Cauchon diagrams whose toric

permutation has d odd cycles, then C(x, y, t) =
∑

m,n,d h(m,n, d)td x
m

m!
yn

n!
satisfies

C(x, y, t) = (e−y + e−x − 1)
−1−t

2 (ex + ey − 1)
1−t

2 . (5.8)

Proof. Comparing Equations 5.5 and 5.7 we see that

exp(D(x, y)) = (ex + ey − ex+y)−1

= e−x−y(e−y + e−x − 1)−1.

Substituting the latter equality into Equation 5.6 leads to Equation 5.9, as desired.

Corollaries 5.16 and 5.19 immediately give the next result.

Corollary 5.20. If h(m,n, d) is the number of d-dimensional H-strata in the prime

spectrum of Oq(Mm,n(K)), then C(x, y, t) =
∑

m,n,d h(m,n, d)td x
m

m!
yn

n!
satisfies

C(x, y, t) = (e−y + e−x − 1)
−1−t

2 (ex + ey − 1)
1−t

2 . (5.9)

Bell, Launois & Nguyen [4] and Bell, Launois & Lutley [3] have given exact formula

for the number of 2×n and 3×n primitive H-primes respectively. Furthermore, Bell

and Launois [2] conjectured the following.
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Conjecture 5.21. Let m be a natural number. Recall that h(m,n, d) is the number

of d-dimensional H-strata in Oq(Mm,n(K)), while C(m,n) is the total number of H-

strata in Oq(Mm,n(K)). For all 1 ≤ d ≤ m,

lim
n→∞

h(m,n, d)

C(m,n)
→ 21−δd,0

(
2m

m+ d

)
4−m.

We are now in a position to show that this conjecture is true for d = 0 while, for

d > 0, it is not true in general. Fortunately, we are able to give the correct value of

the limit (Corollary 5.23) for all m and d. Let us first give the following result. We

note that the first part of the following theorem is a generalization of Conjecture 2.9

in [4] (where it is conjectured in the case d = 0).

Theorem 5.22. If m,n > 0 and d ≥ 0 are integers, then for all integers k ∈ {1 −
m. . .m+ 1} there exist rational numbers ck(m, d) such that the number h(m,n, d) of

m× n d-dimensional H-strata in the prime spectrum of Oq(Mm,n(K)) is given by

h(m,n, d) =
m+1∑

k=1−m

ck(m, d)kn.

Moreover, if a(d) = [td](t+ 1)(t+ 3) · · · (t+ 2m− 1), then

cm+1(m, d) = 2−ma(d).

Proof. Before we begin, the reader may wish to review Proposition 2.10 and Conven-

tions 2.8. Note that we have

(ex + ey − 1)
1−t

2 = (1 + ex − 1 + ey − 1)
1−t

2

=
∑
k≥0

(
1
2
(1− t)
k

)
(ex − 1 + ey − 1)k

=
∑
k≥0

(
1
2
(1− t)
k

) k∑
`=0

(
k

`

)
(ex − 1)`(ey − 1)k−`

=
∑
k≥0

(
1
2
(1− t)
k

) k∑
`=0

k!

(
∞∑
m=`

{
m

`

}
xm

m!

)(
∞∑

n=k−`

{
n

k − `

}
yn

n!

)

=
∑
k≥0

k∑
`=0

∞∑
m=`

∞∑
n=k−`

(
1

2
(1− t)

)
k

{
m

`

}{
n

k − `

}
xm

m!

yn

n!
.
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Thus if we set f(m,n) =
[
xm

m!
yn

n!

]
(ex + ey − 1)

1−t
2 , then

f(m,n) =
m∑
`=0

n+∑̀
k=`

(
1

2
(1− t)

)
k

{
m

`

}{
n

k − `

}
=

m∑
`=0

n∑
k=0

(
1

2
(1− t)

)
`+k

{
m

`

}{
n

k

}
=

m∑
`=0

n∑
k=0

(
1

2
(1− t)

)
`

(
1

2
(1− t)− `

)
k

{
m

`

}{
n

k

}
=

m∑
`=0

(
1

2
(1− t)

)
`

{
m

`

} n∑
k=0

(
1

2
(1− t)− `

)
k

{
n

k

}
=

m∑
`=0

(
1

2
(1− t)

)
`

{
m

`

}(
1

2
(1− t)− `

)n
.

Similarly, if we set g(m,n) =
[
xm

m!
yn

n!

]
(e−x + e−y − 1)

−1−t
2 , then

g(m,n) =
m∑
`=0

(
−1

2
(1 + t)

)
`

{
m

`

}
(−1)m+n

(
−1

2
(1 + t)− `

)n
.
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Hence[
xm

m!

yn

n!

]
C(x, y, t) =

m∑
m′=0

n∑
n′=0

(
m

m′

)(
n

n′

) m′∑
`1=0

(
1

2
(1− t)

)
`1

{
m′

`1

}(
1

2
(1− t)− `1

)n′

·
m−m′∑
`2=0

(
−1

2
(1 + t)

)
`2

{
m−m′

`2

}
(−1)m−m

′+n−n′

·
(
−1

2
(1 + t)− `2

)n−n′
=

m∑
m′=0

m′∑
`1=0

m−m′∑
`2=0

(
m

m′

){
m′

`1

}{
m−m′

`2

}
(−1)m−m

′
(

1

2
(1− t)

)
`1

·
(
−1

2
(1 + t)

)
`2

n∑
n′=0

(
n

n′

)(
1

2
(1− t)− `1

)n′

·
(

1

2
(1 + t) + `2

)n−n′
=

m∑
m′=0

m′∑
`1=0

m−m′∑
`2=0

(
m

m′

){
m′

`1

}{
m−m′

`2

}
(−1)m−m

′

·
(

1

2
(1− t)

)
`1

(
−1

2
(1 + t)

)
`2

·
(

1

2
(1− t)− `1 +

1

2
(1 + t) + `2

)n
=

m∑
m′=0

m′∑
`1=0

m−m′∑
`2=0

(
m

m′

){
m′

`1

}{
m−m′

`2

}
(−1)m−m

′

·
(

1

2
(1− t)

)
`1

(
−1

2
(1 + t)

)
`2

(1− `1 + `2)n. (5.10)

Note that within the indices of summation we have the bounds 0 ≤ `1 ≤ m and

0 ≤ `2 ≤ m and so 1 − m ≤ 1 − `1 + `2 ≤ 1 + m. Therefore, since h(m,n, d) =

[td]
[
xm

m!
yn

n!

]
C(x, y, t), the first conclusion in the theorem statement follows from 5.10.

Now notice that 1− `1 + `2 = 1 + m if and only if m′ = 0 (and thus `1 = 0) and
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`2 = m. Therefore,

cm+1(m, d) = [td](−1)m
(
−1

2
(1 + t)

)
m

= (−1)m
(
−1

2

)m
[td](t+ 1)(t+ 3) · · · (t+ 2m− 1)

= 2−m[td](t+ 1)(t+ 3) · · · (t+ 2m− 1).

Formula 5.10 arrived at the in the proof of Theorem 5.22 is amenable to compu-

tation in Maple. For posterity we give some examples. Note that h(2, n, 0) appears

in [4], while h(3, n, 0) appears in [3].

(m, d) h(m, n, d)

(2, 0) 3
43n − 1

22n + 1
2 −

1
4(−1)n

(2, 1) 3n − 1
22n

(2, 2) 1
43n − 1

2 + 1
4(−1)n

(3, 0) 15
8 4n − 9

4 3n + 13
8 2n − 3

4 (−1)n + 3
8 (−2)n

(3, 3) 1
84n − 3

82n − 1
8(−2)n

(4, 0) 105
16 5n − 45

4 4n + 93n − 11
4 2n − 5

8 − (−1)n (−2)n 15
16 (−3)n

(4, 4) 1
165n − 1

43n + 3
8 −

1
4(−1)n + 1

16(−3)n

(5, 0) 945
32 6n − 525

8 5n + 2025
32 4n − (30)3n + 23

162n + 225
32 (−2)n − 75

8 (−3)n + 105
32 (−4)n

Corollary 5.23. Fix a positive integer m and let a(d) = [td](t+1)(t+3) · · · (t+2m−1).

The proportion of d-dimensional H-strata in Oq(Mm,n) tends to a(d)/(m!2m) as n→
∞.

Proof. Note that for fixed m, it is easily seen from Equation 2.1 that the Stirling

number of the second kind satisfies
{
n
m

}
∼ mn/m! as n → ∞. From this we deduce

that for k < m,
{
n
k

}
/
{
n
m

}
→ 0 as n → ∞. Now recall that, for n ≥ m, the total

number of H-primes is the poly-Bernoulli number

B−mn =
m∑
k=0

(k!)2

{
n+ 1

k + 1

}{
m+ 1

k + 1

}
.
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Thus as n→∞,

B−mn ∼ (m!)2

{
n+ 1

m+ 1

}
∼ (m!)(m+ 1)n.

Therefore, by Theorem 5.22, we have

lim
n→∞

# d-dimensional H-strata in Oq(Mm,n)

#-H-strata in Oq(Mm,n)
=

a(d)

m!2m
.

Note that for (m, d) = (3, 1), Corollary 5.23 gives the asymptotic proportion as

23/48, while Conjecture 5.21 gives the value 15/32, thus refuting the conjecture for

d > 0.

5.6 Open Question

While the question of how to determine the dimension of an H-stratum seems to

be settled, there are still some intriguing open problems. For example, a more so-

phisticated analysis of the statistics of toric permutations would be of interest. In

particular, what is

lim
n→∞

# d-dimensional H-primes in Oq(Mn,n(K))

# H-primes in Oq(Mn,n(K))
?

We believe that for d = 0 the limit should be zero.



Chapter 6

A Generalization of Theorem 5.15

6.1 Introduction

The purpose of this chapter is to give a recently obtained generalization (Theo-

rem 6.11) of Theorem 5.15 in the context of quantized enveloping algebras of simple Lie

algebras. The proof of this joint work with Jason Bell and Stéphane Launois [5, 30].

While we do not present any direct applications here, it is an ongoing project to apply

this theorem to obtain new enumeration formulae for various quantum algebras. The

details will be presented in a forthcoming paper.

For this chapter, it may be helpful (although not strictly necessary) if the reader

is familiar with the elementary theory of Lie algebras. In particular, it would be

most beneficial if the reader is practiced with calculations in root systems and their

associated Weyl groups. In any case, we begin by giving a quick review of these

concepts. See the book by Humphreys [24] for a good exposition of the theory. We

then quickly define the quantized enveloping algebra, and a subclass of these algebras

which will be of interest. Finally, we prove the generalization in the final two sections.

6.2 Root Systems

Let Ed be Euclidean d-space, i.e., the vector space Rd equipped with the standard

inner product 〈· | ·〉.

81
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Definition 6.1. Let Φ be a finite set of vectors (which we’ll call roots) in Ed. We

call Φ a root system if it satisfies the following properties:

1. span(Φ) = Ed;

2. If α ∈ Φ then kα ∈ Φ if and only if k = ±1;

3. For any roots α, β ∈ Φ, the reflection sα(β) of β through the hyperplane per-

pendicular to α is in Φ. In other words,

sα(β) = β − 2〈α | β〉
〈α | α〉

α ∈ Φ;

4. For any α, β ∈ Φ,
2〈α | β〉
〈α | α〉

∈ Z.

Next we collect some elementary and well-known data about root systems.

Definitions and Facts 6.2. Suppose that Φ is a root system of Ed.

1. The group consisting of the reflections through hyperplanes perpendicular to

a root is the Weyl group of Φ. Note that these reflections are isometries, i.e.,

〈α | α′〉 = 〈s(α) | s(α′)〉 for all roots α and α′ and reflections s.

2. A root system Φ is irreducible if there does not exist a partition of Φ into two

sets such that their span are mutually orthogonal subspaces of Ed.

3. Let Φ+ be a subset of Φ that is closed under addition and such that α ∈ Φ+

if and only if −α 6∈ Φ+. Such a subset (which always exists, but is usually not

unique) is called a set of positive roots of Φ. The compliment Φ \Φ+ = Φ− is

a set of negative roots.

4. Given a set Φ+ of positive roots, we call α ∈ Φ+ simple if it cannot be written

as a linear combination of at least two elements in Φ+. The simple roots form a

basis of Ed such that every element of Φ+ can be written as a linear combination

of simple roots with positive coefficients, and every element of Φ− can be written

as a linear combination of simple roots with negative coefficients.
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5. Given a set of simple roots {α1, . . . , αd} of Φ+, the Cartan matrix C is defined

by

C[i, j] :=
2〈αi | αj〉
〈αi | αi〉

.

It is known that the Cartan matrix always satisfies ci,jcj,i = 0, 1, 2 or 3 for all

i 6= j.

6. If α ∈ Φ, then the coroot α∨ is the element

α∨ =
2

〈α | α〉
α.

7. The root lattice of a set {α1, . . . , αd} of simple roots is

Q =
d⊕
i=1

Zαi.

It is known that to any simple Lie algebra there corresponds an irreducible root

system. The rather strict conditions in Definition 6.1 allows the complete classification

of irreducible root systems (and thus simple Lie algebras) into eight types: An (n ≥ 1);

Bn (n ≥ 2); Cn (n ≥ 3); Dn (n ≥ 4); E6; E7; E8; F4 and G2.

Remark 6.3. Given a set of simple roots {α1, . . . , αd} of a root system, let si denote

the reflection map that corresponds to αi. The Weyl group W can be presented as

W = 〈s1, . . . , sd | s2
i = (sisj)

mij = 1, i 6= j〉,

where mij = 2, 3, 4 or 6, (i 6= j) according to the respective value of ci,jcj,i = 0, 1, 2 or

3. We call the generators in this presentation simple reflections.

The length of a word w ∈ W is the minimum number `(w) such that we can

write w = si1 · · · si`(w)
as a product of simple reflections. It is known that this is a

well-defined notion, and that in W there is a unique longest element whose length is

the number of positive roots.

Fix a set {α1, . . . , αd} of simple roots. The fundamental weights are defined to be

those elements {ω1, . . . , ωd} in the dual space of Q defined by

〈ωj | α∨i 〉 = δi,j.
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The weight lattice is

P =
d⊕
i=1

Zωi.

It is known that for every αj, we may write

αj =
∑
i

ci,jωi.

Thus P ⊆ Q.

6.3 The Quantized Enveloping Algebra

For this section, we’ll need a notion of q-factorials and q-binomial coefficients. For an

integer n and nonzero q 6= ±1, define

[n]q =
qn − q−n

q − q−1
.

The q-factorial is

[n]q! = [n]q[n− 1]q · · · [1]q.

For a nonnegative integer k, the q-binomial coefficient is[
n

k

]
q

=
[n]q!

[k]q![n− k]q!
.

Let us fix a complex simple Lie algebra g, with simple roots {α1, . . . , αd}, Weyl

algebra W , and Cartan matrix C, where we let C[i, j] := ci,j. Let K be a field of

charateristic zero and take q ∈ K∗. For each 1 ∈ [d], let di := 1
2
〈αi, αi〉 and set

qi = qdi .

We assume, in addition, that qi 6= ±1 for any i ∈ [d].

Definition 6.4. Fix a set of simple roots {α1, . . . , αn} of a simple Lie algebra g. In

the following, Xi := Xαi for X = E,F or K. The quantized enveloping algebra Uq(g)

is the K-algebra with generators E1, . . . , En, F1, . . . , Fn, K
±
1 1, . . . , K±1

n which satisfy

the following relations for all i, j:
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1. KiEjK
−1
i = q

ci,j
i Ej and KiFjK

−1
i = q

−ci,j
i Fj;

2. KiKj = KjKi;

3.

EiFj − FjEi = δi,j
Ki −K−1

i

qi − q−1
i

;

4. (The quantized Serre relations) For i 6= j,

1−ci,j∑
l=0

(−1)l
[
1− ci,j

l

]
qi

E
1−ci,j−l
i EjE

l
i = 0

and
1−ci,j∑
l=0

(−1)l
[
1− ci,j

l

]
qi

F
1−ci,j−l
i FjF

l
i = 0.

Denote by U+
q (g) the subalgebra generated by the Ei.

Let

E
(k)
i :=

Ek
i

[k]qi !
and F

(k)
i :=

F k
i

[k]qi !
.

Definition 6.5. The braid group TW is the group generated by T1, . . . , Td that satisfy

the same relations as in the presentation of W in Remark 6.3, except we omit the

involution relation. We set an action of TW on Uq(g) by the following rules:

Ti(Ej) =

ci,j∑
s=0

(−1)s−ci,jq−si E
(−ci,j−s)
i EjE

(s)
i (j 6= i);

Ti(Fj) =

ci,j∑
s=0

(−1)s−ci,jq−si F
(s)
i FjF

(−ci,j−s)
i (j 6= i);

Ti(Ei) = −FiK1;

Ti(Fi) = −K−1
i Ei;

Ti(Kj) = Ksi(αj),

where, for β =
∑

`m`α` ∈ Q,

Kβ :=
∏
`

Km`
` .
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We now give the definition of the algebra which is the main concern of this chapter.

Definition 6.6. Let w = si1si2 · · · sit be a reduced word in the Weyl algebra. The

algebra Uw
q (g), which we’ll write as U+(w), is the subalgebra of U+

q (g) generated by

the Eβj defined as follows. Set Eβ1 = Eα1 and for j > 1, Eβj = Ti1 · · ·Tij−1
(Eαj).

Let us define βi ∈ Q as follows. Set β1 := αi1 and for j > 1 we set

βj = si1 · · · sij−1
(αij).

Theorem 6.7 (Lusztig [35], Levendorskii-Soibelman [33]). With regards to Defini-

tion 6.6 the following hold:

1. For all j, Eβj ∈ U+
q (g). Thus U+(w) is a subalgebra of U+

q (g);

2. The algebra U+(w) does not depend on the reduced expression for w;

3. If w0 is the longest word in the Weyl group, U+(w0) = U+
q (g);

4. For all i < j,

EβiEβj − q〈βi|βj〉 =
∑

zkEk,

where Ek := Ek1
β1
· · ·Ekt

βt
, zk ∈ Q[q±1] and zk = 0 unless kr = 0 for r ≤ i and

r ≥ j;

5. The algebra U+(w) can be written as an iterated Ore extension. There is a

rational action of an algebraic torus H by automorphisms.

Mériaux, in his PhD thesis (see [37, 36]), considers the case that w = w0 is

the longest word written in a particular way (a so-called “good” ordering). In this

case, one may apply Cauchon’s deleting derivations algorithm and theH-stratification

theory to Uq(g) to obtain information about the prime spectrum. The “Cauchon

diagrams” now correspond simply to subwords of w. For this reason we will call any

subword of w a diagram.
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Example 6.8. Let g be of type An+m−1, with a corresponding set of simple roots

{α1, . . . , αn+m−1}. Arrange the roots in an m× n grid as in Figure 6.1). We let

w0 = sm(sm−1sm+1)(sm−2smsm+2) · · · (sn−1)(sn+1)sn,

which is essentially obtained by starting at the upper-left corner of the grid in Fig-

ure 6.1, and then tracing down through the consecutive anti-diagonals.

...
... ...

s s
s s
s

s s

s1

m

m-1

m-2

m

smsm-1

m+1

sm+1

m+2 m+n-1

sn...
...

Figure 6.1: Special ordering of Weyl group generators

Notice that a diagram corresponds to a subset of squares (the “black” squares).

6.4 Some Lemmas

Fix a root system Φ, a set of simple roots {α1, . . . , αn}, and the corresponding Weyl

group W generated by the simple reflections {s1, . . . , sn} where si := sαi . Let

w = si1si2 · · · sik

be any word in W .
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Notation 6.9. Throughout this section and the next, we set the following notation.

1. Fix ∆ ⊆ {i1, i2, . . . , ik} and {t1, . . . , tm} = B \∆.

2. For all j ∈ [k], we set

s∆
ij

:=

{
sij if j ∈ ∆,

id otherwise.

3. w∆ := s∆
i1
· · · s∆

ik
∈ W .

4. β∆
1 := αi1 and for j > 1,

β∆
j = s∆

i1
· · · s∆

ij−1
(αij).

Now consider the map w+w∆ : Q→ Q. Notice that there exist (possibly empty)

words w0, . . . , wm ∈ W such that

w∆ = w0w1 · · ·wm

and

w = w0sj1w1sj2w2 · · · sjmwm,

where we write j` := it` .

Notation 6.10. For w = w0sj1w1sj2w2 · · · sjmwm we fix the following notation.

1. For all 1 ≤ ` ≤ m,

u∆
` := w0sj1w1sj2 · · ·w`−2sj`−1

w`−1(sj` − id)w`w`+1 · · ·wm.

2. For all 1 ≤ ` ≤ m,

v∆
` := w0sj1w1sj2 · · ·w`−2sj`−1

w`−1(sj` + id)w`w`+1 · · ·wm.

3. We abuse notation and write, for each j`, βj` to be that βi where i is the position

of j` in the presentation of w as simple reflections. We define β∆
j`

similarly.
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Let M(w∆) be the m × m skew-symmetric matrix defined by setting the (i, `)-

entry (i < `) to be 〈βji |βj`〉. We regard M(w∆) as a map from Qm to itself. The main

result of this chapter is a generalization of Theorem 5.15 which was obtained in close

collaboration with Jason Bell and Stéphane Launois.

Theorem 6.11. For any word w in the Weyl group and any diagram w∆ of w,

ker(M(w∆)) ' ker(w + w∆).

The remainder of this section consists of some technical lemmas used in the con-

struction of the isomorphism needed to prove Theorem 6.11. We note that De Concini

and Procesi [11] have proved the special case when ∆ = ∅, i.e., w∆ = id, the identity

map.

Lemma 6.12. For ` ∈ [m] we have

w + w∆ = v∆
` −

∑
h<`

u∆
h +

∑
h>`

u∆
h .

Proof. Note that∑
h<`

u∆
h

=
∑
h<`

(
w0sj1w1 · · ·wh−1sjhwh · · ·wm − w0sj1w1 · · ·wh−2sjh−1

wh−1wh · · ·wm
)

= w0sj1 · · ·w`−2sj`−1
w`−1w` · · ·wm − w0 · · ·wm

= w0sj1 · · ·w`−2sj`−1
w`−1w` · · ·wm + w∆.

Similarly, ∑
h>`

u∆
h = w − w0sj1 · · ·w`−1sj`w`w`+1 · · ·wm.

Thus ∑
h>`

u∆
h −

∑
h<`

u∆
h

= w + w∆ − w0sj1 · · ·w`−1sj`w`w`+1 · · ·wm − w0sj1 · · ·w`−2sj`−1
w`−1w` · · ·wm

= w + w∆ − v∆
` .

The result follows.
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Let V :=
∑n

i=1 Q · ωi = P ⊗Z Q.

Lemma 6.13. If γ ∈ V , then for all ` ∈ [m] we have

u∆
` (γ) = −〈(β∆

j`
)∨|w∆(γ)〉βj`

and

〈v∆
` (γ)|βj`〉 = 0.

Proof. Recall that

u∆
` = w0sj1w1sj2 · · ·w`−2sj`−1

w`−1(sj` − id)w`w`+1 · · ·wm.

Let

γ′ = w`w`+1 · · ·wm(γ).

Notice that sj` − id has kernel spanned by {ωi | i 6= j`}. Also, notice that since

〈α∨j | γ′〉 is equal to the coefficient of ωj in γ′, we may write

γ′ = 〈α∨j` |γ
′〉ωj` + δ,

with δ in the kernel of sj` − id. Since sj` − id sends ωj` to −αj` , we see that

u∆
` (γ) = −〈α∨j` |γ

′〉w0sj1w1sj2 · · ·w`−2sj`−1
w`−1(αj`),

which is just

−〈α∨j` |γ
′〉βj` .

Since the operators sij are isometries of V and its dual space, we see that

〈α∨j` |γ
′〉

= 〈w0 · · ·w`−1(α∨j`)|w0 · · ·w`−1(γ′)〉

= 〈(β∆
j`

)∨|w0 · · ·wm(γ)〉

= 〈(β∆
j`

)∨|w∆(γ)〉.
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Thus

u∆
` (γ) := −〈(β∆

j`
)∨|w∆(γ)〉βj` .

Observe that

v∆
` (γ) ∈ w0sj1w1sj2 · · ·w`−2sj`−1

w`−1(sj` + id)(V ).

If we consider the map sj` + id : Q→ Q, then, for all k,

〈(sj` + id)(αk) | αjl〉 = 〈sjl(αk) | αjl〉+ 〈αk | αjl〉

= 〈αk | sjl(αjl)〉+ 〈αk | αjl〉

= −〈αk | αjl〉+ 〈αk | αjl〉

= 0.

In other words, (sj` + id) is simply a projection onto the orthogonal complement of

Qαj` . It follows that

v∆
` (γ) ∈ w0sj1w1sj2 · · ·w`−2sj`−1

w`−1(〈αj`〉⊥).

In particular, v∆
` (γ) is orthogonal to w0sj1w1sj2 · · ·w`−2sj`−1

w`−1(αj`) = βj` . This

completes the proof.

Let e` be the vector in Qm whose `th coordinate is 1 and all other coordinates are

zero. Now for some statement X, we let χ(X) = 1 if X is true, and 0 otherwise. As

a result of the preceding lemmas, we obtain the next result.

Corollary 6.14. For 1 ≤ ` ≤ m and γ ∈ V we have

〈(w + w∆)(γ)|βj`〉 =
∑
h6=`

(−1)χ(h>`)〈βjh|βj`〉〈(β∆
jh

)∨|w∆(γ)〉.

Proof. Recall that Lemma 6.12 gives

w + w∆ = v∆
` +

∑
h6=`

(−1)χ(h<`)u∆
h .
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We apply both sides to γ ∈ V , and then apply the operator 〈·|βj`〉. By Lemma 6.13,

this operator annihilates v∆
` (γ) and sends u∆

h (γ) to

−〈(β∆
jh

)∨|w∆(γ)〉〈βjh|βj`〉.

Thus

〈(w + w∆)(γ)|βj`〉 =
∑
h6=`

(−1)χ(h>`)〈βjh|βj`〉〈(β∆
jh

)∨|w∆(γ)〉,

as required.

We consider the map B : V → Qm defined by

B(γ) =
m∑
`=1

〈γ|βj`〉e`.

The bulk of the work needed to prove Theorem 6.11 is contained in the following

result.

Theorem 6.15. Let f : Qm ⊕ V → Qm be defined by

f(x, y) :=
(
M(w∆)

)
(x) +B(y).

The function f is surjective and a basis for the kernel is given by the elements of the

form (
m∑
h=1

〈(β∆
jh

)∨|w∆(ωj)〉eh, (w + w∆)(ωj)

)
,

for j ∈ [n].

Proof. Note that

f(eh, βjh) =
∑
6̀=h

(−1)χ(`>h)〈βj` , βjh〉e`+
m∑
`=1

〈βj` , βjh〉e` = 〈βjh , βjh〉eh+2
∑
`<h

〈βj` , βjh〉e`.

Since α 6= 0 for any α ∈ Φ, these elements span Qm as h ranges from 1 to m.

Therefore, f is onto. For this reason, we know that the dimension of the kernel of f

is n. Thus to see that the elements(
m∑
h=1

〈(β∆
jh

)∨|w∆(ωj)〉eh, (w + w∆)(ωj)

)
,
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for j = 1, 2, . . . , n, form a basis, it is enough to show that they are linearly independent

and are in the kernel. Note that by Corollary 6.14 we have that for any γ ∈ V ,

B((w + w∆)(γ)) =
m∑
`=1

(∑
h6=`

(−1)χ(h>`)〈βjh|βj`〉〈(β∆
jh

)∨|w∆(γ)〉

)
e`.

But this is just

−M(w∆)

(
m∑
h=1

〈(β∆
jh

)∨|w∆(γ)〉eh

)
,

and so these elements are indeed in the kernel.

Now for ai ∈ Q, i ∈ [n], consider the linear combination

n∑
i=1

ai

(
m∑
h=1

〈(β∆
jh

)∨|w∆(ωj)〉eh, (w + w∆)(ωj)

)

=

(
m∑
h=1

〈(β∆
jh

)∨|w∆

(
n∑
i=1

aiωj

)
〉eh, (w + w∆)

(
n∑
i=1

aiωj

))

=

(
m∑
h=1

〈(β∆
jh

)∨|w∆(γ)〉eh, (w + w∆)(γ)

)
Therefore, to check that the kernel elements in the statement of the theorem are

linearly independent, it suffices to show that if γ ∈ ker(w+w∆) and 〈(β∆
jh

)∨|w∆(γ)〉 = 0

for h ∈ [m], then γ must be zero.

Suppose that γ ∈ ker(w + w∆) satisfies

〈(β∆
jh

)∨|w∆(γ)〉 = 0

for h ∈ [m]. Equivalently,

〈w0 · · ·wh−1(α∨jh)|w0 · · ·wm(γ)〉 = 0

for h ∈ [m]. Since the wi are isometries, we see that wh · · ·wm(γ) is annihilated by

the linear functional α∨jh and hence

wh · · ·wm(γ) ∈ Span{ωi | i 6= jh} = ker(sjh − id).

In particular, sjhwh · · ·wm(γ) = wh · · ·wm(γ) for h ∈ [m].
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Claim. w(γ) = w∆(γ).

Linear independence will follow since we already know that w(γ) = −w∆(γ) by

assumption. For h ∈ [m] we let

γ∆
h = wh · · ·wm(γ)

and

γh = sjhwhsjh+1
wh+1 · · · sjmwm(γ).

We now show that for any h ∈ [m], we have γ∆
h = γh.

To this end, note that sjmwm(γ) = wm(γ), and so γm = γ∆
m. Suppose that there

exists some h such that γ∆
h 6= γh. If h is chosen to be maximal with respect to the

property γ∆
h 6= γh, then

γ∆
h = wh · · ·wm(γ)

= sjhwh · · ·wm(γ)

= sjhwh(γ
∆
h+1)

= sjhwh(γh+1)

= γh.

This is a contradiction. Thus γ∆
h = γh for 1 ≤ h ≤ m. In particular, if we take h = 1,

then we see that

w∆(γ) = w0(γ∆
1 ) = w0(γ1) = w(γ),

which proves the claim and the theorem.

6.5 Proof of Theorem 6.11

Proof of Theorem 6.11. Let Ψ : ker(w + w∆)→ ker(M(w∆)) be defined by setting

Ψ(γ) :=
m∑
h=1

〈(β∆
jh

)∨|w∆(γ)〉eh.
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Note that if γ is in the kernel of w + w∆, then Ψ(γ) is in ker(M(w∆)) by Theorem

6.15. Moreover, Ψ is surjective, since if x is in the kernel of M(w∆), then f(x, 0) must

be zero and by assumption (x, 0) is in the span of the elements(
m∑
h=1

〈(β∆
jh

)∨|w∆(ωj)〉eh, (w + w∆)(ωj)

)
,

for j = 1, 2, . . . ,m, which means that x = Ψ(γ) for some γ in the kernel of w + w∆.

We show that Ψ is injective, which will complete the proof of Theorem 6.11.

For γ ∈ ker(w + w∆) in the kernel of Ψ we have

〈(β∆
jh

)∨|w∆(γ)〉 = 0

for 1 ≤ h ≤ m. We showed that this could not occur in our proof of the linear

dependence of the kernel of the map f .

For completeness, we construct an inverse Φ to the Ψ from the previous proof.

Define Φ : Qm → V by

Φ(eh) =
1

2
(w∆)−1(βjh)

for h = 1, . . . ,m. To check that this is indeed an inverse map, note that since the

map Ψ is onto, if x =
∑m

h=1 cheh ∈ ker(M(w∆)), then there is some γ in ker(w+w∆)

such that

ch = 〈(β∆
jh

)∨|w∆(γ)〉.

Now one can easily use the definitions to check that u∆
1 = v∆

1 −2w∆. But we know
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(w + w∆)(γ) = 0. These facts, together with Lemma 6.12, give us

−2w∆(γ) = (w + w∆ − 2w∆)(γ)

= (v∆
1 +

∑
h>1

u∆
h − 2w∆)(γ)

=
m∑
h=1

u∆
h (γ)

= −
m∑
h=1

〈(β∆
jh

)∨|w∆(γ)〉βjh

= −
m∑
h=1

chβjh .

Thus

γ =
1

2

(
(w∆)−1

(
m∑
h=1

chβjh

))
= Φ(x).

Thus we have shown that

Ψ ◦ Φ = id|ker(w+w∆),

and so we immediately obtain the following theorem.

Theorem 6.16. For the functions Ψ and Φ defined above, Ψ ◦ Φ = id|ker(w+w∆) and

Φ ◦Ψ = id|ker(M(w∆)).

Example 6.17. Suppose that g is of type A4 with

w = s2s1s3s2s4s3.

For the calculations in this example, we’ll use the Cartan matrix

C =



2 −1 0 0 0 0

−1 2 −1 0 0 0

0 −1 2 −1 0 0

0 0 −1 2 −1 0

0 0 0 −1 2 −1

0 0 0 0 −1 2


.
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Thus we are working in an algebra isomorphic to Oq(M2,3(K)). We have

β1 = α2;

β2 = α1 + α2;

β3 = α2 + α3;

β4 = α1 + α2 + α3;

β5 = α2 + α3 + α4;

β6 = α1 + α2 + α3 + α4.

Let ∆ = {1, 2, 6}. then w∆ = s2s1s3. We may write

w = w0s3w1s2w2s4w3

where w0 = s1s2, w1 = w2 = id and w3 = s3. In this case,

M(w∆) =


0 1 1

−1 0 0

−1 0 0

 .
The matrix M(w∆) is, perhaps unsurprisingly, the matrix M(D) from Chapter 5

corresponding to the diagram . We now record the β∆
i :

β∆
1 = α2;

β∆
2 = α1 + α2;

β∆
3 = α2 + α3;

β∆
4 = α1;

β∆
5 = α4;

β∆
6 = α2 + α3.

Note that

β∆
j1

= β∆
3 = α2 + α3,

β∆
j2

= β∆
4 = α1
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and

β∆
j3

= β∆
5 = α4.

Now it is clear that a basis for ker(M(w∆)) is the singleton {e2 − e3}. Thus

2Φ(e2 − e3) = (w∆)−1(βj2)− (w∆)−1(βj3)

= s3s1s2(α1)− s3s1s2(α4)

= α2 + α3 − α3 − α4

= α2 − α4

Indeed, one can check that (w + w∆)(α2 − α4) = 0. On the other hand,

Ψ(α2 − α4) =
3∑

h=1

〈(β∆
jh

)∨ | w∆(α2 − α4)〉eh

= 〈(α2 + α3)∨ | α1 − α4〉e1 + 〈(α1)∨ | α1 − α4〉e2 + 〈(α4)∨ | α1 − α4〉e3

=
1

2
(〈α2 − α3 | α1 − α4〉e1 + 〈α1 | α1 − α4〉e2 + 〈α4 | α1 − α4〉e3)

= e2 − e4.

Of course, this is unsurprising in view of Theorem 6.16.

One may check that, for Example 6.17, the maps φ and ψ given in Theorem 5.15

give the same bases for the respective kernels as the maps Φ and Ψ do. This is true

in general and thus Theorem 6.11 is a generalization of Theorem 5.15.

Since Theorem 5.15 was so useful in the derivation of the enumeration formulae

in Section 5.5, we hope to be able to use Theorem 6.11 to deduce new enumeration

results for the algebras Uw
q (g) for various choices of w and g.
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[30] Stéphane Launois. Personal communication, 2010.
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