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ABSTRACT 

In a Frequency division duplex (FDD) system, knowledge of channel state 

information (CSI) at the transmitter requires a closed feedback loop. In this 

thesis, we examine system performance associated with different types of 

feedback operating in time-selective Rayleigh fading channels. For a singleuser 

system with multiple transmit antennas, we consider hybrid analog/digital 

feedback, which is an extension for the traditional digital-only codebook 

feedback. An extra analog symbol that encapsulates channel’s amplitude and 

phase information that is otherwise lost in the codebook quantization process is 

fed back for channel tracking purpose. For a multiuser multiple-input-multiple-

output (MIMO) system, we consider the deployment of pure analog CSI 

feedback. A modified minimum mean square error (MMSE) criterion is used to 

incorporate downlink channel prediction into the precoder design and user 

selection process. In both cases, the proposed types of CSI feedback can 

achieve better BER in comparison to digital CSI feedback. 

 

Keywords:  wireless communication; CSI feedback; analog feedback; hybrid 
feedback; MMSE precoding; MIMO  
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CHAPTER 1 INTRODUCTION 

In wireless communication, the environment surrounding a transmitter and 

receiver can affect the traversing signal. Due to presence of reflectors, the 

receiver will pick up multiple copies of the same transmitted signal. Each copy 

experienced different attenuation, delay and phase shift, resulting in a 

phenomenon termed multipath fading. When the interference from fading is 

destructive, the communication channel experienced a severe drop in quality. As 

a result, the weaken signal will experienced significant increase in transmission 

error. In order to achieve a more reliable reception, system designers can utilize 

diversity technique. By deploying multiple antennas at the transmitter and/or at 

the receiver, proper use of signal processing techniques can mitigate the fading 

effect in wireless channel. 

We focus on personal mobile communication system where the 

transmitter is a base station equipped with multiple antenna and the receivers are 

single-antenna mobile units. In such system, beamforming can achieve transmit 

diversity by manipulating the transmitted signals from different antennas in a way 

that causes the channel fading to combine constructively at the receiver. In order 

to compute the beamformer, the transmitter requires knowledge of sufficiently 

accurate channel state information (CSI). In a time division duplex (TDD) system, 

the reciprocal principle dictates the uplink and downlink CSI in the same 
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frequency band to be identical. Therefore, the base station can acquire CSI 

through direct sampling of the uplink channel. In contrast, a frequency division 

duplex (FDD) system uses different frequency bands for uplink and downlink 

channels. Therefore, the base station has to obtain certain information from the 

mobile through a closed-loop feedback uplink. The feedback information 

conveyed some notion of the downlink channel condition, whether it is in the form 

of channel state, interference level, receiver power, etc. The base station can 

then use this information to adapt downlink transmission. 

In this thesis, we explore different feedback strategies for multi-antenna, 

FDD closed-loop systems. Our focus is on systems operating in a fast fading 

environment, where exploiting the temporal correlation in the fading channels can 

result in improved system performance. Two CSI-related topics are presented. 

For a singleuser Multiple-Input-Single-Output (MISO) system, we propose a 

novel analog/digital hybrid CSI feedback method. Additionally, we investigate the 

effectiveness of using analog feedback in a multi-user Multiple-Input-Multiple-

Output (MIMO) system. The results are verified by computer simulation. We start 

by reviewing some of the contributions in these research areas. 

1.1 Codebook-based Digital Feedback  

To overcome the challenge of making instantaneous channel adaptation, 

a base station requires periodic feedback from mobile(s). Codebook-based digital 

feedback system has already gain supported in 3GPP LTE, IEEE 802.16, and 
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other next-generation wireless system. In most cases, the codebook is computed 

off-line and stored in both the transmitter and the receiver. Therefore, the 

receiver only needs to feedback the preferable index of codebook matrix or 

vector.  

Codebook design and utilization is still a hot research topic. The existing 

design strategies include differential codebook [1] [2] [3], non-unitary codebook 

[4], adaptive codebook [5], partitioned codebook [6], etc. For independent and 

identically distributed (i.i.d) channel, codebook design based on complex 

Grassmannian line packing, such as the ones used in the IEEE 802.16 standard, 

is considered optimal [7]. However, the Grassmannian codebook does not 

address the correlation that exists in a more realistic channel condition. In 

response, the codebook design in [8] [9] takes channel spatial correlation into 

consideration. Similarly, in [5] temporal correlation in the channel is utilized to 

create the adaptive codebook. However, its design procedure requires real-time 

knowledge of channel parameters at both the transmitter and the receiver, which 

is a rather difficult goal in practice. Therefore, we are motivated to investigate 

practical adaptive codebook scheme that requires minimum feedback overhead.  

1.2 Closed-Loop Multi-user MIMO 

Multi-user MIMO broadcast channel can increase system multiplexing gain 

through simultaneous mobile transmission. This technique, known as space-

division multiple access (SDMA), can achieve higher throughput compare to 
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other multiple-access scheme such as time-division multiple access (TDMA) [10]. 

The optimal SDMA strategy, known as dirty paper coding (DPC) [11], is non-

casual and difficult to realize. Practical alternatives are the minimum mean-

square error (MMSE) precoding scheme in [12] [13] [14] and the unitary 

precoding scheme in [15] [16]. Furthermore, their performance can be enhanced 

through multi-user diversity, where the base station only transmits to a carefully 

selected subset of users that have strong channels. Another precoding approach 

is zero-forcing beamforming (ZFBF) [17], where the precoder is set to the 

pseudo-inverse of the channel matrix. While this precoder forces the multi-user 

interference to zero, unfortunately the transmission power suffers when the 

channel matrix is near singular. In contrast, the MMSE precoder allows some 

mutual interference between users in exchange for better performance, 

especially at low signal-to-noise (SNR) region.  

In order for the base station to compute the MMSE precoder, the mobile 

terminals need to feedback the estimated downlink CSI periodically. The 

accuracy of CSI is found to have a large impact on performance [14] [17] [18] 

[19] [20] [21]. Traditionally, the CSI, or its derivatives, is first quantized and then 

fed back to the base station. We will refer to this approach as digital/quantized 

feedback. It has been found in [22] that for single-user transmit beamforming 

systems operating in a fast fading environment, digital feedback is substantially 

worse than the so-called analog feedback approach, whereby the measured 

channel gains are fed back in their original form without any quantization. The 
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effectiveness of deploying analog feedback for a multi-user MIMO system 

subjected to fast fading has yet to be considered.  

It should be noted that although analog feedback transmission requires 

high dynamic range, the issue has been studied and addressed in [23]. The 

solution is to apply a pre-determined power-clipping threshold to limit peak 

power. It has been found in [23] that imposing a constraint on analog symbols’ 

instantaneous power has little impact on overall performance. 

1.3 Thesis Outline 

The thesis is structured in the following manner. Chapter 2 presents the 

signal and system model that well be used throughout the thesis. The basic 

downlink and uplink closed-loop feedback framework are established in this 

chapter. 

Chapter 3 covers a singleuser MISO beamforming system that uses 

codebook-based digital feedback. We introduce an adaptive codebook design 

based on analog/digital hybrid feedback information. The proposed scheme has 

very little overhead, and can be easily adopted into existing digital feedback-only 

codebook framework such as the one in IEEE 802.16. Performance results for 

the new feedback scheme operating in fast fading channels are shown and 

benchmarked. 

 In Chapter 4, we expand the scope of the system into a multi-user MIMO 

scheme. Similar to [23] (which studies a singleuser MISO system), we compare 
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the performance of MMSE precoder designed using analog and digital CSI 

feedback. We also present a multi-user scheduling algorithm that can account for 

the temporal correlation in user channels. Included in this chapter is an 

alternative precoder design based on unitary codebook. It is used as a reference 

to demonstrate the robustness of MMSE precoder operating in fast fading 

channels.  

Finally, the last chapter summarizes the work in this thesis and provides 

suggestion for related future work in this area. 

1.4 Contributions of this Thesis 

We investigated two main topics in the thesis. First, we noted that a 

common drawback for most of the codebook-based limited feedback scheme is 

they do not account for temporal channel correlation. Therefore, we present a 

novel hybrid-feedback scheme to enhance the robustness of a MISO 

beamforming system. At the cost of slight increase in feedback throughput, the 

new scheme is able to convert a fixed codebook into an adaptive codebook that 

matches the instantaneous realization of the channel, resulting in improved BER 

performance in a fast fading environment.  

Second, we examine the use of analog feedback for multi-user MIMO 

system. Although the optimal MMSE precoder design has already been 

demonstrated in [13], the use of MMSE criterion for user scheduling has not been 

established. We present a MSE based user selection algorithm that determines 
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the users set based on the feedback CSI. The MMSE precoding user selection 

find the optimal set of users by calculating the mean square error (MSE) between 

the precoder and the predicted channel response. We demonstrate the 

importance of channel tracking by showing that unitary precoding system 

performs poorly in time-selective channels.  
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CHAPTER 2 BACKGROUND 

In this chapter, we establish the underlying models and conventions for 

the MIMO and MISO communication systems. A brief description of baseband 

signal representation is covered in Section 2.1. MISO and MIMO downlink 

transmission framework is reviewed in Section 2.2. The uplink SIMO feedback 

framework is established in Section 2.3.  Section 2.4 discusses downlink and 

uplink channel estimation. Section 2.5 covers channel linear prediction. Finally, 

simulation conventions are the subject of Section 2.6. A brief chapter summary is 

provided in Section 2.7. 

2.1 Baseband Representation of Bandpass Systems 

In digital communication, data is sent by modulating a carrier with an 

information signal, whose bandwidth is typically much smaller than the carrier 

frequency. The resulting modulated signals are termed narrowband bandpass 

signals. They can be expressed in the form 

2

( ) ( ) cos(2 ( ))

Re{ ( ) }c

c

j f t

s t A t f t t

s t e 

  




                                         (2.1.1)                          

where ( )A t  and ( )t  are respectively the amplitude and phase of the information 

signal; cf  is the carrier frequency; ( )( ) ( ) j ts t A t e   is the complex baseband 
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equivalent of the bandpass signal ( )s t ; For the sake of mathematical 

convenience, we represent the modulated signals and channels by their 

baseband equivalents. For this reason, the complex baseband representation is 

used in the rest of this thesis. Therefore, without any loss of generality, we are 

only concerned with the transmission of the equivalent low-pass signal through 

the low-pass channels. 

2.2 Downlink Transmission model 

In this thesis, we are concerned with the downlink data transmission from 

a base station equipped with L  transmit antennas to one or multiple mobile units 

equipped with a single receive antenna. For downlink transmission, the system 

model is either single-user MISO or multi-user MIMO. 

 

[̂ ]b k

[ ]b k

 

Figure 2.2-1  Downlink MISO transmission model. 
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2.2.1 Single-user MISO Model 

The general MISO structure is depicted in Figure 2.2-1. At discrete time 

,k  binary data are Gray-mapped into a M ary  PSK data symbol [ ]b k  drawn 

from the set  2
; 0,1, , 1

cj Me c M
   . Either the data symbol is transmitted 

directly as [ ] [ ]s k b k , or it is encoded differentially as [ ] [ ] [ 1]s k b k s k  , where 

[ 1]s k   is the encoded symbol at discrete time 1k  . The encoded symbol [ ]s k  is 

then replicated across the L  antennas, and weighted by the beamforming vector 

[ ]kw  to form the transmitted signal vector [ ]ko  as 

1 1

2 2

[ ] [ ] 0 ... 0 [ ]

[ ] 0 [ ] ... 0 [ ]
[ ]

... ... ... ... ... ...

[ ] 0 0 0 [ ] [ ]L L

o k w k s k

o k w k s k
k

o k w k s k

     
     
      
     
     

    

o                       (2.2.1) 

A unity energy square root raised cosine (SQRC) pulse shaping filter ( )p t  

is used to modulate [ ]lo k . The resulting transmitted signal over the l-th antenna 

is 

     l l
k

o t t k p t kT  ,                                      (2.2.2)                          

where 1/T  is the baud rate. The transmitted signal is sent through a frequency-

nonselective Rayleigh fading channel with additive white Gaussian noise 

(AWGN). As depicted in Figure 2.2-1, the wireless channel introduced fading 

patterns ( )lg t , 1, 2, ,l L  , and AWGN component ( )n t . We assume there exist 
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sufficient separation between the L  base station antennas, such that the channel 

gains ( )lg t , 1, 2, ,l L  , are independent and identically distributed (i.i.d). 

Moreover, the channel gain ( )lg t  is a zero mean complex Gaussian random 

process with variance   22 1

2g lE g t  
 

.  A Rayleigh isotropic scattering 

channel model is assumed, resulting in the well-known U-shaped Jakes fading 

spectrum with a Jakes autocorrelation 

       * 2
0

1
2

2g l l g dE g t g t J f          ,                          (2.2.3) 

where  0J   is the operator for the zero-th order Bessel function of the first kind, 

and df  is the Doppler frequency. The noise term ( )n t  is a complex white 

Gaussian random process with zero mean and a unity power spectral density. 

At the receiver, the received signal ( )r t  is filtered by a SQRC matched 

filter ( ) ( )q t p t  . The output is sampled at t kT , and therefore the received 

symbol is 

 
1

2
1 2

[ ]

[ ]
[ ] [ ] [ ] ... [ ] [ ]

...

[ ]

L

L

o k

o k
r k g k g k g k n k

o k

 
 
  
 
 
 

,                        (2.2.4) 
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where [ ]lg k , [ ]lo k , [ ]ln k  are respectively the sampled version of ( )lg t , ( )lo t , and 

( )n t . It can be shown that the sampled channel gain [ ]lg k  has an 

autocorrelation function of 

 * 2
0

1
[ ] [ ] [ ] 2

2g l l g dd E g k g k d J df T       .                        (2.2.5) 

The beamforming vector [ ]kw  that generates transmitted signal vector 

[ ]ko  is designed to influence the received symbol [ ]r k . It does so by aligning the 

phases of the individual components in the fading vector [ ]kg  such that the 

power of the composite signal is maximized. Construction of the beamformer 

[ ]kw  will be further explored in Chapter 3. Because of this phase alignment, the 

receiver can choose to perform coherent detection if it wants. In this case, the 

transmitted symbols are [ ] [ ]s k b k  and the received symbol [ ]r k  can be used 

directly as the decision variable, [ ] [ ]b k r k . On the other hand, if differential 

encoding is used instead, then [ ]r k  is subjected to differential detection, 

*[ ] [ ] [ 1]b k r k r k  . Finally, the estimated data symbol is recovered from [ ]b k  via 

the following decision device 

0, [ ] 0
[ ]

1, [ ] 0

b k
b k

b k

 
 




                                         (2.2.6) 
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2.2.2 Multi-user MIMO Model 

1
ˆ [ ]b k1[ ]b k

2
ˆ [ ]b k2[ ]b k

ˆ [ ]Kb k[ ]Kb k

1,1( )g t

1,2 ( )g t

1, ( )Lg t

1[ ]b k

2[ ]b k

[ ]Kb k

1( )r t

2 ( )r t

( )Kr t

1[ ]r k

2[ ]r k

[ ]Kr k

1( )n t

2 ( )n t

( )Kn t

 

Figure 2.2-2  Downlink MISO transmission model. 

Figure 2.2-2 shows the general Multi-user MIMO structure. It is similar to 

the MISO model in Section 2.2.1, with the exception that Z  independent data 

streams are simultaneously transmitted to Z  mobile units. The size of the user 

pool is M , therefore the base station is responsible for selecting Z  out of M  

users for active data transmission. At discrete time k  the base station transmits 

the symbol 

 
1 1

2 2
1 2

[ ] [ ]

[ ] [ ]
[ ] [ ] [ ] ... [ ]

... ...

[ ] [ ]

T

K

L K

o k s k

o k s k
k k k k

o k s k

   
   
    
   
   
   

o w w w                     (2.2.7) 

where ,1 ,2 ,[ ] [ ] [ ] ... [ ]
T

l l l l Kk w k w k w k   w  forms the beamforming vector for 

user l . Collectively,  1 2[ ] [ ] [ ] ... [ ]
T

Kk k k kW w w w  is the precoder at discrete 

time k . For an active user l , its received signal is  
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w s
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,                     (2.2.8) 

where  1 2[ ] [ ] [ ] ... [ ]
T

Kk s k s k s ks . Using the detection and decoding 

procedures described in Section 2.2.1, [ ]lr k  provides sufficient information to 

recover the l th  data symbol estimated [ ]lb k .  

Multi-user MIMO is considered more complicated than single-user MISO, 

since the precoder [k]W  serve two objectives. The first objective is that the 

precoder should provide a beamforming effect, just like its counterpart in the 

MISO system. Secondly, as shown in (2.2.8), there are two non-noise 

components in user 'l s  received signal. The first term in (2.2.8) is the desired 

signal term for user l , while the second term is the sum of all the interference 

terms from the data streams of the other the 1Z   users. Therefore, the precoder 

is also responsible for suppressing multi-user interference. Ideally, the precoder 

should amplify the power of the first term for all users; simultaneously, it 

minimizes the power of the interference term. This is a non-trivial task since 

signal power for one user becomes an interference term to all another users. 
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Chapter 4 will further elaborate precoder design and multi-user selection base on 

the MMSE criterion.   

2.3 Uplink Transmission model 

Rayleigh 
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channel 
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Figure 2.3-1  Uplink SIMO transmission model. 

In order to design the beamformer or the precoder, the base station 

requires knowledge of channel condition via the mobile unit(s)’ feedback uplink. 

As Figure 2.3-1 shows, uplink transmission is formulated as a SIMO framework 

that consists of a single mobile antenna and L  base station antennas. For a 

single-user system, the mobile feedbacks CSI symbol [ ]u k  to the base station in 

the form of ( ) [ ] ( )
k

u t u k p t kT  , where ( )p t  is a unit-energy SQRC pulse. The 

feedback signal ( )u t  arrives at the base station over L  frequency-nonselective 

Rayleigh fading channels as 
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( ) ( ) ( ) ( ), 1, 2,...,l l ly t h t u t v t l L   ,                               (2.3.1) 

where  lh t  is the uplink channel gain and  lv t  is the noise term of the l th  

channel.  The channel gain  lh t  is a complex Gaussian random process with 

zero mean, variance   22 1

2h E h t  
 

, and a Jakes autocorrelation 

       * 2
0

1
2

2h h dE h t h t J f          .                         (2.3.2) 

On the other hand, the noise term  lv t  is a zero mean complex white Gaussian 

random process with a power spectral density of unity. The fading gains 

( ), 1, 2,...,lh t l L  and noise term ( ), 1, 2,...,lv t l L  from different base station 

antennas are assumed i.i.d. 

 The base station matched filters the received signals ( ), 1, 2,...,ly t l L  and 

samples the filter output at t kT . Therefore the received symbol is 

[ ] [ ] [ ] [ ], 1, 2,...,l l ly k h k u k v k l L                                 (2.3.3) 

where [ ]ly k , [ ]lh k , [ ]u k , [ ]lv k  are the sampled version of their counterparts in the 

continuous domain. The sampled channel gain [ ]lh k  has an autocorrelation 

function of 
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 * 2
0

1
[ ] [ ] [ ] 2

2h h dd E h k h k d J df T       ,                              (2.3.4) 

and the noise term  lv k  has variance 2 1v  . In order for the base station to 

recover the CSI data from each antenna, it must first remove the uplink fading 

gain. For each uplink channel l , assuming the fading gain estimate ˆ [ ]lh k  is 

obtained, the fading effect can be removed by first performing maximal ratio 

combining (MRC) and then divide the result by the summed fading energy as 

follows:  

*
1

2

1

*

1
2

1

2

1

ˆ [ ] [ ]
ˆ[ ]

ˆ [ ]

ˆ ˆ[ ]( [ ] [ ] [ ])

ˆ [ ]

[ ]
[ ]

ˆ [ ]

L

l ll

L

ll

L

l l l
l

L

l
l

l
L

l
l

h k y k
u k

h k

h k h k u k v k

h k

v k
u k

h k
















 










.                                             (2.3.5) 

The uplink framework in a multi-user is similar to the one for single-user, 

except the CSI information from different users must be transmit at the same 

time. Frequency division multiple access (FDMA) will be used in the dedicated 

uplink to prevent mutual interferences. Given that the per-user symbol rate in the 

dedicated uplink is the same as that in the downlink data channel, the uplink’s 

bandwidth will be M  times that of the downlink. Fortunately, the frame structure 

in the uplink enables it to be shared by multiple base stations through TDMA. 
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This combination of FDMA and TDMA for the uplink ensures only a moderate 

level of CSI overhead is required per base-station per frame. 

2.4 Channel Estimation 

Based on the described transmission models, both the base station and 

the mobile unit(s) are required to perform periodical channel estimation to 

mitigate channel fading. In the downlink, since the transmitted symbols from 

different base station antennas are detected by the mobile unit as a single 

composite symbol, a simple orthogonal pilot sequences is adopted to ensure 

channel separation. As shown in Figure 2.4-1, each antenna sends a L -symbol-

long pilot sequence, with  1 10 0 0p  ,  2 010 0 0p  , ...,  0 0 01L p  . 

These pilot patterns imply that during the pilot transmission phase, only a single 

antenna is activated at each symbol duration. Consequently, there is no mutual 

interference between different antennas during channel estimation. 

 

Figure 2.4-1  Downlink data frame structure. 

 



 

 19

We adopt a general downlink frame structure that occupies N  symbols. L  

symbols are used as pilots and the remaining F N L   symbols are allocated 

for data transmission. Symbol duration is denoted as T  and every frame spans 

frameT TN  seconds. According to the Nyquist sampling criterion, the pilot frame 

rate is constrained by 1/ 2frame dT f , since the channel gains have a bandwidth 

equal to the Doppler frequency df . 

For the m -th frame, let the l th  channel’s downlink gains during pilot 

transmission be represented by the diagonal matrix 

        , 1 , , 1 , 1, 2, ,l l lm diag g mN g mN g mN L l L      G   ,     (2.4.1)                         

the mobile unit can obtain the estimates of the L  downlink gains correspond to 

the non-zero pilot symbols as 

ˆ [ ( 1)] [ ( 1)]

[ ] [ ( 1)]

[ ( 1)] [ ( 1)]

1,2,...

l

l l

l

g mN l r mN l

m n mN l

g mN l n mN l

l L

    
   
     



p G
,                              (2.4.2) 

The downlink gain estimates ˆ [ ( 1)], 1, 2,...,lg mN l l L    have zero mean 

and variance of 2 2 2
ĝ g n    . These channel estimates, in its current or digitized 

form, must be feedback from each mobile to the base-station.  This forms the C  

CSI symbols [ ], , 1,... ( 1)u k k mN mN mN C     in (2.3.5).  As shown in Figure 

2.4-2, the structure of the feedback uplink frame is similar to the downlink frame, 
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with the exception that only a single unit-magnitude pilot symbol is required for 

every frameT  seconds. For the m th  frame, the pilot symbol received by l -th base 

station antenna is      l l ly mN h mN P v mN  , where 1P   is the uplink pilot 

symbol. Therefore, the channel gain estimate for the m -th uplink frame is 

 
   

ˆ [ ]l l

l l

h mN y mN

h mN v mN



 
,                                      (2.4.3) 

 

Figure 2.4-2  Uplink data frame structure. 

 

2.5 Channel Prediction 

As we had shown in Section 2.4, pilot symbol is used to perform periodic 

channel estimation. Specifically, for every frameT  seconds, or every N  symbols, 

the base station emits pilot sequences to all the mobiles; similarly, a pilot symbol 

is inserted into every uplink frame to facilitate CSI feedback transmission. 

For the m th  frame, the uplink pilot symbols enable the system to obtain 

channel estimates ˆ[ ]h mN  (2.4.4). Based on this channel estimate and a 

collection of past pilot estimates, the base station can use linear prediction to 

extrapolate fading gain estimate that affect the C  CSI symbol positions of the 
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m th  frame, ˆ[ 1], 1, 2,...,h mN l l C    ( ‘CSI symbols’ in Figure 2.4-2). The 

linearly predicted fading gains are critical for the CSI recovery equation in (2.3.5). 

Suppose a J th  order predictor is used for linear prediction, channel gain 

estimates ˆ[ ]h mN f  at the f  data position is given by  

 ˆ[ ] [ ]h mN f f  c r ,                                           (2.5.1) 

where ( 1) ( 2) 0[ ] [ ] [ ] ... [ ]J Jf c f c f c f    c  are the filter coefficients and  

     ˆ ˆ ˆ( 1) ( 2) ... (
T

h m J N h m J N h mN      r  is the vector that contains the 

J  most recently obtained uplink pilot estimates. The reason why the filter is only 

a function of the timing phase, f , of the symbol, rather than absolute time, k , is 

because of the stationary assumption in the fading and noise processes. 

The optimal coefficients [ ]fc  is determined by the Weiner filter, which is 

optimal in the mean square sense, 

2
2

2

2 † †

1 ˆ[ ] [ [ ] [ ] ]
2
1

[ [ ] [ ] ]
2

[ ] [ ] [ ] [ ] [ ] [ ]h rr hr rh

f E h mN f h mN f

E h mN f f

f f f f f f





   

  

   

c r

c Φ c Φ c c Φ

,                  (2.5.2) 

where 
1

[ ]
2

H
rr EΦ rr  is the autocorrelation matrix of the past channel gains r , 

and †1 ˆ[ ] [ ] [ ]
2

H
hr rhf E h mN f f    Φ r Φ  is the cross-correlation vector between 
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ˆ[ ]h mN f  and r . By solving 2[ ] 0
[ ]

f
f



c

, the coefficients are determined 

according to  

1[ ] [ ]hr rrc f f Φ Φ                                                   (2.5.3) 

The uplink channel distribution follows the Jakes model, therefore the 

correlation rrΦ  and [ ]hr fΦ  are the same among all channels. The 

autocorrelation matrix for the pilot estimates rrΦ  is 

 
( 1)

( 2)
( 1) ( 2)

1
[ ]

2
ˆ

ˆ1 ˆ ˆ ˆ...
2 ...

ˆ

H
rr

m j N

m j N
m j N m j N mN

mN

E

h

h
E h h h

h

 

 
   



  
  
  

   
  
  
  

Φ rr

,                  (2.5.4) 

where the ( , )i j th  element of rrΦ  matrix, 0 ,i j J   is 

*

2 2

2
0

1 ˆ ˆ( , ) [ ]
2

,

(2 ( ) ),

rr i j

h v

h d

i j E h h

if i j

J f i j T otherwise

 
 



  
 



Φ

                           (2.5.5) 

Similarly, the cross-correlation function [ ]hr fΦ  between ˆ[mN + f]h , and the 

past pilot estimates r  is  
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*

2 2 2
0 0 0

1 ˆ[ ] [ [ ] ]
2

(2 ) (2 ( ) ) ... (2 ( ( 1) ) )

hr

T

h d h d h d

f E h mN f

J f fT J f f mN T J f f J mN T     

 

     

Φ r

(2.5.6) 

The corresponding MSE of the gain estimated obtained through linear 

prediction is 

2 2 1[ ] [ ] [ ]h hr rr rhf f f   Φ Φ Φ                                   (2.5.7) 

As we shall explain in the subsequent chapters, if the CSI is analog 

feedback, scalar quantized digital feedback, or hybrid feedback, then the base 

station can extract downlink channel gain information from the CSI. In these 

instances, a second layer of linear prediction can combat fast fading during 

downlink data transmission. Suppose the base station obtains downlink channel 

gain estimates [ ( 1)], 0,1,..., 1lg mN l l L    ,  then the downlink gain 

[ ( 1) ]lg mN L f    at the f  data symbol position can be estimated by  

    ( 1) , 1,2, , ,l l lg mN L f f l L    e d                      (2.5.8)

where              1 2 0J J
l l l lf e f e f e f    e   are the filter coefficients and 

         1 1 2 1 ... 1
T

l l l lg m J N l g m J N l g mN l                      d     

are the J most recent downlink gain estimates obtained through the feedback 

uplink. 
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Similar to (2.5.3), the correlation coefficients  l ke  are given by 

    1
, ,l gd l dd lf f e Φ Φ                                           (2.5.9) 

However, deriving the correlation , [ ]gd l fΦ  and ,dd lΦ  are much less 

straightforward than their uplink counterparts. The reason is that while uplink 

PSAM is effective in mitigating uplink fading gains, the recovered downlink 

channel estimates [ ( 1)], 0,1,..., 1lg mN l l L     are still subjected to residue 

uplink noise and PSAM MSE (2.5.7). Moreover, uplink CSI can adopt one of 

several quantized forms, which further complicates the formulation of the 

downlink channel correlation. For simplicity, we assume  , [ ]gd l fΦ  and ,dd lΦ  are 

known priori through sampling the actual downlink channel and then correlate the 

data directly to the feedback CSI. Also, as noted in [23], the received signals 

have a phase error diffuse component once the second layer of prediction is 

applied. For this reason, we adopt differential encoding and differential detection 

in our simulation. 

2.6 Simulation Conventions 

Throughout this thesis, performance results obtained by computer 

simulations will use the conventions defined in this section. 
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2.6.1 Power Convention 

Transmission error rate is the BER averaged over the F  data positions in 

the downlink frames. BER result is plotted against downlink SNR given as 

2

2

g

n

N

F





        

,                                                   (2.6.1) 

where the first factor accounts for the loss in transmission efficiency due to the 

pilot symbol and the second term is the raw link-SNR. In essence, the raw SNR 

is the received SNR when neither precoding nor beamforming is used at all, i.e. 

the base station devotes all the power to one antenna and transmits to only one 

user. Downlink transmission power per antenna is 2 /g L . To equalize antenna 

power consumption, uplink transmission power per antenna is set to 2 2 /h g L  . 

2.6.2 Feedback Delay 

 For the sake of simplicity, we chose not to inject feedback delay into the 

previous background sections. But in a more practical system model, 

transmission and processing time create a feedback delay that must be taken 

into account. As is the case in [23], the minimal delay, denoted as D ,  is equal to 

or greater than the number of feedback symbols C . As shown in Figure 2.6-1, 

after the base station sends out the pilot sequence, there is a feedbackT DT  

seconds delay before it receives all the CSI from the mobile. 
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Figure 2.6-2 shows the effect of delay on downlink data transmission. In 

essence, transmission of the m th  data block begins only after the base station 

obtains all the corresponding CSI feedback. Linear prediction of downlink fading 

gains has to be extended by L D  symbols, where L  of the fading gain 

estimates at the ( 1)m th   frame’s pilot symbol positions will not be used. As 

feedback delay increases, the filter has to predict further into the future, and 

therefore prediction error is expected to increase. 

2̂P L̂P1̂P
2̂P L̂P1̂P

 

Figure 2.6-1  Delay in feedback uplink. 

PLP1 P2 ...
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Figure 2.6-2  Effect of delay on downlink transmission. 
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2.6.3 Channel Convention 

We had emphasized that the targeted mobile environment is modelled as 

time-selective Rayleigh fading with Jakes distribution. In the simulation, we will 

also show the performance result when the system operates in a static Rayleigh 

fading environment, where fading is modelled as white complex Gaussian 

process with zero mean and unity variance. In essence, the normalized Doppler 

frequency df T  becomes zero and both uplink and downlink channels remain 

constant across an entire frame. It can be shown that in block fading, the PSAM 

Wiener filter used in the downlink and uplink are degenerated to simple time-

averaging filters. 

2.7 Summary 

This chapter establishes the signal and system models that will be use 

throughout the subsequent chapters. We described the single-user MISO and 

multi-user MIMO transmission framework. In downlink transmission, data signal 

is manipulated by transmission weight, which is computed using CSI obtained 

from the uplink channel. The base station uses MRC to achieve full receive-

diversity. The mobile and the base station both perform periodic channel 

estimation. Furthermore, the base station can utilize two layers of linear 

predictions to combat time-selective fading in the uplink and downlink channels. 

In the next two chapters, we shift our focus to the different CSI feedback 
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schemes, as well as various different beamformer or precoder design and 

comparison. 
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CHAPTER 3 PROPOSED HYBRID FEEDBACK FOR 
SINGLEUSER MISO SYSTEMS 

In closed-loop transmit beamforming, transmit diversity is achieved 

through the coordination of signal directionality from the different antennas. The 

technique is adaptive in nature, in which the base station has to obtain downlink 

channel knowledge from the mobile via feedback signaling. The periodical 

feedback information is then used to calculate the optimal transmit weight such 

that the received SNR is maximized. The effectiveness of transmit beamforming 

is highly dependent on the accuracy of the feedback information.  

Codebook-based digital feedback has been adopted into many next-

generation wireless standards. A drawback we identified in the traditional fixed-

codebook feedback is that it is not compatible with the linear prediction scheme 

presented in Section 2.5. We shall demonstrate that this problem can be solved 

using a new analog/digital hybrid feedback scheme. Consequently, the hybrid 

feedback approach affords improved performance in the presence of fast fading. 

This chapter contains the following sections. The existing fixed codebook 

beamforming system is introduced in Section 3.1 as the reference. The hybrid 

feedback scheme is presented in Section 3.2. CSI Implementation issue is the 

subject in Section 3.3. Computer simulation and the results are shown in Section 

3.4. Finally, the chapter is summarized in Section 3.5. 
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3.1 Fixed Codebook MISO Beamforming 

We considered the MISO system introduced in Section 2.2, where there 

are L  antennas at the transmitter and a single antenna at the receiver. The 

system uses transmitter beamforming to mitigate the channel fading effect. A 

closed feedback loop is used to transmit CSI from the receiver to the transmitter. 

The beamforming vector w  employed by the transmitter is chosen from a fixed 

unitary codebook V  that is shared by the receiver and the transmitter. The 

entries in the codebook, 1 2 2
, ,..., Bv v v , are vectors of size 1L , and if the i th  

vector vi  is selected, then the B  bits binary code associated with vi  will be fed 

back to the base station over the uplink.  

Let 1 2( , ,..., )Lg g gg  be the vector of downlink channel gains and n  be 

the zero-mean additive white Gaussian noise (AWGN) term affecting the unit-

energy pilot symbol s .  Then the received signal sample, after using w  as the 

beamformer, is  

r s n gw .                                                      (3.1.1) 

As noted in Section 2.4, the mobile obtains channel estimation via pilot 

symbol. Therefore, only an estimate 1 2
ˆ ˆ ˆ ˆ( , ,..., )lg g gg  is available at the mobile, 

instead of the true gain g . The receiver’s perception of  (3.1.1) becomes 

ˆr s n gw . It thus searches for the “best” vector from the set 1 2 2
{ , ,..., }Bv v v  that 

maximizes the perceived signal-to-noise ratio (SNR) in r  
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2

2

ˆ
r

n

SNR



gw

                                                     (3.1.2)                          

where 2
n  is the variance of the noise term n in (3.1.1).  As a result, the receiver 

sets  

2

1,2,...,2

ˆarg max
B

i
i

w gv                                                (3.1.3) 

ŝs

 

Figure 3.1-1  Fixed-codebook feedback for MISO systems. 

Since the codebook is unitary, 
2

1i v  for all 1,2,..., 2Bi  , the transmitter 

does not have to perform any power scaling no matter which codeword is 

selected. Upon receiving the code vector index from the uplink, the base station 

transmitter will use the corresponding code vector as the beamformer. As a 

reminder, the feedback uplink we adopted is non-ideal; hence, the recovered 
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index is not guaranteed to be the one intended. The operations used for fixed 

codebook feedback are summarized in Figure 3.1-1. 

3.2 Hybrid extension 

The unitary codebooks we mentioned in the last section are taken from 

[24] and the relevant information is reproduced in Appendix 1. As observed from 

(A.7), these codebooks have the characteristics that the first entry in every code 

vector is always a non-negative real quantity, i.e. zero-phase. In essence, the 

receiver uses the first antenna as a phase reference. While this approach 

reduces the number of code vectors needed and hence decreases the feedback 

rate, it limits the signal detection option to differential detection. Furthermore, 

since the codebook is unitary, the amplitude information in the channel gains is 

also lost. The lost of both amplitude and phase information prevents the use of 

linear predictive beamforming to compensate for time-selective fading in the 

channel. As a result, the performance of the digital-only feedback scheme in the 

last section can be quite disappointing in such an operating environment [22]. In 

this section, we introduce a hybrid feedback approach whereby an additional 

analog feedback symbol is used to provide the amplitude and phase references 

required in linear-predictive beamforming. The inclusion of this analog feedback 

symbol also opens up the possibility for coherent detection.   
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Consider first the beamformer selection in (3.1.3) under the assumption of 

an infinitely large codebook of unit vectors, i.e. B  . In this case, the selected 

beamformer will, intuitively, assume the form of 1 * *ˆ ˆ/je 
 w g g ,   where   

 1 1ˆarg g                                                         (3.2.1) 

is the phase of the estimated channel gain 1ĝ , and  *  denotes element-wise 

conjugation of a matrix. The phase angle in (3.2.1) is used to ensure that the 

phase of the other antennas are measured against the phase of the first antenna. 

With a finite codebook though, the selected beamformer will be a quantized 

version of w . In other words, except for the amplitude scaling and phase 

shifting that are involved, beamformer selection is equivalently to quantization of 

*ĝ . Since the statistics of *ĝ  and the gain vector ĝ  are identical, one quickly 

realizes that the same codebook can be used for quantization of ĝ  directly. In 

this case, the receiver selects directly the code vector v  from the codebook that 

is closest to ˆTg , i.e. 

 1

2

1,2,...,2 1,2,...,2

ˆ
ˆarg min arg min Re

B B

T
jT H

i i
i i

e
a



 

     
g

v v g v ,                   (3.2.2)     

where  
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1ˆ ja e  g .                                                       (3.2.3) 

Note that the division of ˆTg  by a  in (3.2.2) is needed due to the unitary nature of 

the codewords and because the first element of each codeword is real and non-

negative. The same factor, however, has no impact on beamformer selection in 

(3.1.3), as it will have the same effect on all the code vectors.  

Once v  is determined according to (3.2.2), its binary code will be fed back 

to the base-station via the uplink. The transmitter can simply use *w v  as the 

beamformer1. However, the resultant close-loop system is then not much 

different from the pure digital feedback scheme described in the last section, 

except for the way the beamformer is selected. Consequently, it will experience 

the same problems: no possibility for coherent detection and predictive 

beamforming. In this investigation, we advocate a hybrid approach whereby the 

scalar a  in (3.2.3) is sent as an extra analog feedback symbol, along with the 

digital modulation symbols associated with v . Upon receiving both v  and a , the 

base station obtain an estimate of  ˆTg  according to 

T ag v                                                           (3.2.4) 

It should be pointed out that because of the quantization error in v , Tg  will not be 

identical to ˆTg , even if there is no feedback error. However, with a sufficiently 

                                            
1 This is only true if the base station does not perform any further downlink channel prediction 

based on v . If it does, then the beamformer w  for each data symbol is simply the conjugate 
of the result of this second layer of channel prediction; see Section 2.5. 
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large codebook, the quantization error will become insignificant when compared 

to other channel impairments.  

The proposed hybrid approach increases the effective resolution of the 

codebook through exploiting and feeding back the complex symbol a . 

Alternatively speaking, it turns the original fixed codebook into an adaptive 

codebook according to the value of a . The beauty here is that the increased 

resolution is achieved without the need to make any change to the codebook. 

The amplitude and phase of a  provide sufficient information for the base station 

to restore the magnitude and phase of individual components of Tg . This means 

the base station can now use a collection of past gain vectors Tg ’s it obtains for 

the pilot phases in successive frames to predict the channel gains that affect the 

data symbols, leading to a linear-predictive beamforming system that can be 

used to combat fast fading. Furthermore, the technique opens up the possibility 

of coherent detection at the receiver because the phase of the product term gw , 

*w v , in (3.1.1) will only wiggle slightly around zero phase. In conclusion, the 

two major problems associated with the pure digital feedback approach can be 

mitigated with this new hybrid approach. We summarize in Figure 3.2-1 the 

system model of this feedback scheme. 
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ŝs

 

Figure 3.2-1  Hybrid codebook feedback for MISO system. 

3.3 Implementation Issue 

Recalling from Section 2.4 how the receiver obtains the downlink channel 

estimates ˆ ,  1, 2,...,lllg l L  during the pilot transmission phase of a frame. These 

channel estimates are then forwarded to the unitary codebook. Depending on the 

feedback approach, either (3.1.3) or (3.2.2) will be used. The codebook index will 

be converted into C  M-ary PSK (MPSK) symbols, where 2logC M  is the number 

of bits used to represent the codebook indices. In the case of the hybrid feedback 

scheme, the analog symbol a  in (3.2.3) is computed and transmitted along with 

the MPSK symbols over the uplink. 
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In the uplink, PSAM described in Section 2.5 will be used to send C  or 

1C   CSI symbols to the base station. The feedback symbols will arrive at the 

transmitter after a delay of DT  seconds. A soft estimate of any CSI symbol u  is 

obtained according (2.3.5). If u  is an MPSK symbol, a hard decision will be 

made and the bit pattern obtained from all such decisions will be used to select v̂  

from the codebook as the most likely feedback code vector. In the case that u  is 

the analog CSI symbol in (3.2.3), then no hard decision will be made and û  will 

simply be used as the estimate of a . This estimate will be denoted as â . We 

remind the reader that due to error introduced in the feedback link, ˆ v v  and 

â a  in general.  

 

(a) 

 

(b) 

Figure 3.3-1  (a) Codebook CSI feedback; (b) Hybrid CSI feedback 

 

As a reminder, the frame structure we adopted is shown in Figure 3.3-1. 

Recall that the rationale of proposing the hybrid feedback approach is that it 
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enables the base station to perform linear-predictive beamforming in a time-

selective fading environment. Let ˆ ˆ( [ ], [ ])m a mv , 0,1,..., 1m J  , be the codewords 

and analog CSI symbols recovered by the base station for Frame 0 to Frame 

1J  . Without loss of generality, we assume frame m  starts at time mNT  and 

ends at time ( 1)m N T . For each pair of  ˆ ˆ( [ ], [ ])m a mv  in the hybrid scheme, the 

base station constructs the channel gain estimate for the pilot phase of that 

frame according to 

ˆ ˆ[ ] [ ] [ ]T m a m mg v ,                                          (3.3.1) 

where the thk - element in [ ]T mg  is an estimate of the path gain ( )kg t  affecting 

the pilot symbols in the thn -  downlink frame. From [ ]T mg , 0,1,..., 1m J  , the 

fading gains affecting each data symbol in the thJ  frame can be estimated 

through linear prediction described in Section 2.5. Once the gain vector g  at a 

data position is obtained, it will be converted to a beamformer through the 

operation 

* */w g g   .                                              (3.3.2) 

Another alternative is 
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 * / HE    w g gg    .                                             (3.3.3) 

Both options will satisfy the unit power constraint. In (3.3.2), the vector norm is 

used to normalize the power of the beamforming vector to unity; the norm needs 

to be calculated for every beamforming vector. In (3.3.3), the beamforming vector 

is normalized by the ensemble average of g  instead; the ensemble average only 

needs to be calculated once offline. Simulation results show that the difference in 

performance between the two power normalization schemes is minimal2. 

Therefore, in this investigation, we only adopt (3.3.2). In summary, with the 

availability of the analog CSI symbol, linear predictive beamforming can be 

realized. The base station can now vary the beamformer from symbol to symbol 

according to the instantaneous channel condition.   

Finally, let us consider a detail implementation issue when the channel 

exhibits block fading. In this situation, assuming absence of pilot estimation error, 

all the feedback ( [ ], [ ])m a mv ’s are identical, but the received ˆ ˆ( [ ], [ ])m a mv ’s at the 

base station are not because of uplink imperfection. Intuitively, we can use an 

averaging filter to mitigate this imperfection in the uplink. The filter simply uses  

                                            
2 The authors in [13] also make the same observation regarding beamformer power normalization  
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1

0

1
ˆ ˆ[ ] [ ]

J
T

m

a m m
J




 g v                                            (3.3.4) 

as an estimate of ˆTg . Yet another possibility is based on the majority decision, 

ˆ majv , of the received code vectors ˆ[ ]mv : 

ˆ ˆT
maja g v ,                                                  (3.3.5) 

where â  is the average of a subset of ˆ[ ]a m , 0,1,..., 1m J  ; ˆ[ ]a i  belongs to this 

subset if ˆ ˆ[ ] maji v v , that is, only analog symbol paired with the majority code 

vector are used in the mean calculation of a . We will refer to this last case as the 

majority decision approach. In both cases, Tg  is not necessarily a code vector of 

the codebook. It should be pointed out (3.3.4) and (3.3.5) can be modified for the 

pure digital feedback approach described in Section 3.2 by simply replacing the 

ˆ[ ]a m ’s or â  with unity. 

3.4 Result and Discussion 

We present in this section the simulation results for the proposed hybrid 

feedback scheme. For the purpose of illustration, we consider simulations 

defined by the parameters listed in Table A.  We assume the base station is 

equipped with 3 or 4 antennas. Each downlink frame consists of 80F   

differential BPSK (DBPSK) ( 1 ) data symbols; for beamforming purposes, 10J   

order predictors are used at the base-station to predict the downlink gains based 
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on the quantized CSI. Both data downlinks and CSI feedback uplinks are 

Rayleigh fading channels. In the time-selective fading scenario, we assume a 

normalized Doppler frequency of 0.002df T   and 0.005df T  .  This corresponds 

to a vehicle speed of 35 km/hr and 85 km/hr for a carrier frequency of 1.9 GHz 

and a 30 KHz baud rate. Unless otherwise stated, there is no feedback delay. 

The codebooks used are defined in Appendix 1. It is assumed that the mobile 

modulates the 6-bits codebook index into 3 QPSK symbols, and therefore there 

are a total of 3 CSI symbols for digital feedback and 4 CSI symbols for hybrid 

feedback.   

Table A Simulation parameters. 

Base 
antennas 

L  

Channel 
Type 

Normalized 
Doppler 

frequency 
Tfd  

Channel 
coherence 

time 

df1  

Channel 
estimation rate 

(approx.) 

FrT1 , NTTFr   

Frame size
N  

4 Fast fading 
0.002 T500  df6  

84 
0.005 T200  2.5 df  

3 Fast fading 

0.002 T500  df6  

83 

0.005 T200  2.5 df  

4 
Block 

Fading 
N/A 

84 

3 
Block 
fading 

83 
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We adopt these naming conventions for the BER curves: (a) curves 

labelled as digital feedback is based on the beamformer design described in 

Section 3.1; see (3.1.3). Curves labelled as hybrid feedback is based on the 

quantizer approach with analog side information described in Section 3.2; see 

(3.2.2) and (3.3.2); (b) For simulation in block fading environment, we found that 

the averaging filter performs best for hybrid feedback, while majority decision 

works best for digital feedback. Unless stated otherwise, the use of average filter 

in hybrid feedback and the use of majority decision in digital feedback in block 

fading simulation are implicit.  

Figure 3.4-1 shows the BER performance for a 4 antennas system with 

different filtering options operating in a block-fading environment. Without the 

averaging or the majority decision device to reduce estimation error at the 

transmitter, the performances of the two feedback schemes are identical3. The 

difference is that in the hybrid feedback scheme, the magnitude and phase of the 

channel can be estimated from the analog feedback symbol. In turns of 

throughput, the original digital-only scheme has the advantage, since it requires 

one less feedback symbol. The performance of the two schemes is no longer 

identical once the averaging and the majority decision device are included in the 

system. At BER of 310 , the hybrid (quantizer) approach receives roughly a 6 dB 

gain in power efficiency when compared to no averaging, while the gain for the 

pure digital (beamformer) method is 4.5 dB with majority decision device. Using 

                                            
3 This is equivalent to using a first order predictor based on ˆ ˆ( [ ], [ ])Q a Qw  
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the averaging filter for the digital method actually deteriorates the BER 

performance. As explained in Section 3.2, the beamformers chosen by (3.1.3) 

does not retain the phase information of the downlink pilot estimate, and 

therefore these codebook vectors cannot be summed directly.  

In Figure 3.4-2 to Figure 3.4-4, we show the performance curves for 4 

antennas and 3 antennas systems with different normalized Doppler frequency. 

In all scenarios, hybrid feedback has superior performance in comparison to 

digital feedback. The largest performance gain occurs in a block-fading 

environment, where both 3 antennas and 4 antennas systems achieve a 2 dB 

gain at BER of 310 . As expected, time-variation in the channel has a significant 

effect on the BER. Comparing to the block fading results in Figure 3.4-2, the fast 

fading results in Figure 3.4-3 shows a 6 dB drop in power efficiency at a BER of 

310  for the 4-antenna hybrid feedback system. Figure 3.4-3 shows that at high 

SNR and a normalized Doppler frequency of 0.002, hybrid feedback is roughly 1 

dB to 2 dB more efficient than digital feedback. When Doppler frequency is 

increased to 0.005, as shown in Figure 3.4-4, the advantage of using hybrid 

feedback increases to a gain of 2dB. This result is expected, since without the 

channel phase information, digital feedback cannot utilize linear prediction to 

adapt the selected beamformer. Consequently, its performance degrades more 

rapidly as channel variation increases. The opposite is true for hybrid feedback, 

whose use of linear prediction enables some compensation against the 

correlated time variation in the channel.  
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The results also suggest that increasing channel variation reduces the 

multi-antenna diversity effect. With no channel variation, a 4 antennas system is 

roughly 3dB more power efficient than a 3 antennas system, as shown in Figure 

3.4-2. The gap is significantly narrowed in Figure 3.4-3, and it all but disappeared 

in Figure 3.4-4.  
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Figure 3.4-1 BER of hybrid and digital feedback in block fading channel; Different uplink 
filtering options; 4 antennas 

 

Figure 3.4-2  BER of hybrid and digital feedback in block fading channel. 
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Figure 3.4-3  BER of hybrid and digital feedback in fast fading channel; 0.002df T  . 

 

Figure 3.4-4  BER of hybrid and digital feedback in fast fading channel; 0.005df T  . 
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Figure 3.4-5 to Figure 3.4-7 demonstrate the closed-loop system under 

different operating conditions. Shown in Figure 3.4-5 and Figure 3.4-6 are the 

effect of different codebook size in block fading and fast fading environments. For 

the 3-bits IEEE 802.16e codebook, BPSK modulation is used in the feedback 

uplink. Thus, the feedback rate for using the 3-bits and 6-bits codebook is 

identical. Figure 3.4-5 shows that in block fading, the 6-bits codebook out-

performs the 3-bits codebook, and hybrid feedback still out-performs digital 

feedback. Interestingly, 3-bits digital feedback performs better than 3-bits hybrid 

feedback in Figure 3.4-6. This is due to the performance of hybrid feedback is 

heavily dependent on the use of linear prediction. When the quantization noise is 

high, it becomes difficult for the predictor to output accurate result.  

Finally, Figure 3.4-7 shows the effect of feedback delay on BER 

performance. The minimum delay is equivalent to the number of feedback 

symbols, which are 3D   for digital feedback and 4D   for hybrid feedback. It is 

expected that hybrid feedback have a much higher tolerance to feedback delay, 

since delay has been taken into account in the linear predictor design. Figure 

3.4-7 verifies that using hybrid feedback lessen the performance degradation 

cause by feedback delay. 
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Figure 3.4-5 BER of hybrid and digital feedback in block fading channel; Different 
codebook size; 4 antennas 

 

Figure 3.4-6 BER of hybrid and digital feedback in fast fading channel; Different 
codebook size; 4 antennas
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Figure 3.4-7  BER of hybrid and digital feedback in fast fading channel; Different 
feedback delay; 4 antennas; 6 bits codebook.  

3.5 Chapter Summary 

In this chapter, we consider the effectiveness of a hybrid feedback 

scheme in a MISO beamforming system with non-ideal CSI feedback. The hybrid 

feedback method effectively adapts the codebook to the channel estimate at the 

cost of one additional analog symbol per feedback cycle. Both block fading and 

time-selective fading channels are considered in our simulation. Since hybrid 

feedback is able to utilize linear prediction to combat fast fading, in most 

scenarios it is shown to offer improved BER performance when compared to the 

traditional digital-only feedback scheme. 
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CHAPTER 4 PURE ANALOG FEEDBACK IN         
MULTI-USER MIMO SYSTEMS 

In Chapter 3, we discuss the use of codebook-based hybrid feedback and 

digital feedback for a MISO system. In principle, hybrid feedback utilizes the 

codebook as a vector quantizer to digitize the downlink channel. With the analog 

side information on amplitude and phase, it is able to achieve better BER 

performance in comparison to the alternate digital-only feedback scheme.  

Nevertheless, quantizing the channel gain reduce the fidelity of the CSI. 

We revisit the use of pure analog CSI as the means for direct, non-quantized 

channel feedback. In [22], it has been shown that for a single user MISO system, 

analog feedback is superior to digital feedback with comparable overhead. In this 

chapter, we extend the investigation in [22] and examine the effectiveness of 

analog feedback in a multi-user MIMO system with MMSE precoding operating in 

time-varying fading channels. To our best knowledge, this combination of analog 

feedback and time-selective fading in a multi-user MIMO setting has not been 

considered in the literature. 

This chapter starts with a brief review of analog CSI feedback and its 

performance improvement over digitized CSI feedback. MMSE MIMO precoding 

with user selection is detailed in Section 4.2. For comparison purpose, unitary 

precoding, an alternative codebook based precoder design scheme is the subject 
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in Section 4.3. Simulation result is shown in Section 4.4 and Section 4.5 is the 

chapter summary. 

4.1 Analog Feedback Review 

With analog feedback, the mobile stations simply transmit a power-scaled 

version of the estimated downlink channel gain directly as the feedback CSI as it 

is. In every feedback cycle, a mobile obtains its channel estimates ˆ ,l l lg g n   

1, 2,...,l L  using pilot symbol estimation described in Section 2.4. As mentioned 

earlier, we advocate the use of analog feedback to transmit the estimates ˆlg  

from every mobile user back to the base station. Specifically, the L  uplink CSI 

symbols from any mobile assume the form 2 2ˆ[ ] / ,l g nu l g     1,2,...,l L , 

where 2
g  is the variance of the channel gain g  and 2

n  is the variance of 

AWGN noise n . The normalization by 2 2
g n  ensures that [ ]u l  has an 

average energy of unity. 

For illustrative purpose, we introduce a CSI feedback scheme that makes 

use of scalar quantizers derived via the LBG algorithm [25]. The in-phase (I) and 

quadrature (Q) components of ˆ , 1, 2,...,l l lg g n l L    are quantized separately 

and the two quantized signals are then mapped into a unit-energy QAM symbol 

for transmission.  
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To digitize each ˆlg , its I-Q components are encoded into a pair of / 2  

bits codewords using separate scalar quantizers. The quantizer has /22  levels 

and is designed using Lloyd algorithm [26] to minimize the mean square error 

distortion between ˆlg  and its quantized counterpart lg  

2

2

ˆRe{ } Re{ }

ˆIm{ } Im{ } , 1,2,...,

l l

l l

E g g

E g g l L

    
    




.                              (4.1.1) 

Altogether, ˆlg  is represented by an   bits codeword. The codeword is then Gray 

mapped into a square QAM CSI symbol [ ]qamu l  with constellation size 2 . 

We also make comparison with a vector quantized CSI feedback 

approach. As shown in Chapter 3, hybrid feedback quantization offers better 

performance than the traditional codebook feedback quantization. Therefore, 

hybrid feedback will be use as the representative for vector quantization. As a 

reminder, the hybrid feedback representation of the downlink channel gain is a 

combination of a quantized vector component v (3.2.2) and an analog 

component a  (3.2.3). The recovered channel gain vector is define as T ag v , 

where  1

2

1,2,...,2 1,2,...,2

ˆ
ˆarg min arg min Re

B B

T
jT H

i i
i i

e
a



 

     
g

v v g v
.
 

While analog CSI feedback is not as popular as codebook-base limited 

feedback, it offers several strategic advantages. Analog feedback does not 
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involve quantization of the downlink channel gain estimates, therefore it avoids 

the unrecoverable distortion from quantization. Additionally, analog feedback is 

simpler than codebook-based feedback from computational standpoint. This is 

because using a B  bits codebook requires an exhaustive search through all 2B  

codewords, whereas analog CSI symbols require no additional processing. The 

latter option is more attractive for mobile station with limited processing power 

and constrained CSI feedback delay requirement. 

We will compare the accuracy of the feedback CSI over a non-ideal uplink 

channel to emphasize the difference between analog feedback, QAM feedback 

(scalar quantization), and hybrid feedback (vector quantization). Feedback 

accuracy is quantified using feedback CSI SNR defined as 

2

2

1

2

2

1

1
2

1 1
2

1
2

l

L

l l
l

g

L

l l
l

E g
CSI SNR

E g g
L

E g g
L






 
 

   


   









                                                    (4.1.2) 

where lg  is the downlink gain estimate recovered by the base station and lg  is 

the actual downlink gain. The superiority of analog feedback accuracy can be 

verified via computer simulation. Consider the case which the base station is 

equipped with 4 antennas, 4L  ; A 4 levels quantizer is used for scalar 

quantization with the result mapped to 16-QAM symbols; hybrid feedback 
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scheme use a 6 bits codebook with the index modulated into 3 QPSK symbol, 

resulting a total of 4 CSI symbols (3 QPSK + 1 analog). Overall, the number of 

feedback symbols and thus the feedback throughput for the three feedback 

schemes is identical. Curves in Figure 4.1-1 shows analog feedback CSI SNR 

improves with increasing symbol SNR. The 16-QAM feedback CSI SNR 

eventually level off at high SNR as the result of unrecoverable quantization error. 

In comparison, hybrid feedback has noticeably worse performance. The 16-QAM 

feedback uses 4 bits/antennas and therefore 16 bits are used to embed the 

channel gains information. In contrast, without the analog side information, the 

channel gain in hybrid feedback is encapsulated into 6 bits, which leads to higher 

quantization noise even though vector quantization is being used. Besides, in16-

QAM feedback, the channel gain for each downlink antenna is independent, and 

therefore the CSI carried by each 16-QAM symbols can be individually decoded. 

When a CSI decoding error occurs, the erroneous channel gain is localized to a 

single antenna. Furthermore, the error is likely to be mitigated by the multi-

antenna diversity effect in the downlink. In contrast, when the codebook index is 

off by a single bit, the entire recovered channel gains vector could be vastly 

different the actual gain vector, resulting in a beamforming vector that might 

actually further deteriorate the quality of downlink channel. One scenario which 

hybrid feedback may perform better than 16QAM feedback is when its underlying 

vector quantizer has very high resolution, e.g. 12 bits (mapped into three 16QAM 
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symbols, plus 1 analog symbol) . Unfortunately, such a codebook is not readily 

available in the literature. 

 

Figure 4.1-1  Feedback CSI SNR. 0.002df T   

In a fast fading multi-user MIMO environment, the requirement for 

feedback accuracy is even more stringent. This is due to the phenomenon of 

multi-user interference. Unlike singleuser system, where performance can be 

shown to be limited by transmission power, the performance of a multi-user 

system is often interference-limited. Interference cancellation through channel 

inversion is a main objective for the multi-user MMSE precoder design. The 

MMSE precoder is only effective when the channel matrix obtained through CSI 

feedback is sufficiently accurate. From the high irreducible distortion for the 



 

 56

recovered downlink channel gain shown in the CSI SNR, the low-resolution 

hybrid feedback scheme is not expected to operate well in a MIMO setting.  

4.2 MMSE MIMO Precoding 

As explained in Section 2.2.2, we consider a base station with L  antennas 

transmitting to Z  mobile users out of a pool of M  users. In order to satisfy the 

dimensionality constraint, we require that L Z . Each mobile user is equipped 

with a single antenna and consequently there are L M  downlink propagation 

paths between the base station and the users. For notation brevity, the fading 

gain in any downlink path at symbol position k  is given the general notation [ ],g k  

and the AWGN at any mobile receiver is given the general notation [ ]n k . When 

necessary, subscripts will be added to [ ]g k  and [ ]n k  to highlight the specific 

link/antenna. On other occasions, we drop the symbol index k  for the sake of 

notation brevity, but it should be understood that the underlying processes 

actually vary with time.  

Using the procedures described in the previous section, a mobile converts 

its channel estimates ˆ , 1, 2,...,l l lg g n l L    into L  analog or QAM CSI symbols. 

Each user sends its CSI symbols to the base station using the PSAM procedure 

described in Section 2.3. Now, let ˆ [ ]zu l  denotes the CSI recovered at the base 

station for the l th downlink paths of the z th  user, and define 

 ˆ ˆ ˆ ˆ[1], [2],..., [ ]z z z zu u u Lu . Because of the need to perform user selection, the 
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base station will analyze all M
Z
 
 
 

 combinations of CSI vectors in the set 

 1 2ˆ ˆ ˆ, ,..., Mu u u , and selects the “best” group of Z  users. To explain the proposed 

user selection procedures, we use the notation 

 
1 2

2 2ˆ ˆ ˆ ˆ, ,...,
Z

TT T T
g n i i i  G u u u                                         (4.2.1)  

to represent the estimated channel matrix for an arbitrary group of Z  users. It 

should be understood that each zi  is from the set {1,2,..., }M  and no two zi ’s are 

identical.  Elements of this matrix are simply the base-station’s estimates of the 

downlink channel gains between its antennas and the group of users. We 

emphasize that (4.2.1) is simply the channel estimate of the downlink during the 

pilot transmission phase of a downlink frame. Similar to the prediction technique 

used in Chapter 3, linear prediction can be used to estimate the actual gains 

affecting the data symbols. 

Assume the base station has selected a group of users. Let zs  denotes 

the data symbol intended for the z th  member of this selected group at an 

arbitrary symbol position in the current frame, where each zs  is drawn from a 

unit-energy signal constellation. The Z  data symbols  1,...,
T

Zs ss  are 

transmitted over the L  antennas using an L Z  MMSE precoder W . The 

precoded signal is  
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x Ws
.
                                                      (4.2.2) 

In addition, the composite received signal of the Z  selected users is  

 r Gx n ,                                                           (4.2.3) 

where 
2  Ws  is a power normalization factor, G  is an  Z L  channel matrix 

containing the complex gains in the Z L  links between the base station and the 

selected mobiles, and n  an 1Z    AWGN vector. Note that individual 

components of G  and Z  assume the general statistics of [ ]g k  and [ ]n k  

described in Section 2.2.1. Furthermore, the matrix Ĝ  in (4.2.1) is a dated and 

noisy version of G .   

Now, substituting (4.2.2) into (4.2.3) and multiplying both sides by   

allows us to obtain  

ˆ   s r = GWs n ,                                                 (4.2.4) 

As demonstrated in [13], if G  is known perfectly at the base station, then 

we can choose the precoder W  in such a way that the mean square value of  

ˆe -   = s s s (GWs n)
.
                                                    (4.2.5) 

is minimized. This leads to the so-call MMSE precoder. Let  



 

 59

2

2

2

2

( )

((( )( ) ( ) ) /

([ )( ) ] / ) ( )

( ) /

H

H H
n

H H
n

H H H H H
n

E e

E tr ee

tr tr Z

tr Z tr

tr Z Z











   
   

   

    

I GW I GW WW I

I GW I GW WW

GWW G GW W G I W W

 .             (4.2.6) 

By setting 2( )
0H H H

nZ
 

   


W
W G G G W W

W
, the optimum precoding matrix 

can be obtained as 

2 1( )H H
nK  W G GG I .                                        (4.2.7) 

Equations (4.2.6) and (4.2.7) forms the basis of user selection, as we shall 

describe next.  According to (4.2.7), the “best” group of users is the group whose 

G  matrix minimizes the MSE. As long as M  is not unreasonably large, this can 

be done through an exhaustive search over all M
Z
 
 
 

 possibilities.  However, two 

minor modifications to (4.2.6) and (4.2.7) are required before executing this 

search. Firstly, we need to replace G  in these equations by its estimate G , since 

in practice, G  is not known precisely. Secondly, the channel is time-varying, 

consequently G , and hence W  and  , are also time-varying. To deal with these 

issues, we consider a user selection strategy that calculates an estimated MSE 

base on the predicted channel response. 

In our user selection strategy, the base-station uses the feedback CSI Ĝ  

in (4.2.1) received for the current downlink frame, as well as those received for 
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the J  previous frames, to estimate/predict the channel matrix G  at every symbol 

positions in the current frame. The estimate G  is then substituted into (4.2.6) and 

(4.2.7) to obtain the MSE at a particular data symbol position. Let [ ]kG  be the 

predicted version of [ ]kG  for the k th  symbol in the current frame, then the user 

selection process computes for every user group the sum MMSE across the 

entire frame: 

2

1

 tr(( [ ] [ ])( [ ] [ ]) ) / tr( [ ] [ ]) ,
F

H H
frame n

k

k k k k Z k k 


  I - G W I - G W W W          (4.2.8) 

where [ ]kW  is equivalent to W  in (4.2.6) but with G  replaced by [ ]kG .  The 

group with the smallest frame  is selected. The process is repeated every frame-

cycle. It should be emphasized that while the selected group of users is only 

updated once per frame, the precoder itself changes at every data symbol 

position. This is because by substituting G  for G  in (4.2.7), the precoder is able 

to track the time-variation in the fading channel. 

4.3 Unitary Precoding 

We will compare the BER of the proposed multi-user MMSE precoders 

with analog feedback against their counterparts based on QAM feedback. In 

addition, we will also make comparisons against codebook-based unitary 

precoders [15]. In unitary precoding, each user finds its optimum precoder out of 

a finite set of precoders. The selection is based on channel quality indicator, 



 

 61

which is usually chosen to be the SINR calculated at the mobile. We assume a 

B  bits unitary matrix codebook with entries 1 2
{ ,..., }BV V , where each  

1, ,{ ,..., }q q P qV v v , 1 2Bq  , is a unitary matrix with  P  orthogonal columns. Each 

column vector can be used as a precoding vector corresponds to one of the 

mobile’s downlink channel. The unitary codebook contains a total of 2BP  unit 

vector candidates for precoding vector selection. 

Upon obtaining the channel estimate  1 2ˆ ˆ ˆ ˆ, ,..., Lg g gg  from the downlink 

pilots, each mobile compute its channel quality indicators, denoted as ,p qSINR ,  

† 2
,

, 2 † 2
,

ˆ| |

ˆ| |
p q

p q
n o q

o p

SINR
L




 
g v

g v
,   1 p P  , 1 2Bq  .                (4.3.1) 

When a user computes ,p qSINR , it assumes it has been assigned the p th  

column vector in the q th  unitary matrix, whereas the remaining 1P   column 

vectors are assigned to the other users. Ideally, ĝ  should lie in the null space 

form by the 1P   non-chosen column vectors, and therefore the user would 

experience zero multi-user interference. In practice, since a codebook has finite 

resolution, there will always be some interference power as the result of 

quantization distortion.  

 Each user can send back a total of 2BP   ,p qSINR  CSI symbols, 

{1, 2,..., }p P  and {1,2,..., 2 }Bq . Compare to only L  CSI symbols required for 
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MMSE precoding with analog/QAM feedback, unitary precoding generates a 

much higher volume of feedback traffics in the uplink. Consider that we assume a 

noisy uplink structure with non-zero feedback delay, full SINR  feedback is only 

feasible with an extremely high-rate feedback link. Alternatively, we could 

consider limited feedback scheme that greatly reduce feedback rate by omitting a 

portion of SINR  values.  

A medium-rate feedback strategy is to only feedback the index of the 

precoder that offers the maximum sum rate, i.e., 

,
{1,2,...,2 } 1

arg max log(1 )
B

P

p q
q p

q SINR
 

  ,                                        (4.3.2) 

and the corresponding P  ,p qSINR  values, {1, 2,..., }p P .  

 A low-rate feedback strategy is to only feedback the optimum precoder 

index and the optimum precoding vector index, i.e., 

,
{1,2,..., } {1,2,...,2 }

( , ) arg max log(1 )
B

p q
p P q

p q SINR
  

                                (4.3.3) 

In this scenario, no SINR  needs to be feedback at all. Only the optimum indices 

P  and Q  are required. When using medium or low-rate feedback strategy, the 

base station sets the missing SINR values to zero.  

Let the set of SINR  values from the z th  user be denoted by zSINR . The 

objective of the selection is to find the optimal precoder for a set of compatible 
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users. Each precoding vector in this precoder should maximizes the receive SNR  

for one user, while simultaneously generates minimum amount of interference 

power for the other 1Z   users. With M  total users, the base station has to 

process 
2BM P

Z

  
 
 

 SINR  combinations to find the optimum user set. Clearly, 

finding the optimal user set through exhaustive search is computationally 

expensive and difficult to accomplish in a timely manner. Instead, the Per User 

Unitary Rate Control (PU2RC) algorithm in [15] can be used to greatly simplify 

the user selection process. The algorithm is further explained in Appendix 2.  

We note that if medium feedback or low-rate feedback are deployed, then 

it is possible for the algorithm to schedule less than Z  users due to the missing 

SINR values. Therefore, downlink throughput suffers as the result of uplink 

feedback rate reduction. Even worse, the base station cannot extract the actual 

downlink channel gain from the SINR  CSI and therefore, the base station will not 

be able to make use of linear prediction. As a result, unitary precoding is 

expected to be ineffective against time-selective fading. 

4.4 Simulation Results and Discussion 

Many simulation parameters used in the evaluation of multi-user MIMO 

system are similar to those used in the Section 3.4 simulation. The system 

consist of 4 transmit antennas, with 2 active users chosen from a pool of 10 

users. BPSK modulation ( ±1 symbols) with differential encoding (DBPSK) and 
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differential detection are used in the downlink to transport the data. Unless 

otherwise stated, each downlink frame consists of 80F   data symbols and 4 

pilot symbols; there is no feedback delay. For beamforming and user selection 

purposes, 10J   order predictors are used at the base-station to predict the 

down link gains from the received CSI. In order to evaluate the performance of 

analog feedback, we considered two benchmark schemes: unitary precoding with 

no feedback error (Section 4.3) and MMSE precoding with QAM feedback. The 

simulation parameters are summarized in Table B. 

Table B  Simulation parameters. 

Channel 
Type 

Normalized 
Doppler 

frequency 
Tfd  

Channel 
coherence 

time 

df1  

Channel 
estimation rate 

(approx.) 

FrT1 , FrT NT

Frame size 
N  

Number of 
antennas 

L  

Block 
Fading 

N/A 
84 

4 
Fast 

fading 

0.001 1000T  12 df  

0.002 T500  
6 df  84 

12 df 44 

0.005 T200  
2.5 df  84 

5 df 44 

 

The following naming conventions are adopted for the BER curves: (a) 

curves labeled 2/2 corresponds to no user selection. i.e., the total number of 

users in the system is 2 and they are always scheduled for transmission. (b) 

curves labeled 2/10 implies user selection at work: 2 active users from a pool of 
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10 users, (c) curves labeled no feedback error implies an error-free uplink, G  in 

(4.2.8) equals the feedback CSI symbols (or, in the case of unitary precoding, the 

SINRs in (9) are correctly received). Note that the base station still will not be 

able to obtain the actual downlink gain, since there is estimation error during the 

pilot phase. For unitary precoding, we consider the case of full SINR feedback 

with no feedback error, so that the PU2RC selection algorithm will always be able 

to schedule 2 users for transmission. By fixing data throughput, we ensure that 

the BER comparisons are fair. Hybrid feedback, QAM feedback, and unitary 

precoding are collectively classified as digital feedback. 

We start off by examining the impact of channel time-variation on system 

BER performance. Figure 4.4-1 to Figure 4.4-4 show the cases for channels with 

block fading ( 0df T  ), low Doppler frequency ( 0.001df T  ), medium Doppler 

frequency ( 0.002df T  ), and high Doppler frequency ( 0.005df T  ). The 

simulations confirm that due to low CSI SNR (see Section 4.1), hybrid feedback 

does not perform well in a multi-user MIMO environment. In all four cases, the 

analog feedback and QAM feedback curves show similar receive diversity order. 

The results for analog feedback are better than QAM feedback since analog 

feedback completely bypasses the quantization process and is thus able to avoid 

any unrecoverable quantization error.  

In Figure 4.4-1, although MMSE precoding outperforms unitary precoding 

with the absence of feedback error, unitary precoding remains competitive in a 
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block fading environment. As fade rate increases from Figure 4.4-2 to Figure 

4.4-4, the unitary precoding curves eventually reach an error floor, suggesting 

that the system becomes interference-limited. As expected, the performance of 

unitary precoding is limited by its inability to track the time-varying channel 

through the feedback CSI. In order to benefit from diversity gain, it requires 

significantly higher channel estimation rate to update the precoder and user 

selection decisions. We also have to keep in mind that the implemented unitary 

precoding assumes no feedback error and therefore, it suffers additional setback 

when operating in an environment with non-ideal, delay-constrained feedback 

uplink. 

In Figure 4.4-4, none of the precoders works well in fading channels with 

high normalized Doppler frequency. A simple solution to deal with the high fade 

rate is to increase the channel estimation rate by reducing the frame size. This 

result is shown in Figure 4.4-5 and Figure 4.4-6. By halving the frame size, 

channel estimation is effectively doubled. However, efficiency of data throughput 

suffers since the number of pilot symbols remains unchanged. Figure 4.4-5 and 

Figure 4.4-6 further demonstrate that in comparison to unitary precoding, MMSE 

precoding have higher tolerance against fast fading. 
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Figure 4.4-1  BER of analog and digital feedback in block fading channel; 80F   

 

Figure 4.4-2  BER of analog and digital feedback in fast fading channel; 0.001df T  ;
80F 
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Figure 4.4-3  BER of analog and digital feedback in fast fading channel; 0.002df T  ;
80F   

 

Figure 4.4-4  BER of analog and digital feedback in fast fading channel; 0.005df T  ;
80F 
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Figure 4.4-5  BER of analog and digital feedback in fast fading channel; 0.002df T  ;
40F   

 

Figure 4.4-6  BER of analog and digital feedback in fast fading channel; 0.005df T  ;

40F   
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To demonstrate the multi-user effect of the proposed multi-user MIMO 

system, we first show the effect of reducing the active user pool size from 10 in 

previous figures to 2 in Figure 4.4-7 and Fig. 4.4-8. Furthermore, we show in to 

Figure 4.4-9 the downlink BER curves for user pool of various sizes. The general 

conclusion is that unitary precoding has poor performance without the multi-user 

effect, since it is unlikely for the given users to have nearly orthogonal channels. 

In contrast, even without the multi-user effect, MMSE precoding demonstrates 

resilience against fast fading. In Figure 4.4-9, signal power is fixed to 10dB and 

system performance is measured as a function of user pool size. All curves show 

diminishing return for improvement in BER as the user pool increases. Since a 

large user pool is not necessary, the use of brute force method in MMSE user 

selection algorithm will not cause too much concern. 

Finally, we show in Figure 4.4-10 the effect of feedback delay on system 

performance, where a delay of 4 symbols is the minimal delay that can be 

achieved in practice for a MMSE precoding system with 4 antennas. It is 

observed that as long as the delay is shorter than 10 symbols, its impact on the 

BER of the proposed MMSE precoders is rather minimal (less than 1dB loss at 

BER of 10-3). A delay of 40 symbols, on the other hand, incurs a 3 dB loss in 

power efficiency at a BER of 10-3. The diversity gain however, is not affected. 

  



 

 71

 

Figure 4.4-7  BER of analog and digital feedback in block fading channel; 80F   

 

Figure 4.4-8  BER of analog and digital feedback in fast fading channel; 0.002df T 
 

80F 
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Figure 4.4-9  Multi-user effect, 2 active users; 0.002df T  ; 80F  ; 10SNR dB  

 

Figure 4.4-10  Feedback delay in MMSE precoding system with analog feedback; 
0.002df T  ; 80F  ; 2 /10 users
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4.5 Summary 

In this chapter, we consider the effectiveness of a MMSE precoding 

technique in a multi-user MIMO environment with time-selective fading channel 

and non-ideal feedback. Analog CSI feedback is found to have superior BER 

performance over quantized CSI feedback, since it avoids the unrecoverable 

distortion due to digitization. By using previously received CSI symbols and linear 

predictor filter to extrapolate downlink channel gain at the data symbol position, 

MMSE precoding is able to mitigate the detrimental effects of time-selective 

fading. In contrast, while unitary precoding with multi-user diversity works well in 

a block fading environment, the performance cannot be carry over to a time-

selective setting. 
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CHAPTER 5 CONCLUSION 

In this thesis, we study two topics related to uplink CSI feedback format. 

For a singleuser MISO system, we present a hybrid feedback scheme that 

improves upon the digital feedback scheme. Codebook-base vector quantization 

introduces quantization distortion into the downlink channel gain estimate. We 

reduce this distortion by using an additional analog symbol to encapsulate 

channel magnitude and phase information. This feedback strategy allows the use 

of downlink channel linear prediction to combat time-variation in a fast fading 

channel. The benefit of the proposed feedback scheme is verified via computer 

simulation. While hybrid feedback has slightly higher uplink bandwidth, it yields 

superior downlink BER performance compare to digital feedback system. 

For a multi-user MIMO operating environment, we examine the 

effectiveness of analog CSI feedback in conjunction with MMSE precoding. Since 

MMSE precoding is only effective when the effective channel matrix is non-

singular, we incorporate multi-user selection in our design to exploit multi-user 

diversity gain. Since the MIMO system is expected to operate in a fast fading 

environment, we utilize predicted channel response in the MMSE computation. 

Simulation verifies that analog CSI feedback outperforms both scalar quantized 

CSI feedback and vector quantized CSI feedback. We also make comparison to 

codebook-base unitary precoding strategy that feedback SINR values. It is 
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shown that due to its inability to track time-variation in the fading channel, the 

BER performance of unitary precoding quickly deteriorates as the channel 

normalized Doppler frequency increases. 

 

Suggestions for Future Research 
 

Possible research extensions to this thesis include investigating the 

performance of hybrid feedback and analog feedback in other operating 

environments, as well as enhancing the MMSE user selection strategy. 

To simplify design, our proposed system consist of mobiles equipped with 

a single receive antenna. An extension might involve investigating the 

performance of the hybrid feedback and analog feedback systems for mobiles 

with multiple receive antennas. In a multi-user multiple receive antennas MIMO 

operate environment, the current MMSE precoding strategy can still function if 

each user antenna is treated as a separate user. In this case, each user’s 

receive antennas are uncoordinated. [17] has shown that receiver coordination 

for zero-forcing beamforming using receive combining technique is beneficial to 

system performance. By adding receive antenna coordination to MMSE 

precoding, we can generalize the MIMO structure. 

The multi-user selection algorithm used in our MIMO system employs a 

brute-force search method to find the optimal set of users. In Section 4.4, we 

have shown that MMSE precoding with analog feedback does not require a large 
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user pool size to extract reasonable gain from multi-user diversity. Nevertheless, 

from a complexity perspective, the brute-force method is less attractive 

compared to the PU2RC algorithm used in unitary precoding. An extension to 

MMSE user selection algorithm might involve finding a near-optimal selection 

algorithm whose computation complexity grows linearly as a function of user pool 

size. 
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APPENDIX 1: GRASSMANNIAN CODEBOOK 

The use of Grassmannian codebook design for MIMO system is 

introduced in [7]. The Grassmannian design criterion exploits the relationship 

between the CSI quantization problem and Grassmannian line packing [27]. In 

[7], it has been shown that in terms of average received signal to noise ratio, 

Grassmannian line packing provides the optimal codebook design under spatial 

uncorrelated MIMO channel. 

The codebook aims to provide a set of matrices that maximize the 

minimum subspace distance between any pair of lines. Suppose we represent a 

packing of 2BL  matrix 1 2 2
[ ... ]BV v v v  whose column space iv  is the 

i th  line in the packing. iv  is a unit vector with 1H
i i v v  and 1( )H

j i i j v v . 

The chordal distance metric4 1 2( , )d v v  is defined as the angle 1,2  between the 

two lines generated from the unit vectors 1v  and 2v . The chordal distance is 

2

1 2 1,2 1 2( , ) sin( ) 1 Hd   v v v v                                      (A.1)  

The minimum distance of a packing is the sine of the smallest angle 

between any pair of lines, which can be written as 

                                            
4 Besides the chordal distance, other subspace distance metric such as spectral distance and 

Fubini-Study distance can also be used 
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2

1 2
( ) min 1

B

H
j l

j l
X

  
  v v                                            (A.2) 

Finally, a Grassmannian codebook is designed by solving  

2

arg max ( )
BX X

X
 

V                                                 (A.3) 

The Grassmannian codebook used in this thesis is constructed using the 

codebook generation operation defined in the IEEE802.16 standard [24]. Let the 

notation ( , , )L Z BV  denotes the vector codebook that consists 2B  complex unit 

vectors of dimension L , and Z  denotes the number of data streams (users). The 

integer B  is the number of bits required for the codebook index. In Section 

8.4.5.4.10.15 in the IEEE802.16 standard, Table 298p provides the generating 

parameters u  and s  for (3,1,6)V  and (4,1,6)V . The predefined values are 

reproduced in Table C. 

Table C Generating parameters for (3,1,6)V  and (4,1,6)V  

L  B  u  s  

3 6 [1 26 57] [1.2518–-j0.6409, –0.4570–j0.4974, 0.1177+j0.2360] 

4 6 [1 45 22 49] [1.3954–j0.0738, 0.0206+j0.4326, –0.1658–j0.5445, 0.5487–j0.1599] 

 

Based on u  and s , the codebook can be construct using the following 

operations. The first codebook vector 1V  is simply a unit vector whose entries are 

equally spread out on the unit circle. 
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2 2
( 1)

1

1
1 ...

T
j j L

L Le e
L

 
 

  
 

v .                                             (A.4) 

 

Then, a unitary L L  matrix ( )sH , which takes s  as a parameter is generated 

using 

( ) Hs I p H vv                                                       (A.5) 

where 1[1 0 ... 0] L v s , 
2
H

p 
v v

. All the codewords , 2,3,..., 2B
i i v  are 

derived from the first codeword 1v  based on 

1( ) ( ) ( ) , 2,3,..., 2i H B
i s u s i v H Q H v                                (A.6) 

1j
i ie

v v                                                            (A.7) 

where ( )i uQ  is a rotational matrix  

1 2
2 2 2

2 2 2( ) ...
LB B B

j u i j u i j u i
i u diag e e e

  
   

   
 

Q                                 (A.8) 

Finally, the codewords are rounded to four decimal places. Note that due to 

(A.7), the first entry of every code vector is a real number. The codewords in 

(3,1,6)V  are reproduced in Table D as a reference   
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Table D  Entries for codewords in codebook (3,1,6)V  

Matrix index Column Matrix index Column 
000000 0.5774 

-0.2887 + j0.5000 

-0.2887 - j0.5000 

010000 0.3169 

0.4970 + j0.1434 

-0.6723 + j0.4243 

000001 0.5466 

0.2895 – j0.5522 

0.2440 + j0.5030 

010001 0.7031 

-0.4939 – j0.4297 

0.2729 – j0.0509 

000010 0.5246 

-0.7973 – j0.0214 

-0.2517 – j0.1590 

010010 0.3649 

0.1983 + j0.7795 

-0.3404 + j0.3324 

000011 0.5973 

0.7734 + j0.0785 

0.1208 + j0.1559 

010011 0.6658 

0.2561 – j0.6902 

-0.0958 – j0.0746 

000100 0.4462 

-0.3483 – j0.6123 

-0.5457 + j0.0829 

010100 0.3942 

-0.3862 + j0.6614 

0.0940 + j0.4992 

000101 0.6662 

0.2182 + j0.5942 

0.3876 – j0.0721 

010101 0.6825 

0.5632 + j0.0490 

-0.1901 – j0.4225 

000110 0.4120 

0.3538 – j0.2134 

-0.8046 – j0.1101 

010110 0.3873 

-0.4531 – j0.0567 

0.2298 + j0.7672 

000111 0.6840 

-0.4292 + j0.1401 

0.5698 + j0.0605 

010111 0.7029 

-0.1291 + j0.4563 

0.0228 – j0.5296 

001000 0.4201 

0.1033 + j0.5446 

-0.6685 – j0.2632 

011000 0.387 

0.2812 – j0.3980 

-0.0077 + j0.7828 

001001 0.6591 

-0.1405 – j0.6096 

0.3407 + j0.2319 

011001 0..6658 

-0.6858 – j0.0919 

0.0666 – j0.2711 

001010 0.407 

-0.5776 + j0.5744 

-0.4133 + j0.0006 

011010 0.4436 

0.7305 + j0.2507 

-0.0580 + j0.4511 

001011 0.6659 

0.6320 – j0.3939 

0.0417 + j0.0157 

011011 0.5972 

-0.2385 – j0.7188 

-0.2493 – j0.0873 

001100 0.3550 

-0.7412 – j0.0290 

-0.3542 + j0.4454 

011100 0.5198 

0.2157 + j0.7332 

0.2877 + j0.2509 

001101 0.7173 

0.4710 + j0.3756 

0.1394 – j0.3211 

011101 0.571 

0.4513 – j0.3043 

-0.5190 –j0.3292 

001110 0.3070 

-0.0852 – j0.4143 

-0.5749 + j0.6295 

011110 0.5517 

-0.3892 + j0.3011 

0.5611 + j0.3724 

001111 0.7400 

-0.3257 + j0.3461 

0.3689 – j0.3007 

011111 0.5818 

0.1190 + j0.4328 

-0.3964 – j0.5504 

(cont.) 
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Matrix index Column Matrix index Column 
100000 0.5437 

-0.1363 – j0.4648 

0.4162 + j0.5446 

110000 0.727 

-0.5479 – j0.0130 

0.3750 – j0.1748 

100001 0.5579 

-0.6391 + j0.3224 

-0.2285 – j0.3523 

110001 0.3401 

0.4380 + j0.5298 

-0.5470 + j0.3356 

100010 0.5649 

0.6592 – j0.3268 

0.1231 + j0.3526 

110010 0.6791 

-0.1741 – j0.7073 

0.0909 – j0.0028 

100011 0.484 

-0.6914 – j0.3911 

-0.3669 + j0.0096 

110011 0.3844 

-0.1123 + j0.8251 

-0.1082 + j0.3836 

100100 0.6348 

0.5910 + j0.4415 

0.2296 – j0.0034 

110100 0.6683 

0.5567 – j0.3796 

-0.2017 – j0.2423 

100101 0.4209 

0.0760 – j0.5484 

-0.7180 + j0.0283 

110101 0.394 

-0.5255 + j0.3339 

0.2176 + j0.6401 

100110 0.6833 

-0.1769 + j0.4784 

0.5208 – j0.0412 

110110 0.6976 

0.2872 + j0.3740 

-0.0927 – j0.5314 

100111 0.4149 

0.3501 + j0.2162 

-0.7772 – j0.2335 

110111 0.3819 

-0.1507 – j0.3542 

0.1342 + j0.8294 

101000 0.6726 

-0.4225 – j0.2866 

0.5061 + j0.1754 

111000 0.6922 

-0.5051 + j0.2745 

0.0904 – j0.4269 

101001 0.419 

-0.2524 + j0.6679 

-0.5320 – j0.1779 

111001 0.4083 

0.6327 – j0.1488 

-0.0942 + j0.6341 

101010 0.6547 

0.2890 – j0.6562 

0.1615 + j0.1765 

111010 0.6306 

-0.5866 – j0.4869 

-0.0583 – j0.1337 

101011 0.3843 

-0.7637 + j0.3120 

-0.3465 + j0.2272 

111011 0.4841 

0.5572 + j0.5926 

0.0898 + j0.3096 

101100 0.69 

0.6998 + j0.0252 

0.0406 – j0.1786 

111100 0.5761 

0.1868 – j0.6492 

-0.4292 – j0.1659 

101101 0.3263 

-0.4920 – j0.3199 

-0.4413 + j0.5954 

111101 0.5431 

-0.1479 + j0.6238 

0.4646 + j0.2796 

101110 0.7365 

0.0693 + j0.4971 

0.2728 – j0.3623 

111110 0.5764 

0.4156 + j0.1263 

-0.4947 – j0.4840 

101111 0.3038 

0.3052 – j0.2326 

-0.6770 + j0.5496 

111111 0.549 

-0.3963 – j0.1208 

0.5426 + j0.4822 
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APPENDIX 2: PU2RC MULTI-USER SELECTION 

PU2RC resource allocation effectively utilizes multi-user precoding and 

scheduling to enhance MIMO performance. It combines precoder construction 

and user selection into a single framework. For a system that choose Z  users 

out of M  total users, using a codebook with 2B  unitary matrices and P  unit 

vectors in each matrix, the algorithm states 

Algorithm 1   MU PU2RC 

for {1, 2,..., }p P  and {1,2,..., 2 }Bq  do 

 
, ,

{1,2,..., }
arg max log(1 )

p q p q

z

z M
z SINR


   

, ,log(1 )z
p q p qr SINR  

 

end for 

,
{1,2,...,2 } {1,2,..., }

,

,

( , ) arg max

\{ : 0}

{ }

B Z
p q

q S P p Z

p q

p q p

q W r

p r

z z

   





  





W

W W W



 


 

The for loop in Algorithm 1 ensures that each precoding vector in every 

precoder is only assigned to the user with the highest SINR . 
,p q

z  represents the 

user that can achieve the highest sum rate using the p th  column of the  q th   

in a precoding matrix.  ,p qr  is the corresponding sum rate value. Line 5 of the 
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algorithm finds the precoder index q  and the precoding vectors combination that 

maximizes Z  users’ sum rate total. The precoder W  is constructed by stacking 

the Z  precoding vectors in the q th matrix as row vectors. Line 6 and 7 ensures 

that user with zero sum rate are not transmitted. i.e. for each user in the selected 

user set, if its sum rate ,p qr  is found to be zero, then the user is excluded from the 

set and the corresponding precoding vector is excluded from the precoding 

matrix. Note that Algorithm 1 is a modified version of the PU2RC algorithm in 

[15]. 

As an example, suppose we have to select 2 users out of a total of 4 

users, the codebook contains 4 matrices with 2 columns in each matrix. Let the 

entries in Table E represents the received SINR values from the 4 mobiles. 

Table E  SINR CSI (vector 1, vector 2) 

 Matrix 1 Matrix 2 Matrix 3 Matrix 4 

MS 1 (2,3) (4,5) (1,15) (4,1) 

MS 2 (5,2) (6,1) (2,5) (6,1) 

MS 3 (7,2) (1,3) (20,5) (4,12) 

MS 4 (2,20) (5,6) (3,2) (6,4) 

 

The for loop in the algorithm assigns the user with the maximum sum rate 

to each precoding vector, which is summarized in Table F. 
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Table F  User with maximum sum rate for each precoding vector 

 Matrix 1 Matrix 2 Matrix 3 Matrix 4 

Vector 1 3 2 3 2 

Vector 2 4 4 1 3 

 

Finally, the optimum user pair is selected base on the total sum rate. In 

this example, the highest total sum rate belongs to matrix 3, where precoding 

vector 1 assigned to user 3, and precoding vector 2 assigned to user 1 leads to 

sum rate total of (log(1 20) log(1 15))   . Therefore, user 1 and user 3 are 

selected and matrix 3 is used as the precoder. 
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APPENDIX 3: PUBLICATIONS 

At the time of writing, the materials presented in this thesis has been 

reviewed and accepted by IEEE Conference on Vehicular Technology. The 

citations are listed here for general reference purpose. 

 

P. Yuan and P. Ho. "Using Direct Analog Feedback for Multiuser MIMO 
Broadcast Channel," In Proceedings of  IEEE Vehicular Technology 
Conference, Taiwan, May 16-19, 2010 
 
P. Yuan and P. Ho. "Hybrid Analog/Digital CSI feedback for Transmit 
Beamforming Systems in Time-Selective Fading Channels," In 
Proceedings of  IEEE Vehicular Technology Conference, Taiwan, May 16-
19, 2010 
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