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Abstract

Deep Neural Networks (DNNs) are vulnerable to attacks that reduce accuracy and impact
critical applications that rely on their performance. Bit-flip attacks (BFA) enable an attacker
to identify a small number of bits that, when flipped, could severely degrade DNN model
accuracy. This thesis studies the impact of random and targeted BFA on DNN model accuracy
for edge devices. We propose a simple software mechanism to limit an attack’s impact on
full-precision DNN models. We uncover a vulnerability in quantized DNN models where
a few critical model parameters use a higher-precision representation. To our knowledge,
we demonstrate the first semi-black box BFA that degraded the accuracy of a quantized
DenseNet121 model from 85% to the level of a random guesser (10%) by only flipping 14 out
of more than 58 million bits. To address this vulnerability, we propose a software redundancy
mechanism that can effectively defend against random and targeted bit-flip attacks with an

average of 0.3% performance overhead and 8.2% storage overhead in the worst case.

Keywords: Machine Learning Security; Bit-Flip Attacks; Deep Learning; Quantization;

Hardware Security; Rowhammer
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Chapter 1

Introduction

Deep neural networks (DNNs) are the foundation of a multitude of artificial intelligence ap-
plications such as image classification [13], speech recognition [52], autonomous driving [79],
image captioning [3, 44], and medical diagnosis [14]. DNNs are deployed on many systems
of different capabilities, from small, limited consumer devices to large, high-performance
computer clusters. It is becoming more popular to run DNNs on consumer devices to provide
real-time intelligent insights to the user. As state-of-the-art DNNs are computationally
intensive, deploying them efficiently on small edge devices requires optimization and down-
scaling. Model quantization is a widely employed technique as it substantially reduces
energy consumption and memory footprint while preserving model accuracy [31, 28, 27].
The increasing dependence on edge devices powered by DNNs [66, 51, 33] underscores the
importance of protecting the models and their internal data integrity. This is especially
important, considering that sensitive user data is often involved. Therefore, ensuring the
reliability and confidentiality of DNN models and their internal data becomes crucial for
ensuring the secure functionality of these devices in everyday use.

Edge devices operate in diverse environments without integrity or safety guarantees
for stored data. Hence, such devices are vulnerable to hardware fault injection attacks like
Rowhammer [35]. Such mechanisms have been successfully used to launch attacks against
both full-precision and quantized DNNs, which can compromise the model by modifying a
few parameters in memory [84, 62, 48|.

Hong et al. [23] show that for full-precision 32-bit floating point (FP32) models, the most
considerable accuracy degradation occurs when flipping bits that increase the magnitude of
parameters to extreme values (i.e., the most significant bits in the exponent field) which
results in exploded, wrong model outputs. Conversely, quantized DNNs are recognized for
resilience against random bit-flip attacks (BFA) as parameters are represented using small-bit
widths [62]. This limits the range of possible parameter values, reducing the severity of
changing model parameters via bit flips.

This thesis presents two key findings. Firstly, we show that full-precision models can be

made more resilient against bit-flip attacks using a simple range-checking mechanism that



ensures model parameters are within an acceptable range of values. Secondly, we show that
quantized models have nontrivial amounts of data susceptible to random BFA, which can be
exploited to launch an attack with a high success probability while having limited knowledge
about the system. In quantized models, the majority of parameters are stored in a low-width
representation, e.g., 8-bit integer values. However, some critical model parameters, such as
bias vectors and batch normalization parameters, are quantized to a higher-precision integer
representation, typically 32-bit integers [38, 65, 31, 39]. This approach allows the model to
maintain high accuracy while still reducing its storage requirements since the high-precision
parameters constitute only a tiny portion of the overall model size.

We present a BFA that targets those highly vulnerable regions and show that it’s
highly effective in degrading DNN models for seven different DNN architectures that
perform different tasks. For example, we show that an attacker can successfully degrade
DenseNet121[26] trained on CIFAR10 from 85% accuracy to 10%, turning it into a random
guesser by flipping 10 bits on average. We also showcase the impact of our proposed attack
against the GPT2 Large Language Model [61]. We show that the model outputs meaningless
text in the presence of a small number of bit-flips.

Many recent hardware and software mechanisms have been proposed to defend against
Rowhammer attacks, such as [17, 57, 43, 80, 67]. However, such mechanisms require nontrivial
hardware changes and incur nontrivial performance overheads for low Rowhammer thresholds.
Therefore, these hardware proposals are more suitable for larger systems than for resource-
constrained edge devices, which are the focus of our proposal.

To defend quantized DNN models on edge devices against BFA, we propose and evaluate
a software mechanism that uses triple modular redundancy (TMR) to protect and rectify
sensitive model data. We show we can mitigate the attack with low performance and storage
overheads. Our experimental results demonstrate that the average performance overhead
for our software mechanism is 0.3% across many models. We also show that the storage
overhead is 3.7% of model size on average (8.2% in the worst case).

In this thesis, we make the following contributions:

e We propose and evaluate a simple software range-checking mechanism to mitigate BFA

against FP32 models.

e« We uncover a vulnerability that stems from modern DNN quantization methods,
allowing attackers to identify vulnerable regions in a model without time-consuming

testing of model parameters.

o To our knowledge, we propose the first semi-black box BFA against quantized DNNs,
successfully degrading various models to random guesser-level by flipping a small
number of bits in high-precision tensors. The attack requires limited knowledge about

the model and the underlying system.



e We propose a software protection mechanism against this attack and show that it can
effectively defend quantized DNNs while incurring negligible performance and storage

overheads.



Chapter 2

Background

This chapter provides an overview of existing BFA vectors. We then explain how DNNs are
quantized and organized in memory. Next, we overview Rowhammer, a powerful hardware
fault-injection technique. We then review how Rowhammer attacks are mounted. Finally,
we discuss methods for hardening and safeguarding data in memory systems based on

redundancy and other hardware-based Rowhammer mitigation mechanisms.

2.1 Bit-Flip Attacks

BFA against DNNs can be categorized into targeted and untargeted attacks. Targeted attacks
aim to stealthily deceive the DNN into mispredicting specific inputs while maintaining the
prediction accuracy for other input samples, allowing the attacker to control the misprediction
behaviour of the model in a concealed manner. For instance, T-BFA [63] is shown to divert a
ResNet-18 model trained on the ImageNet dataset to mispredict all the testing images from
one source class to a target class selected by the adversary without significantly affecting
the overall model accuracy by flipping 27 bits. In contrast, the objective of untargeted BFA
is to degrade the overall inference accuracy of the model by flipping a small number of bits
in the model parameters.

Full-precision model parameters are highly vulnerable to simple untargeted BFA. Stored
in the IEEE-754 single floating point representation, perturbations in the most significant
exponent bits can change a parameter to an extreme value, drastically changing the model’s
outputs. Prior work [23] shows that, for various models, flipping the most significant
exponent bit in any of 40% of the parameters can significantly degrade model accuracy. For
quantized models, random bit-flips do not substantially change parameter values and have
an insignificant effect on model accuracy. Hence, the conventional wisdom is that BFA is not
as easily executable on quantized models as it is for FP32 models. To launch a successful
BFA on a quantized model, the attacker needs perfect white-box access to the model and its
parameters to be able to search for specific bit chains that incur the most damage on the

model.



The iterative approach followed by most state-of-the-art attacks involves searching for
the bit locations in the parameter matrix that would incur the maximum increase in the

calculated loss using the testing set x:

O = argmax [L(f(x;0)) — L(f(x;0"))] (2.1)
fe{ot}

In Equation 2.1, £ is the loss function, © is the parameter matrix after iteratively
flipping 4 bits, and {(:)’} is the set of possible parameter matrices after flipping a single bit
starting with ©%. Using a sophisticated bit-search algorithm necessitates that the attacker
has full white-box access to the model (including all the parameter values and a batch of
the training or the testing sets) and the underlying system to run the search offline before
attempting to induce a bit-flip which is not always possible. The majority of prior works
manage to degrade a quantized DNN to a random guesser using only a tiny number of
bit-flips using progressive vulnerable bit-identifying algorithms while assuming that the
attacker has open access to model architecture, values of all the parameters, and a batch of

training or testing data [62, 84].

2.2 DNN Model Quantization

State-of-the-art DNN models require substantial storage and computation, making them
unsuitable for small, computationally limited devices. One widely used technique for deploy-
ing large models on small devices is quantizing model parameters into a lower bit-width

representation.

Integer-only Quantization

Model parameters are commonly quantized to integer-only values as integer arithmetic is far
less energy-consuming than operations on floating-point parameters.

To convert a real-valued parameter » € R to a quantized representation ¢, an affine
quantization scheme is commonly used as it allows integer-only arithmetic without having to
de-quantize the parameters to their original representation. One popular affine quantization

scheme, described in [31], is as follows.

q=Q(r) = round(%) + 7 (2.2)

where @ is the function that maps real values to quantized integer values; S is the
scaling factor, a real-valued number responsible for defining the distance between adjacent
quantization levels; and Z is the integer zero-point. The choice of Z = 0 is known as
symmetric quantization, which allows the mapping of » = 0 to ¢ = 0 without a quantization

error. Symmetric quantization is widely used as zero-padding operations are commonly used
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Figure 2.1: The structure of a fully connected layer. Operations are done completely in
the integer domain. Down-scaling from 32-bit to 8-bit integers is carried out after the fully
connected operation before applying the activation function.

in DNNs. S and Z are called the quantization parameters and are maintained separately for
each tensor.

In symmetric quantization, S is calculated as follows:

_B-a
Co2b g

where b is the bit width of quantized values and a and 3 are the FP32 range parameters,

S (2.3)

beyond which values are clipped to ¢min and ¢maz-

Static vs. Dynamic Quantization

Values for a and § can be determined either statically before inference or dynamically
for every input sample. Since weight matrices typically do not change during inference,
range detection and quantization are applied before running inference. Jacob et al. [31]
uses & = Wip and B = Wymae. Activations differ for each input sample, so they are often
quantized dynamically.

Dynamic quantization requires computing statistics on activations during inference to
decide on an appropriate range, which means that it can be more accurate at the cost of
computation overhead.

Static quantization computes range parameters before inference, meaning a single range
will be used for all inputs. This results in lower accuracy for out-of-distribution input samples
but does not impose any computational overhead. One approach to finding range parameters
during static quantization is to run inference for various inputs and averaging the seen ranges
[31]. Choukroun et al. [9] propose choosing the range parameter that minimizes the mean

square error between the quantized and unquantized values.

Quantizing Standard Operations in DNNs

A common operation during DNN inference is multiplying the matrices of weights and
activations and then adding the result to the bias term (also known as the fully connected

layer). Weights and activations are commonly quantized to 8-bit integer representation.



Hence, intermediate results of element-wise multiplications must be accumulated in 32-bit
integer accumulators. For this reason, biases are either quantized to 32-bit integers or not
quantized at all in all integer quantization schemes we have surveyed [38, 65, 31, 39]. For
example, in PyTorch 2.3 [58], biases are quantized to 32-bit integers in both static and
dynamic post-training quantization (PTQ) and not quantized at all in quantization-aware
training (QAT). Furthermore, biases only make up a tiny portion of the overall model size
while having a high impact on model accuracy, so maintaining a high precision for biases is
vital to preserving model accuracy after quantization. Other important parameters, such as
batch normalization, are kept in a high-precision format. Figure 2.1 shows the structure of a
quantized fully-connected layer.

Another standard operation used in modern DNNs is Batch Normalization [30]. It helps
stabilize and accelerate training by normalizing each layer’s inputs to have zero mean and unit
variance. This reduces the dependency on initial weight values and allows for higher learning
rates, accelerating training without the risk of divergence. Quantizing batch normalization
parameters to a low-width representation can be detrimental to learning. The parameters,
including mean, variance, and learnable scale and shift, require high precision and an extensive
parameter range to reflect the data distribution and ensure network stability. High precision
is essential because the computation of these parameters involves reciprocation, square root,
and sum of product operations, which are sensitive to numerical inaccuracies. Quantization
to lower precision can introduce significant errors, leading to improper normalization,
training instability, slower convergence, and reduced model performance. Typically, Batch
Normalization parameters are either quantized to a higher-precision integer representation

[31] or left in their original floating point representation [86]

2.3 DRAM Organization and Operation

The predominant technology in memory systems is Dynamic Random Access Memory
(DRAM). It’s organized in a hierarchy of channels, dual in-line memory modules (DIMMs),
ranks, banks, and cells. Cells are the indivisible storage unit in DRAM, containing a capacitor
to store the charge denoting a single bit and a transistor to control access to the cell value.
Cells are organized in columns and rows, which make up banks. Banks are grouped to form
ranks (typically, each side of the DIMM module is a rank). Each DIMM is inserted into a
channel, connecting the memory module to the CPU and its memory controller. DRAM is
usually accessed on the granularity of a row, which is 8KiB, by copying it into a per-bank
row buffer. After bringing the correct row into the row buffer, the CPU can request data at
the granularity of 64-bit words served from the row buffer so long as it has not been replaced
by another row.

Memory controllers use an addressing function to map each physical address to a specific

location in memory (channel, DIMM, rank, bank, row, and column). Those functions are



undocumented for various CPU manufacturers but can be reverse-engineered using physical
hardware or software methods [59, 68]. A standard mapping function is choosing bits in
the physical address and XORing them together to minimize bank conflicts. Seaborn [68]
reports that on his setup with 8192 MB physical memory over two DIMMs, the mapping is
shown in Table 2.1. Each DIMM has two ranks, eight banks in each rank, 32768 (2!%) rows
per bank, and each row is 8 Kilobytes.

Table 2.1: Address mapping function reported in [68]

Bit index Usage ‘
0-5 The six least-significant bits in the byte index into the
row. Used as the cache block byte index (for a 64-bit
cache block)
6 Channel selector
7-13 High order bits of the byte index into the row
14-16 XOR’d with the three least significant bits of the row
index to select the bank
17 Rank selector
18-32 Row index in the bank
33+ May be used if the physical memory does not start
from address 0

2.4 Memory Fault Injection using Rowhammer

DRAM is vulnerable to Rowhammer [35], a memory fault injection mechanism caused by
DRAM disturbance errors. This vulnerability arises from repeatedly accessing a DRAM
row, intensifying the electromagnetic coupling between DRAM cells and accelerating charge
leakage from adjacent rows. The minimum number of required DRAM row activations to
induce a bit-flip is called the Rowhammer Threshold (Trp). Due to DRAM scaling and
continuous shrinkage of DRAM cells, this threshold has been decreasing, making DRAM
chips more susceptible to errors. Rowhammer was demonstrated as a security threat against
systems of different varieties, including embedded systems [15], mobile systems [74] and
servers [46]. High Bandwidth Memory (HBM), due to its dense architecture and close
proximity of cells, is also particularly vulnerable to Rowhammer [55], exacerbating the
challenge of mitigating such attacks in modern memory technologies. Flipping a single bit in
the victim’s address space typically takes a long time, and bit-flips are transient (i.e., on
disk reload, bit-flips are rectified). Hence, attackers must identify a small subset of highly
important bits to target and cause to flip. Attacks that utilize Rowhammer have been used

to leak confidential data and escalate privileges [69, 17, 74, 85]. Rowhammer-based methods



have been the principal hardware vulnerabilities exploited to launch attacks against systems
running DNNs [84, 63].

There are two main variants of Rowhammer: single- and double-sided. Single-sided
Rowhammer repeatedly accesses a single aggressor row and expects flips to happen in
the two adjacent rows. Double-sided Rowhammer requires achieving a sandwich memory
layout wherein the attacker hammers the two adjacent rows and expects bit flips in the
middle row. Double-sided Rowhammer induces higher pressure on the target row, amplifying
charge leakage and inducing more bit flips [4]. However, it requires virtual-to-physical and

physical-to-bank mapping knowledge, which may not always be obtainable.

2.5 Mounting Rowhammer

Mounting Rowhammer can be tricky even if the DRAM chip is vulnerable, as it breaks the
abstractions provided by the hardware and the operating system. This section demonstrates

the three obstacles an attacker faces in mounting a successful Rowhammer attack.

2.5.1 Uncached Memory Access

The attacker must race against the DRAM refresh time to flip successfully before restoring
the charge in the target cells. The x86 ISA provides an explicit cache flush instruction
clflush, which the attacker can repeatedly use to remove the hammered data from the
cache. Another approach is to repeatedly access addresses that map to the same cache set,
thereby enforcing repeated cache evictions. x86 also provides non-temporal access instructions

that inherently don’t bring the accessed data into the cache.

2.5.2 Virtual-to-Physical Memory Mapping

One of the challenges against flipping bits in the victim’s memory is to position memory
pages in such a way that allows the hammering of the attacker’s data to affect the victim’s
bits. The first practical version of a Rowhammer attack [69] used the /proc/PID/pagemap
provided for Linux systems, providing complete information about virtual-to-physical page
mapping. Unprivileged access to such an interface has been prohibited since Linux kernel
version 4.0 was introduced [70]. Another approach is to use the huge pages feature available
to some x86 systems, which gives the user process a large, contiguous physical memory block,

providing sufficient mapping information for the attacker to mount the attack.

2.5.3 Memory Layout Massaging

For an attacker to induce bit-flips in the victim’s data, the target data must be carefully
positioned in a place the attacker can affect by repeatedly accessing adjacent data. The

attacker, therefore, needs to influence the system to allocate the target data in such a location.



One approach used by [64] exploits memory deduplication' to trick the OS into mapping
a victim page and an attacker page to the exact physical page containing Rowhammer-
vulnerable bits at desired offsets. However, even though it has been demonstrated as a
reliable method for memory massaging, it is not an on-by-default feature and is turned off
on many systems.

Another approach, memory waylaying, is described in [20]. File page data is cached in
DRAM in most operating systems. These cached pages are considered free, available memory,
as they can be evicted anytime. When one of the page cache pages is evicted, it is brought
back into a random page in memory in both Linux and Windows. The attacker can repeatedly
influence the system to evict the target page until it is placed on an attacker-chosen page.
Waylaying depends on a prefetching side-channel described in [21] to detect when the target
page is in a suitable location from the attacker’s perspective.

Kwong et al. [42] describe an approach that exploits the Linuz buddy allocator to allocate
a contiguous block of 2 MiB of physical memory. The attacker must know when the victim
will allocate the target page (after n pages of allocations). The attacker would free a page
with flippable bit locations and then free other n — 1 pages. Those pages would go back
into the pool in a last-in-first-out fashion. After that, the attacker would invoke the victim,
which will cause the target page to be placed in the first-freed page (the one with vulnerable

locations).

2.6 Defences against Bit Faults

Systems with severe reliability requirements can employ defence mechanisms to safeguard
sensitive data against failures. Various software and hardware mechanisms have been proposed

to defend against bit errors. Herein, we describe some of these approaches.

2.6.1 Error-Correcting Codes (ECC)

ECC is a technique commonly used to guarantee reliability against errors in memory data
symbols. DRAM chips with ECC implement binary linear block code schemes to encode data
blocks into codewords. A codeword consists of r data bits and k parity-checking bits. The
number of parity bits k£ controls the tradeoff between reliability guarantees and storage and
performance overheads. For instance, the DDR4 standard [32] specifies the codeword size
of 72 bits, with r = 64 and k = 8. Other systems implement more complex ECC schemes
inside the memory controller [29], such as chipkill [12]. Chipkill distributes ECC bits across
memory chips, enabling regular memory operation even when an entire DRAM chip fails.

Although ECC (Error-Correcting Code) provides data integrity guarantees, recent work has

!Memory deduplication is a kernel mechanism that merges physical pages with identical content and
marks the virtual pages as copy-on-write
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shown that systems implementing ECC remain susceptible to the Rowhammer attack [10].
This attack exploits the timing difference between accessing a correct codeword and one
with a bit error that is detected and corrected by ECC and then induces more bit flips in the
same row. This vulnerability has been demonstrated even in ECC schemes that are capable
of correcting multiple bit errors, including advanced techniques like Chipkill. Therefore,
while ECC enhances reliability against bit errors, it is insufficient as a standalone defense

against Rowhammer attacks.

2.6.2 Rowhammer Defences

Various hardware and software mitigation mechanisms have been proposed to defend against
Rowhammer. Typically, a Rowhammer defence involves an access-tracking mechanism and a
corrective action that is taken when a potential hammering attempt is detected. In Target
Row Refresh (TRR) and similar techniques [17, 57, 43], access tracking is done using counters
that track the number of accesses for a potential aggressor row, and when the number of
accesses exceeds a predefined threshold, adjacent potential victim rows are refreshed. Those
mechanisms require hardware modifications and may require extra storage impervious
to Rowhammer to store the counters [57]. Furthermore, systems with victim-refreshing
protection are still susceptible to more sophisticated attacks such as Half-Double [36], which
does not target the immediately adjacent rows.

More recent defences, such as AQUA [80] and SRS [67], apply the corrective action on
the aggressor row by either swapping it to a random location or quarantining it, breaking
its spatial proximity with the victim row. While those aggressor-row-centric mechanisms are
resilient against sophisticated hammering patterns, they incur a prohibitive performance
overhead for low Try, projected to decrease aggressively in the upcoming years. Table 2.2
shows the measured threshold for different DRAM generations with labels old and new
referring to the same generation classified by the manufacturing date [34]. While those
solutions provide strong guarantees against Rowhammer, the overhead and the required
hardware modifications may not be practical for resource-constrained edge devices and are

usually considered for large and more capable systems.

2.6.3 Fault Tolerance using Replication

N-modular redundancy (NMR) is a standard protection approach for systems with severe
security requirements. NRM entails storing N copies of sensitive data in memory. When data
is accessed, the system retrieves and compares the N copies simultaneously. A majority vote
is conducted among the N copies to determine the correct value, and the most common value
is designated as correct. In the event of error detection (i.e., no consensus in the data copies),
the system can correct all the stored copies to the designated correct value. While NMR
provides high levels of fault tolerance, it can come at the expense of significant performance

and storage overhead, especially when dealing with large amounts of sensitive data. For

11



Table 2.2: Rowhammer threshold over DRAM generations from 2014 to 2021. [34, 35]

eneration ownamimer resno

DDRS3 (old) 139K
DDR3 (new) 22.4K
DDRA4 (old) 17.5K
DDRA4 (new) 10K
LPDDR4 (old) 16.8K
LPDDRA (new) 18K

example, if N = 3, the system must store three copies of the data, which triples the storage
requirements. Additionally, retrieving and comparing multiple copies of data can slow down
memory access times and affect cache locality. As a result, NMR may not be practical for

applications that require fast access to large amounts of data.
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Chapter 3

Threat Model

The primary attack vectors we discuss are mounted against DNNs quantized to a low-
precision integer representation and stored in DRAM. The attacker is co-located with the
victim’s device either on the same system or through the network, enabling them to induce
bit-flips in the victim’s memory [46, 72, 82]. The attacker’s goal is to degrade model accuracy
as much as possible. The attacker cannot tamper with the training process and aims to
degrade model accuracy for legitimate input samples (i.e., for experimentation, we use the
testing set of the task dataset). The attacker is limited in the number of bit-flips they can
induce, given that a single bit-flip can take a long time to cause, and they are non-persistent
across system resets as correct model data will be reloaded from the storage.

We assume that the attacker knows the underlying model architecture. This assumption
is reasonable as deploying open-source, pre-trained models is common. Even for proprietary
models, prior works have extracted the model architecture without any previous knowledge
[25]. We assume that the attacker lacks access to the model parameter values. This is a
reasonable assumption because open-source models (whose source code is available) often
require fine-tuning or training from scratch, which would alter their parameter values as
the model is further optimized for its specific task. Also, it’s common to embed proprietary
models optimized for specific tasks in edge devices, in which case the attacker cannot access
the parameters. Prior works show that it is possible to estimate network parameters using
power or timing side-channels accurately. However, Xiang et al. [81] show that smaller models
(the primary targets for this work) are more challenging to accurately reverse-engineer due
to their simplicity and small impact on the overall system power consumption. Other prior
works exploit specific design or hardware choices, which may not apply to the device under
attack due to the diversity in edge devices hardware [71, 78, 6]. We also assume they can
mount Rowhammer, targeting random bits within the high-precision regions of the victim
model. We demonstrate how an attacker can use Rowhammer to launch the attack we

propose in Section 6.3.
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Chapter 4

Experimental Setup

This section describes our experimental setup to evaluate the DNN model’s vulnerability
to BFA. We describe our benchmarks, datasets, software setup, and the hardware system

configuration we modelled.

4.1 Model Architectures and Datasets

We test DNNs of different complexities and sizes suitable for various tasks commonly done on
mobile or small edge devices. We use all four benchmarks from the MLPerf Tiny benchmark
suite [5] and experiment with larger models for one of the benchmarks. We also evaluate our
attack for quantized models against GPT2 [61], a Large Language Model (LLM), which can
be used as a text completion model for mobile devices. The MLPerf Tiny Benchmark suite
includes DNNs trained for tasks commonly run on mobile and small embedded devices. The
MobileNetV1 architecture [24] is trained using the MSCOCO dataset [45] and is used for the
Visual Wake Words benchmark, which targets detecting the presence of a person or more in
input images. The Keyword Spotting benchmark trains a Decoder-Side Convolutional Neural
Network (DS-CNN) [83] using the Google Speech Commands dataset [76] to recognize short
phrases using sound input. The Anomaly Detection benchmark trains a fully connected
AutoEncoder on machine noises to detect anomalous machines using the ToyADMOS dataset
[37]. Finally, the Image Classification benchmark trains a small Residual Neural Network
(ResNet-8) [22] on the CIFAR10 dataset [40], which contains 60,000 32x32x3 RGB images
categorized into 10 classes. The testing set for CIFAR10 consists of 10,000 images. Similar to
prior works, we sample 1,000 images to speed up exhaustive testing. We also experimented
with larger models, namely, DenseNet121 and ResNet-50, a more extensive Residual Neural

Network, for the image classification benchmark.

4.2 Software Setup

We use TensorFlow [1] version 2.12 to train FP32 models. We then convert FP32 models

into an integer 8-bit representation using TensorFlow Lite, which we use as the main testing
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Table 4.1: Emulated system configuration

’ Component ‘ Parameter ‘ Value ‘
ISA RISC-V
CPU MODE IN-ORDER
CLock 1 GHz
S1ZE 256 MB
DRAM MODEL LPDDR3
CLock 800 MHz
CACHE SI1ZE 32 KB
L1 ICACHE / DCACHE | ASSOCIATIVITY 2
LATENCY 1 CYCLE

platform for our bit-flip analysis of quantized DNN models. To test the efficiency of TMR
for sensitive data in quantized models, we modify the TensorFlow Lite Micro [11] framework

to include redundancy for sensitive parameters and check their integrity at inference time.

4.3 Hardware Platform

To evaluate our proposed protection mechanism for quantized DNNs, we model a small,
resource-constrained system core connected to a low-power DRAM memory chip using the

gemb simulator [7]. Table 4.1 shows key configuration parameters for our modelled system.
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Chapter 5

BFA Against FP32 Models:
Analysis and Solution

Models stored in the floating point format have been proven to be fragile against BFA due to
the vast change a bit-flip could cause if it occurs in the most significant bit locations of the
exponent field. Hong et al. [23] show that even a single bit-flip in any of nearly half of the
parameters can inflict at least 10% relative degradation in model accuracy without any prior
knowledge of the model. We run exhaustive bit-flip testing for six DNNs trained on four
tasks and confirm the results presented in [23]. We calculate the percentage of parameters
in each model with at least one vulnerable bit. We define a vulnerable bit as a bit that
would inflict § relative accuracy degradation on the model if flipped. For larger models (e.g.
DenseNet121 and ResNet-50), testing every bit is too time-consuming as the number of
parameters is on the order of millions. To mitigate this, we follow the same approach used
in [23] and sample 100,000 parameters at random and limit the tests to the bits in those
parameters. This is a sound simplification as even for the models we exhaustively test, the
percentage of vulnerable parameters is high and distributed across the model layers.

Most of the risk of BFA against FP32 models comes from flipping the most significant
exponent bit of parameters from 0 to 1, resulting in a substantial change in the parameter
value, drastically affecting all the calculations that depend on that parameter. Figure 5.1(a)
shows the bit distribution for all the parameters of the MobileNetV1 model used for the
Visual Wake Words benchmark. In the pristine model, most parameters (99.9941%) have
the most significant exponent bit set to 0.

To address the vulnerability in FP32 models, we propose a simple range-checking defence
that could be applied to hardware or software. For each model, we store the minimum
and maximum parameter values. The parameters are checked against the minimum and
maximum parameter values during inference. If a parameter is out of range, the most
significant exponent bit is reset to 0. The intuition behind this mechanism is that if a
bit-flip attack drastically changes a parameter, this is likely caused by flipping the most

significant bits of the exponent. This simple mechanism yields effective results as the range
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Figure 5.1: (a) shows the bit distribution for the MobileNetV1 FP32 model (trained on the
MSCOCO dataset with 85% Top-1 accuracy). A bar at Bit Index = i corresponds to the
number of parameters with the ith bit equal to 1. The number of parameters with the most
significant exponent bit activated is 13 out of 221,794 (less than 0.0059%). (b) shows the
parameter value distribution for the same model.

Table 5.1: Percentage of vulnerable parameters for 6 = 50% and § = 10%.

Model Accuracy | # Params. | Vuln. params (%) | Vuln. params. in range (%)
0=50% o0=10% 0=50% 6 =10%
AutoEncoder 81% 100,000 30.61% 64.99% 0.33%  0.59%
DS-CNN 92% 24,908 50.57% 51.95% 2.30%  7.94%
MobileNetV1 85% 100,000 0.24% 9.60% 0.0%  0.44%
ResNet-8 87% 78,666 48.12% 48.74% 0.53% 2.81%
ResNet-50 84% 100,000 13.00% 31.00% 0.11% 0.11%
DenseNet121 88% 100,000 21.09% 32.40% 0.04%  0.09%

of parameters is usually tightly distributed around 0, and flipping the most significant bit in
the exponent field will almost certainly take the parameter out of range. Figure 5.1(b) shows
the weight distribution of the MobileNetV1 model. We observe that the weight distributions
for other models are similar.

Table 5.1 shows the percentage of vulnerable parameters for 6 = 10% and § = 50% for
the model with and without protection. The last column corresponds to the defended model
(after range-checking) and shows the number of tested weights that bypass the defence (i.e.,
the bit-flip does not take the weight out of range and degrades the model by ¢). The results
show that using this simple approach can significantly reduce the risk of BFA against FP32
models. For instance, for § = 50%, the percentage of vulnerable parameters is reduced from
30.61% to 0.33% for the AutoEncoder DNN (99.2% reduction in vulnerable parameters). In
the worst case, the percentage of vulnerable bits for § = 10% is reduced to 7.94% in the case

of DS-CNN. We attribute this to the model’s small size and simplicity, so it’s more sensitive
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Figure 5.2: Average performance overhead (i.e., additional execution time) of implementing
software range-checking.

for bit flips that don’t drastically change a parameter. Even in this case, the reduction in the
number of vulnerable parameters is 84.72%. Figure 5.2 shows the impact on the performance
of using range-checking in software. On average, the incurred overhead in execution time
amounts to 2.46%, a tolerable level. However, the overhead grows with the model size.
This range-checking mechanism can be implemented in hardware with modest state
overhead and negligible performance overhead for models exhibiting a substantial slowdown
since hardware-based range-checking and bit flipping can be much faster than software.
The required hardware additions include adding range registers, dedicated comparators to
compare model parameters against the range, and simple bit-flipping logic for the most
significant bit. We did not explore this hardware mechanism in detail since our software
range-checking mechanism is sufficient for resource-constrained edge devices as they primarily
run small models. However, a custom hardware solution could be explored in future work.
Per-tensor range checking. Although our findings indicate that this simple software
range-checking mechanism adequately safeguards the most vulnerable parameters, it might
not be sufficient for the most susceptible models, such as DS-CNN. We explored an alternative
approach involving storing per-tensor ranges instead of a global model range. We observe
improved outcomes by comparing parameters to their corresponding tensor range, especially
for more susceptible models. This approach decreased the percentage of vulnerable parameters
for DS-CNN to 1.5% and 6.4% for 6 = 50% and ¢ = 10%, respectively. Other less-vulnerable
models were not significantly impacted. However, this strategy introduces a tradeoff as

it expands the attack surface, necessitating additional measures to protect many range
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parameters against tampering. These ranges could be securely stored in on-chip secure

memory if available.
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Chapter 6

Analysis of BFA Against Quantized
DNN Models

This section analyzes the adverse effect bit-flip attacks can have on quantized models. We
then describe a practical Rowhammer attack that a co-located malicious process can mount

and compromise the model.

6.1 BFA Against Quantized Models

Integer quantization is one of the most common quantization schemes used for DNNs,
representing parameters in low-bit-width integers, typically 8-bit integers. The low-precision
integer representation necessitates that most of the 28 possible values will be used to achieve
the best accuracy possible. This means that a bit-flip is unlikely to substantially change the
value of a parameter and take it out of the parameter range. Hence, the effect of random
bit-flips on quantized DNNs is not significant. To evaluate the resilience of quantized DNNS,
we treat the whole model data as a contiguous array of bits in memory, and we exhaustively
flip every bit to evaluate the accuracy of the attacked model.

Figure 6.1 shows a complete bit-flip profile of three quantized models (DS-CNN, Au-
toEncoder, and MobileNetV1). The two main observations from the figure are: 1) a random
bit-flip is highly unlikely to affect the model accuracy of a quantized model significantly,
and 2) some tiny, contiguous regions are more vulnerable against bit-flips and can degrade
the model to worse than a random guesser using a single bit-flip.

Upon investigating the vulnerable regions, we identified them to be high-precision
parameter vectors. In practice, most frameworks either quantize bias tensors and other
important low-volume tensors into high-precision integer representation [1, 65, 38, 31, 58] or
leave them as FP32 [53]. For instance, high-precision quantization of bias vectors meets a
practical need as bias values are added to many layer outputs, making them more sensitive
to quantization errors. Furthermore, they constitute a small portion of the model size.

Table 7.1 shows the size of high-precision parameter tensors in the six DNNs. Since two
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Figure 6.1: The accuracy of quantized AutoEncoder (a), DS-CSS (b), and MobileNetV1 (c)
against a single bit-flip attack. Each point at Bit Index = i represents the model’s accuracy
after flipping the i¢th bit in the parameter matrix viewed as a contiguous array of bits.

extra copies of those regions are to be stored, the worst-case storage overhead is 8.2% for
DS-CNN. We demonstrate a simple yet highly effective attack vector against quantized
models, which exploits this characteristic. In the next section, we propose a defence strategy
using redundancy in software to protect those sensitive regions.

In scenarios where attackers lack access to exact model parameters, traditional progressive
bit-search algorithms become impractical due to their dependence on complete white-box
access to the model and its parameter values. Instead, adversaries may resort to flipping
as many random bits as possible in model data, which, as we show next, is ineffective in
substantially degrading DNNs’ accuracy.

We propose a more effective attack leveraging the limited information available to the
adversary. Attackers can significantly impact model performance by identifying and targeting
the highly vulnerable, high-precision regions shown in Figure 6.1. Our method involves
randomly flipping bits within these regions, exploiting the sensitivity of these parameters
to maximize degradation with a high probability. Figure 6.2 shows the results for a single
run of a completely random attack versus randomly selecting bits only from high-precision
vectors for three models.

In the first strategy, we flip random bits from the whole model. As expected, randomly
flipping bits from the entire model is inadequate even after 50 cumulative bit-flips (up to
100 for ResNet-50 and MobileNetV1). At the low end, DS-CNN starts to break at around
40 bits across several runs. Similar to the FP32 version of the model, the small size of the
model and its simplicity lead to its breakage relatively quickly after flipping a small number
of completely random bits.

For our proposed attack, we confine the attack’s bit flips to the high-precision vectors of
the model. This strategy quickly degrades the model to a random guesser in most cases. We
have run each attack five hundred times and show the median number of bit-flips within
high-precision vectors to turn the model into a random guesser in Table 6.1. This simple

attack strategy can inflict significant accuracy degradation on most models using a small
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Figure 6.2: Testing fully random BFA and random BFA within high-precision vectors.
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Table 6.1: Average number of random bit-flips within high-precision vectors to degrade
models to a random guesser.

Model Pristine Accuracy | Median Bit Flips to
Random Guesser
AutoEncoder 81.0% 16
DS-CNN 90.2% 10
MobileNetV1 84.2% 32
ResNet-8 80.0% 7
ResNet-50 84.5% -
DenseNet121 84.0% 14

number of bit-flips. Even though the attack cannot degrade ResNet-50 to a random guesser
using a practical number of bit-flips, we can still inflict significant accuracy degradation on
it. For example, the median number of bit-flips required to reduce the accuracy by 10% (i.e.,

for § = 10%) across five hundred runs is 21.
6.2 BFA against quantized LLMs

Table 6.2: GPT2 text completion output for a pristine model versus attacked models with
20 bit-flips in high-precision parameters.

Input Prompt Pristine Model Output ‘ Attacked Model Output ‘

"My Trip to Yosemite was" My Trip to Yosemite was | My Trip to Yosemite was

a great experience, and I a newcom!!!!l (C! (Newl!! (C!!

can’t wait to go back again to
the beautiful park next spring

(New!! (C! (! (! ( NewC! (C!
(NewCl!

n

"The economy is

The economy is recovering
and people are looking for
jobs.

The economy is this week.
The U.S. Treasury issued the
first-ever note

"What is the meaning of life?"

What is the meaning of

What is the meaning of

life? — "life is the pursuit of | life? !" — "I -II" — "L -1 " I"

the highest ideals,"

To demonstrate the risk of our proposed attack against LLMs, we experiment with
GPT2, an LLM commonly used on mobile devices for text completion due to its balanced
resource efficiency, making it a suitable choice for deployment despite the constraints of
such devices compared to newer, more computationally demanding models. We repeatedly
launched 20-bit-flip attacks against it for fifty trials and examined the output manually.
We use the same prompts for both the pristine and the attacked models. We observe that
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32 trials (out of 50) resulted in the model outputting meaningless text. Table 6.2 shows

examples of pristine and attacked model outputs.

6.3 A Practical Rowhammer Attack Against Quantized Mod-
els

In Section 6.1, we examined the effect of flipping bits in quantized models’ parameters and
concluded that high-precision regions are the most vulnerable. Many models we discussed
could be degraded to a random guesser using a few bit-flips in those regions. This section
describes a practical Rowhammer attack, which a malicious, co-located user can mount and
ultimately destroy the model.

The attacker constructs the model in their userspace since they know the model architec-
ture but initialize it with random parameters and run inference once. The attacker monitors
memory accesses to know when the vulnerable, high-precision parameters are allocated
(after n memory page requests). Next, the attacker needs to allocate n consecutive physical
memory pages. Massaging the buddy allocator in Linux has been successfully used to obtain
a physically consecutive region of size 2 MiB [42]. The buddy allocator serves blocks of sizes
4096 - 2" that may or may not be contiguous. First, The attacker exhausts the smaller blocks
using the mmap system call and provides the MMAP_POPULATE flag, enforcing the kernel to
allocate data immediately instead of the default lazy allocation mechanism. The attack
described in [42] uses the /proc/pagetypeinfo interface to monitor the available block
sizes. However, Linux now requires root privileges to access that interface. Alternatively,
the attacker may use the side-channel described in [16] to detect if the allocated chunk is
contiguous.

Next, the attacker frees one of the physical pages with vulnerable bit locations. In the
attack we describe against quantized models, the attacker does not target specific bits in
the high-precision regions but can randomly induce bit flips in them. Hence, any page with
flippable locations will suffice. The attacker then frees the remaining n — 1 pages. Since Linux
inserts freed pages into the page frame cache in a last-in-first-out fashion, the next nth page
to be requested will be allocated in the page with vulnerable locations. The attacker then
immediately invokes the victim’s process inference. The page with the selected high-precision
region will be allocated in the nth requested page, which will have vulnerable bit locations.

For a highly effective attack, the attacker may use double-sided hammering to induce
the highest number of bit-flips [35]. Double-sided hammering requires the attacker also to
know the DRAM address mapping that converts physical addresses to a (channel, rank,

bank, row) tuple, which can be obtained using the side-channel described in [59].
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Chapter 7

Protecting Quantized Models

In Section 6.1, we showed that random BFA against quantized models is ineffective in
inducing a significant accuracy degradation. We also uncover a vulnerability in quantized
models that exploits the characteristics of how DNNs are quantized in practice. This section
proposes using Triple Modular Redundancy (TMR) in software to protect sensitive data.
Previously, we have shown that the maximum damage that can be induced by an adversary
that cannot run sophisticated bit search algorithms can be achieved by flipping bits in
high-precision parameter vectors. Since those vulnerable regions can be determined before
deployment and those parameter vectors constitute a small portion of the model, we can
afford to use expensive redundancy mechanisms to guarantee their integrity.

One approach is to use DRAM chips that support ECC. ECC memory chips usually apply
redundancy to all memory contents and provide simple ECC schemes, such as Single Error
Correction, Double Error Detection (SECDED). However, the higher cost of ECC memory
is unsuitable for economic edge devices. We have shown that vulnerability is concentrated in
small, contiguous regions, so it would be better to provide stronger integrity guarantees for
those regions. Furthermore, prior work [10] shows that ECC DRAM chips are not impervious
to the Rowhammer attack. Another solution would be to implement secure on-chip vaults to
store high-precision parameters. While this would eliminate the risk, the implementation
can be complex and inflexible due to the variance of systems running inference. Additionally,
storing sensitive parameters in dedicated chips can lead to a single point of failure and would
be harder to patch and adapt to newly discovered threats.

We propose using TMR in software to safeguard the high-precision vectors. This entails
storing three replicas of the sensitive data. During inference, all three copies are fetched
and cross-verified for consistency. Compared to TMR for the whole memory, TMR for the
sensitive data only is much more efficient since high-precision vectors constitute tiny portions

of the overall model size, as shown in Table 7.1. The worst case for storage overhead is
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Table 7.1: The size of high-precision parameter vectors and their portion of total model size

| Model | Overall Size | High Precision Parameters Size | % |
AutoEncoder 270KB 6.5KB 2.4%
DS-CNN 56KB 2.3KB 4.1%
MobileNetV1 325KB 10.6KB 3.7%
ResNet-8 96KB 1.4KB 1.5%
ResNet-50 26MB 111.3KB 0.4%
DenseNet121 7.3MB 41KB 0.5%
GPT2 124MB 432KB 0.3%

about 8.2% of the model size (for DS-CNN)!. Furthermore, as a software solution, it allows
full backward compatibility with model files and does not require any modifications to the
inference hardware.

To assess the performance implications of our proposed defence, we modified the Tensor-
Flow Lite Micro framework [11] to include extra copies of high-precision parameters. We
also modified the inference code to fetch the three copies and conduct a majority vote to
determine the correct value. If an inconsistent copy is detected, it is overwritten using the
value decided by the majority. We then model a small system in gem5 and run inference to
measure the performance overhead. Figure 7.1 shows the performance overhead in normalized
execution time for a system running the code with the TMR implementation installed. The
geometric mean for performance impact across the six models is 0.3% of the baseline, and in
the worst case (DS-CNN), the overhead is 1.36%.

Next, we test the resilience of TMR against our targeted attack. We analyze the worst-
case scenario regarding security, wherein the data and the redundant copies are all exposed
to the attacker, who can induce bit-flips in any of them. The likelihood of causing bit-flips
in at least two of three copies is extremely low, as the Rowhammer-vulnerable bits are rare
and scattered throughout the memory. We model this behaviour by flipping random bits
uniformly across the three replicas of high-precision vectors, so there is a low probability that
at least two bit-flips will land in the same position of the same parameter in the replicas. To
stress-test the system, we assume the adversary can launch up to 32 bit-flips. Table 7.2 shows
the percentage of runs that induce a 10% relative accuracy drop with and without TMR
measured across a thousand runs. TMR consistently provides effective mitigation against
the attack across all network architectures. For instance, the attack is successful against
DS-CNN and ResNet-8 100.0% of the runs without TMR, and it goes down to 0.4% in both

cases when we use TMR at inference time. We observe that there is a slight probability that

1Since DS-CNN'’s sensitive parameters represent 4.1% of the whole model data, creating two additional
replicas requires an overhead of 8.2%.
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Overhead of using software TMR
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Figure 7.1: Average performance overhead of implementing TMR in terms of the execution
times

Table 7.2: The percentage of N-bit-flip runs (out of 1000) that cause a 10% accuracy drop
with and without using TMR.

Model % Without TMR % With TMR
N=16 N =32 N =32
AutoEncoder 91.5% 97.2% 0.0%
DS-CNN 99.8%  100.0% 0.4%
MobileNetV1 66.4% 89.8% 0.0%
ResNet-8 99.8% 100.0% 0.4%
ResNet-50 19.8% 52.8% 0.0%
DenseNet121 88.9% 99.0% 0.7%

the attack can be successful even using TMR when bits in different copies that correspond
to the same bit in the same parameter are flippable (at least two out of three) and the
model happens to be vulnerable to flipping the bit at that location. Evidently, this only
happens in the highly vulnerable models (DS-CNN, ResNet-8, and DenseNet121), in which
managing to corrupt at least two copies that map to the same bit is highly likely to damage
the model significantly. Also, ResNet-50, which we found to be inherently less vulnerable
than other models, is further fortified, bringing the percentage of successful attacks from
52.8% to 0.0% against a 32-bit-flip BFA.

To further gauge the effectiveness of our software mechanism, we estimate the likelihood

of a successful attack. We define such an attack as an adversary’s ability to bypass TMR
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by corrupting at least one wvulnerable bit whose corruption results in a relative accuracy
degradation of 6 = 10% or more. We assume that a random bit in memory is flipped
with a probability p. To capture the variability in Rowhammer-flippable bits, we show the
attack success probability (ASP) for different values of p in Figure 9.1. As p increases, the
most vulnerable models (those with the most vulnerable bits in the high-precision regions)
become more susceptible to the attack. Nevertheless, even in the most vulnerable models
and at notably high p values, the ASP remains minimal given that the attacker is usually

constrained in time and the number of bit-flips they can induce.
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Chapter 8

Related Work

Due to their versatility, deep learning models have been increasingly employed in various
applications. Many applications are highly safety-critical, and accuracy fluctuations can
lead to severe consequences [79, 14, 2]. Hence, multiple works have discussed the attack and
defence sides of DNNs.

Rakin et al. [62] demonstrates one of the first effective bit-flip attacks against quantized
models using a bit-search algorithm. However, they assume that any bit in DNN model
parameters is flippable, which is unrealistic. Yao et al. [84] demonstrate one of the first
practical BFAs against DNNs using Rowhammer, which also uses a bit-search algorithm.
ZeBRA [56] is another BFA vector that does not require access to training or test data and
relies on synthetic data samples. The three mentioned works require white-box access to the
model architecture, all the parameters, and a batch of testing data. Such requirements may
not always be available. To our knowledge, our proposed attack against quantized DNNs is
the first BFA that assumes a semi-black box threat model wherein the attacker only knows
the model architecture without having access to model parameters or test data. T-BFA [63]
is a recent targeted BFA that makes a ResNet-18 misclassify all inputs of class x to class y
in the test set. Ghavami et al. [18] demonstrate another targeted BFA that maintains the
model’s accuracy for legitimate inputs while effectively neutralizing adversarial defences,
causing even a protected model to misclassify adversarial inputs. Our work concentrates on
untargeted BFA and defences against them.

Various works have introduced defences specific to BFAs and increased the reliability
against natural bit faults. NeuroPots [47] injects known vulnerable parameters that a
vulnerable bit-search algorithm would detect and protects those parameters by performing a
checksum. Using NeuroPots can incur a significant performance overhead and can require
model re-training. Aegis [75] defends against targeted BFA by including extra internal
classifiers (ICs), one of which can be randomly chosen as an early exit path during inference.
Aegis requires model re-training to include the ICs and only defends against targeted BFAs.
Forget and Rewire (FaR) [54] is a defence specific for vision transformers that neutralizes

gradient-based attacks such as DeepHammer [84] by rewiring important parameters to
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neurons with no influence on the model output, i.e., neurons with activation values close to
zero for a batch of the training set, at inference time. Zhou et al. [87] also show that vision
transformers that use knowledge distillation [73] are more resilient against bit-flip attacks.

Ranger [8] corrects random bit faults by checking the range of activation values to
avoid error propagation through the network. Instead of using global, layer-wise activation
ranges, FitAct [19] uses trainable activation functions to provide per-neuron ranges. However,
activation-limiting approaches have two problems. 1) They introduce hyperparameters that
require per-model profiling and calibration, and 2) they can wrongfully clip activations for out-
of-distribution inputs. Wasim et al. [77] primarily focuses on random faults in computation
and requires model retraining and augmentation. Our work focuses on defending models
against data adversarial BFA and can be deployed without modifying the model. Mahmoud
et al. [50] selectively protect the most vulnerable feature maps in CNNs by computing the
likelihood that an error in computation would propagate to the output. However, it can
incur a performance overhead of 48% and only works for CNNs. In contrast, we propose a
lightweight solution to protect sensitive parameters for quantized models without incurring
a significant overhead. Furthermore, we show that our solution works for various network
architectures.

Defences against random, transient hardware faults (to which the two previous works
belong) assume a non-adversarial environment. In contrast, we assume the presence of an

adversary launching BFA, intentionally degrading model accuracy with a high success rate.
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Chapter 9

Limitations and Future Work

This thesis analyzed attacks and proposed defences for FP32 and quantized DNNs. This

section notes some limitations of this work and describes potential future opportunities.

9.1 Range Constraints for FP32 Model Parameters

Our solution for BFA against FP32 models is grounded in our empirical observation that
the parameter ranges are generally confined to smaller values. For models with parameters
that span a larger range, some bit-flips that drastically alter a parameter to an extreme
value can go undetected by the defence. This limitation can be effectively mitigated through
interventions at either the model architecture level or via post-training adjustments. On the
architecture level, several methods exist to mitigate this issue without compromising model
accuracy during training. These include regularization [49, 41, 30] and early stopping [60],
which help, either directly or indirectly, maintain weights at smaller values. Additionally,
as we have discussed in section 5, the utilization of per-tensor ranges for comparison can
constrain vulnerable regions only to the tensors with larger parameter ranges. Those tensors
could then undergo additional protection strategies akin to those implemented for quantized

models.

9.2 Algorithm-based BFA Against Quantized Models

We demonstrate an effective semi-black box BFA against quantized models and propose
and analyze a defence strategy using redundancy. Prior works generally assume a white-box
threat model in which the attacker has access to not only the model architecture but also
all parameter values and a subset of the training or testing sets, which may not be realistic
for all systems. In this case, the attacker can run sophisticated algorithms to select the most
vulnerable bits in the low-precision parameters (weights) that can induce cumulative accuracy
degradation. Our defence mechanism does not protect against such attacks as our threat
model assumes the attacker does not know the exact values of model parameters. However,

since the same algorithms can be run before deploying the model, the most vulnerable bit
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Figure 9.1: Attack success probability for different values of bit-flip probability p.

chains can be identified and hardened using an approach similar to what we described for
high-precision parameters. A defence against white-box attacks using similar principles to

our solution is a topic for future work.

9.3 Circumventing TMR

Depending on the distribution of the flippable bit cells, the attacker can flip bits in different
copies that map to the same parameter and circumvent the TMR voting mechanism. Our
randomized analysis (assuming vulnerable bits are uniformly distributed) shows a negligible
attack success rate. However, OS/inference software may map the data to more vulnerable
regions in physical memory, increasing the attack success rate. A possible solution would
be implementing TMR for vulnerable parameters in hardware, which can randomize the
locations of the replicas in memory, making it harder for the attacker to identify bit locations
that correspond to the same bit in the three replicas. However, such hardware solutions
might incur significant complexity for edge devices. Another solution would be keeping extra
copies depending on the security requirement. For instance, keeping five replicas reduces
ASP from 1073 to approximately 1076 for p = 10~3 for ResNet-50 while increasing the
storage overhead from 1.25% to 2.1% of the model size.
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Chapter 10

Conclusion

In this work, we analyzed the risk of bit-flips against FP32 models. We proposed a simple
solution based on the fact that most vulnerability comes from flipping the most significant
bits in the exponent field. We highlighted a vulnerability in quantized DNNs, which exploits
the fact that important, low-volume parameters are kept at a higher precision. We also
show that this vulnerability requires no sensitivity studies or complex algorithms to find
the most damaging bit-flips from the attacker’s perspective. We exploit this vulnerability
in an attack to make many DNN models completely malfunction (i.e., reach the level of a
random guesser) by flipping a few bits without requiring open access to the model parameters
and training or testing data. For instance, we managed to degrade a DenseNet121 model
from 85% accuracy to a random guesser accuracy level (10%) using ten bit-flips on average.
We also demonstrate the risk of such an attack against LLMs by testing it against GPT2,
which produces meaningless outputs using only 20 bit-flips with a high probability. We
propose and implement low-overhead TMR, in the TensorFlow Lite Micro, guaranteeing
strong reliability in aggressive attack scenarios without incurring significant storage and

performance overheads.
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