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Abstract

In this thesis we decompose the Jacobians of certain smooth curves into smaller abelian
varieties up to isogeny. The curves lie in the linear systems of (1, d)-polarizations of simple
abelian surfaces. This goal is motivated by Poincaré’s reducibility theorem which states
that any abelian variety is isogenous to a product of simple abelian varieties such that the
simple factors are unique up to isogeny. We construct curves inside simple abelian surfaces
and determine the isogenous decomposition of their Jacobians into simple factors when
the degrees of polarizations are (1, 2), (1, 3) and (1, 4). We establish isogeny relations for
Jacobians of similar curves lying in the linear systems of polarizations of higher degrees.
Sufficient conditions for these curves to cover elliptic curves and thus have elliptic factors
in the decomposition of their Jacobians have also been established.
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Chapter 1

Introduction

An abelian variety A over the field of complex numbers C is a complete connected variety
whose points form an abelian group. The group operation is denoted by +, where + :
A× A −→ A is a morphism of varieties. Abelian varieties are projective, non-singular and
two dimensional abelian varieties are called abelian surfaces. An abelian variety is called
simple if its only abelian subvarieties are 0 and itself. Maps between abelian varieties that
are surjective morphisms on the level of varieties, preserve corresponding group structures
and have finite kernels are called isogenies. Being isogenous is an equivalence relation on
abelian varieties, often denoted by ∼. The following is a decomposition theorem for abelian
varieties.

Theorem 1.1 (Poincaré’s reducibility). Let A be an abelian variety. Then A ∼
∏n
i=1A

di
i ,

where each Ai is a simple abelian variety and Ai ≁ Aj for i ̸= j. Furthermore, each di is a
uniquely determined non-negative integer and each Ai is unique up to isogeny.

In this thesis, we are interested to know this decomposition for Jacobians of curves lying
inside abelian surfaces. As an abelian variety, the Jacobian of a non-singular curve C is the
connected component of the identity in the Picard group of C and is denoted by JC .

Any abelian variety A carries a polarization, which is an ample line bundle L on A that
induces an isogeny φL : A −→ A∨ from A to its dual. The kernel of φL is denoted by
K(L) and it is known that K(L) ∼= (Z/d1Z × · · · × Z/dnZ)2, where (d1, . . . , dn) is a unique
tuple of positive integers with di | di+1 for 1 ≤ i ≤ n − 1, called the type of L. When A

is an abelian surface, any polarization L on A has type (d1, d2) and the linear system of
L, denoted by |L|, contains curves in A. The following theorem will be our main tool to
decompose the Jacobian of a smooth curve in the linear system of a polarization on a simple
abelian surface.

Theorem 1.2 ([KR89], Theorem B). Let C be a curve and G be a finite subgroup of Aut(C)
such that G = H1 ∪ · · · ∪Ht, where the subgroups Hi ≤ G satisfy Hi ∩Hj = 1 if i ̸= j. Then
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we have the isogeny relation

J t−1
C × JgC/G ∼ Jh1

C/H1
× · · · × Jht

C/Ht
(1.1)

where |G| = g, |Hi| = hi and, as usual, Jn = J × · · · × J (n times).

We will use this theorem on curves obtained from the following construction (see Con-
struction 3.3): for a simple abelian surface A with a (1, d)-polarization L, where L is a sym-
metric line bundle of characteristic zero, and an order d subgroupX ofK(L) ∼= Z/dZ×Z/dZ,
consider the isogeny π : A −→ A/X. The principally polarized abelian surface A/X is iso-
morphic to JH for some smooth genus two curve H. The pre-image C := π−1(H) is a
smooth curve in the linear system |L| such that −1 is an involution of C and translations
induced by elements of X are automorphisms of C. The following question is the central
theme of this thesis:

Question 1.3. How does JC decompose into smaller abelian varieties up to isogeny and
what properties of C can be captured from this decomposition?

Using the theory of the Heisenberg group and theta functions, the Jacobians of curves
arising from similar constructions were studied by Birkenhake and Lange for (1, 3)-polarized
abelian surfaces (see [BL94]), and by Borówka and Ortega for (1, 4)-polarized abelian sur-
faces (see [BO19]). Although the curve C and the isogeny class of JC will depend on the
structure of the group X, it is known that A will always be a simple factor in the decompo-
sition of such Jacobians. We want to know what other factors can appear. Taking a different
approach compared to the methods of previously done examples, we will show that the au-
tomorphism groups of these curves have suitable subgroups that allow us to use our main
tool (Theorem 1.2) to decompose their Jacobians. Our first main result is the following.

Theorem 1.4 (Proposition 3.19). If the curve C is obtained from a cyclic subgroup X = ⟨x⟩
of K(L), then we have the following isogeny relations:

1. When d is odd: JC ∼ A× J2
C/⟨−1⟩

2. When d is even: JC ∼ A× JC/⟨−1⟩ × JC/⟨−1◦tx⟩

where −1 is the involution of C descending from the [−1]-involution of A, and tx denotes
the translation by x.

As an immediate consequence of this result, we give the complete decomposition of JC
into its simple factors for the cases d = 2, 3. When A is (1, 4)-polarized, another choice of X
is the Klein four-group. In this case, π will be called the Klein cover/isogeny. We establish
the following two results about the curve coming from this case and thus recover the two
main results proved in [BO19].
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Theorem 1.5 (Theorem 3.21). The Jacobian of a curve arising from a Klein cover of an
abelian surface A with (1, 4)-polarization is isogenous to the product of A and three elliptic
curves.

Theorem 1.6 (Theorem 3.22). The curve C arising from a Klein cover of a (1, 4)-polarized
abelian surface is hyperelliptic.

We also give a sufficient condition on the type of polarization for the curve C of the
construction to cover an ellliptic curve:

Theorem 1.7 (Theorem 3.26). When d = 2k (resp. d = 3k) and X ∼= Z/2Z×Z/kZ (resp.
Z/3Z × Z/kZ), the curve C covers an elliptic curve. Further, the degree of the cover is d
(resp. 2d

3 ) and JC has an elliptic factor in its isogeny class.

In Chapter 4, we look at polarizations of type (1, p2), where p is a prime. This is mo-
tivated by the classification theorem for abelian groups which can be written as a union
of proper subgroups that interesect trivially (Theorem 2.13). For curves obtained from the
construction above with X non-cyclic, we establish isogeny relations of their Jacobians in
the cases of (1, 9)-polarized and (1, 25)-polarized simple abelian surfaces and generalize our
findings with the following result.

Theorem 1.8 (Theorem 4.1). Let d be the square of a prime p, and X be the subgroup
⟨px, py⟩ of K(L) = ⟨x, y⟩ ∼= (Z/p2Z)2. If C is the curve arising from the construction with
this choice of X, then we have the following isogeny relations of Jacobians:

JC ∼ A×
p+1∏
i=1

J2
Ci

JC/⟨−1⟩ ∼
p+1∏
i=1

JCi ,

where each Ci is a curve of genus p−1
2 .

Plan of the thesis:

Chapter 2 discusses relevant background material on solvable groups and partitions, abelian
varieties and isogenies, the dual and polarization of an abelian variety, curves and their
Jacobians, and our main tool: the theorem of Kani and Rosen.

We begin Chapter 3 by laying out the setup of our problem, where we mention the
construction of the curve C. Section 3.2 contains some known results related to our con-
struction. We discuss fixed points of automorphisms of our curves in Section 3.3 and use
these observations repeatedly in the later sections. We prove our main result regarding

3



cyclic isogenies in Section 3.4 and the two main results on the Klein cover in Section 3.5.
In Section 3.6, we look at when C can be hyperelliptic or can cover an elliptic curve.

Chapter 4 discusses Jacobian decompositions of curves coming from polarizations of
higher degrees. We end this thesis with some questions that can serve as future directions
of research related to this project.
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Chapter 2

Background

2.1 Prelude

This chapter presents a terse review of the theory of solvable groups, curves and abelian
varieties. The purpose of this chapter is to refresh the definitions and basic properties for
the reader so that the main question can be well formulated and then answered using the
tools established here. Readers interested in the details are encouraged to refer to [Sil86],
[BL04], [Mil08], [Mum70] and [Sch94].

2.2 Solvable groups and partitions

The aim of this section is to discuss the theory of solvable groups that admit partitions.
Such groups play an important role in the application of the main tool in answering the
central question of this thesis. We start by introducing solvable groups.

Definition 2.1. A group G is called solvable if it has a chain of subgroups

1 = G0 ⊴ G1 ⊴ G2 ⊴ . . . ⊴ Gs = G

such that Gi is a normal subgroup of Gi+1 and Gi+1/Gi is abelian for all i = 0, . . . , s− 1.

Example 2.2. Abelian groups are trivially solvable. Non-abelian solvable groups include
D6 (the dihedral group of order 6) and S4 (group of permutations on 4 letters).

Solvability of a group can be deduced by combining information about its normal subgroup
and the resulting quotient in the following way:

Lemma 2.3. If N ⊴ G, then G is solvable if and only if N and G/N are solvable.

Proof. Suppose G is solvable and 1 = G0 ⊴ G1 ⊴ G2 ⊴ . . . ⊴ Gs = G is a chain of
subgroups of G. Define G′

i := Gi ∩N for 1 ≤ i ≤ s. Let x ∈ G′
i and y ∈ G′

i+1. Then x ∈ Gi

and y ∈ Gi+1. By normality of Gi in Gi+1, we have yxy−1 ∈ Gi. Since x, y also lie in N , so
does yxy−1. Therefore, yxy−1 ∈ G′

i and hence G′
i ⊴ G′

i+1. To see that G′
i+1/G

′
i is abelian,
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observe that the group homomorphism G′
i+1 −→ Gi+1/Gi given by gi+1 7→ gi+1 has kernel

G′
i and hence induces an isomorphism of G′

i+1/G
′
i into a subgroup of Gi+1/Gi, which is

abelian since G is solvable. Therefore, 1 = G′
0 ⊴ G′

1 ⊴ G′
2 ⊴ . . . ⊴ G′

s = N is a desired
chain of subgroups making N solvable.

For solvability of G/N , consider the subgroups Hi of G given by Hi = GiN for i =
0, . . . , s. Clearly, each Hi contains N and an element in Hi is of the form gin where gi ∈
Gi and n ∈ N . For 1 ≤ i ≤ s, the map Hi+1 −→ Gi+1/Gi, gi+1n 7→ gi+1 is a group
homomorphism (since gi+1N = Ngi+1) with Hi as kernel. Thus, Hi is a normal subgroup
of Hi+1 and, by the first isomorphism theorem, Hi+1/Hi is isomorphic to a subgroup of
Gi+1/Gi and hence is abelian. Now, let Hi := Hi/N for 1 ≤ i ≤ s. Each Hi is a subgroup of
G/N . Since Hi ⊴ Hi+1, by the correspondence theorem Hi ⊴ Hi+1. Moreover, as Hi/Hi+1

is abelian, by the third isomorphism theorem Hi/Hi+1 is abelian. Therefore, we have a
desired chain of subgroups 1 = H0 ⊴ H1 ⊴ H2 ⊴ . . . ⊴ Hs = G/N , making G/N solvable.

Conversely, assume N and G/N are solvable. Then we have chains of subgroups:

1 = N0 ⊴ N1 ⊴ N2 ⊴ . . . ⊴ Nr = N such that Ni+1/Ni is abelian

1 = N = H0 ⊴ H1 ⊴ H2 . . . ⊴ Hs = G/N such that Hi+1/Hi is abelian.

The chain 1 = G0 ⊴ G1 ⊴ G2 ⊴ . . . ⊴ Gr+s = G, where Gi = Ni for 0 ≤ i ≤ r and
Gi = Hi−r for r + 1 ≤ i ≤ r + s, gives a chain of subgroups of G making it solvable.

Definition 2.4. A group G is called a Frobenius group if it has a proper non-trivial
subgroup H such that H ∩ gHg−1 = 1G for all g ∈ G \H.

Example 2.5. The dihedral group of order 2d is a Frobenius group when d is odd but not
when d is even.

Definition 2.6. Let G be a group and p be a prime dividing #G. The Hughes subgroup
of G relative to p, denoted by Hp(G), is the subgroup generated by all elements whose
order is not p, i.e., Hp(G) = ⟨x ∈ G | xp ̸= 1⟩.

Definition 2.7. A finite group G is said to be a group of Hughes–Thompson type if it
is not a p-group and Hp(G) ̸= G for some prime divisor p of #G.

Example 2.8. Dihedral groups are of Hughes–Thompson type (take p = 2 in the definition).

Definition 2.9. Let G be a group. A set of non-trivial subgroups P = {H1, H2, . . . ,Hn}
is said to be a partition of G if n ≥ 2 and each non-identity element of G lies in exactly
one Hi. Equivalently, G = H1 ∪ H2 ∪ · · · ∪ Hn where Hi ∩ Hj = 1 for i ̸= j. The members
of P are called components of the partition or simply components when the partition
is clear from the context.
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Example 2.10. The dihedral group D2d = ⟨r, s | rd = s2 = 1, srs−1 = r−1⟩ has a partition
{⟨r⟩, ⟨s⟩, ⟨sr⟩, ⟨sr2⟩, . . . , ⟨srd−1⟩}. Cyclic groups cannot have partitions since the subgroup
containing a generator will be the whole group.

The study of partitions of groups was initiated by G. A. Miller in 1906. He characterized
finite abelian groups having partitions.

Definition 2.11. A finite elementary abelian group is an abelian group where all non-
identity elements have the same order.

Remark 2.12. The order of each non-identity element in an elementary abelian group
must be a prime number. By the fundamental theorem of abelian groups, any elementary
abelian group is of the form Z/pZ × · · · × Z/pZ for some prime p. Thus, an elementary
abelian group is a finite-dimensional vector space over Z/pZ and, in particular, a p-group.

Theorem 2.13. A finite abelian group G has a partition P = {H1, H2, . . . ,Hn} if and only
if it is an elementary abelian group whose order is not a prime.

Proof. Let G be a finite abelian group having a partition P = {H1, H2, . . . ,Hn}. To prove
that G is an elementary abelian group, we need to show that all non-identity elements
in G will have the same order. If not, pick x ∈ G of maximal order and let y ∈ G be
such that ord(y) < ord(x). If we denote the group operation of G additively, then the
non-identity element ord(y) · (x + y) = ord(y) · x is a multiple of both x + y and x. Since
a component contains an element if and only if it contains all multiples of that element,
therefore, x and x+y will be in the same component and consequently, this component will
also contain y. Thus, the component of P containing an element x of maximal order should
also contain all elements of order less than that of x. This implies that all elements lie in the
same component, as any two components are either equal or have trivial intersection. This
contradicts the hypothesis that P is a partition of G. Therefore, all non-identity elements of
G must have the same order and thus G is an elementary abelian group. Finally, the order
of G should not be a prime otherwise G will be cyclic and cannot admit a partition.

Conversely, if G is an elementary abelian p-group of order greater than p, then G =
Z/pZ × · · · × Z/pZ (n times). This group has pn − 1 elements of order p, each lying in
exactly one cyclic group of order p. These pn−1

p−1 subgroups of G form a partition of G.

Proposition 2.14. Let G be an elementary abelian group of order pm. If P = {H1, . . . ,Hn}
is a partition of G such that each component in the partition has order pa, then a | m.
Conversely, if a | m and a ̸= m, then there is a partition of G by subgroups of order pa.

Proof. If such a partition exists, then comparing the number of non-identity elements, we
get:

pm − 1 = n · (pa − 1) =⇒ pa − 1 | pm − 1 =⇒ a | m.

7



Conversely, let a be a proper divisor of m. Since G is a Z/pZ-vector space of dimension m,
we can consider the cannonical basis {e1, . . . , em} of G. Since a | m, we can divide this basis
into m

a sets each containing a elements. The subgroups of G generated by each of these sets
are of order pa and form a partition of G.

The following result classifies solvable groups with partitions.

Theorem 2.15 ([Sch94], Theorem 3.5.10). A solvable group G has a partition P if and
only if it is exactly one of the following:

(i) S4.

(ii) a Frobenius group.

(iii) a group of Hughes–Thompson type, where Hp(G) ∈ P, [G : Hp(G)] = p and every
element not in Hp(G) has order p.

(iv) a p-group with P containing a component H such that every element in G \ H has
order p; furthermore #P ≡ 1 (mod p).

To illustrate the theorem, we give an example of each type of group with a partition.

Example 2.16. For S4, consider the set of maximal cyclic subgroups, i.e., the cyclic sub-
groups that are not contained in any other proper cyclic subgroup. The union of these
maximal cyclic subgroups is S4 because any element will lie in a maximal cyclic subgroup.
Further, if any two maximal cyclic subgroups X and Y of S4 intersect non-trivially, then the
only possibility is #X = 4, #Y = 4 and #(X ∩Y ) = 2, which is a contradiction because S4

has three cyclic subgroups of order 4 and any two of them intersect trivially. For a Frobenius
group, consider S3 which admits the partition S3 = ⟨(123)⟩ ∪ ⟨(12)⟩ ∪ ⟨(13)⟩ ∪ ⟨(23)⟩. For
a group of Hughes–Thompson type, consider the dihedral group of order 2d, denoted by
D2d = ⟨r, s | rd = s2 = (sr)2 = 1⟩. When p = 2, we have Hp(D2d) = ⟨r⟩ ̸= D2d. Moreover,
{⟨r⟩, ⟨s⟩, ⟨sr⟩, ⟨sr2⟩, . . . , ⟨srd−1⟩} is a partition of D2d. Finally, the group Z/2Z × Z/2Z =
⟨(1, 0)⟩ ∪ ⟨(0, 1)⟩ ∪ ⟨(1, 1)⟩ is an example of the fourth type in the theorem above.

2.3 Curves and divisors

The following is a brief discussion of curves and Weil divisors. We are interested in non-
singular curves, so we will define them to be smooth for convenience. We introduce genus
of a curve, Picard group of divisors and also state the Riemann–Hurwitz formula which is
helpful in computing genera of curves. Our base field k will be the field of complex numbers
C.

Definition 2.17. A curve is a smooth projective variety of dimension one. A map of
curves π : C1 −→ C2 is a morphism at the level of varieties.
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Any map of curves is either constant or surjective. When it is surjective, we call it a
cover .

Definition 2.18. Let π : C1 −→ C2 be a map of curves. The degree of π is defined to be 0
if π is constant or the degree [k(C1) : π∗k(C2)] of the extension of function fields otherwise.
In the latter case, π is said to be a finite map.

Definition 2.19. A map from a curve C to itself that is also a bijection is called an
automorphism of C. The set of all automorphisms of C form a group under composition,
denoted by Aut(C). An element of order two in this group is called an involution. For
τ ∈ Aut(C), a point p ∈ C is said to be a fixed point of τ if τ(p) = p. The set of fixed
points of an automorphism τ of a curve C will be denoted by FixC [τ ].

Definition 2.20. If G is a finite subgroup of Aut(C), then the quotient C̃ := C/G admits
a unique structure of a curve such that the quotient map π : C −→ C̃ is a cover of degree
d = #G. We call it a Galois cover with group G. Equivalently, G is the Galois group of
the function field extension k(C)/k(C̃).

Lemma 2.21. If X1 and X2 are conjugate subgroups of Aut(C), then C/X1 ∼= C/X2.

Proof. Consider the extensions k ⊂ k(C/X1) ⊂ k(C) and k ⊂ k(C/X2) ⊂ k(C). Then
k(C)/k(C/Xi) is a Galois extension with Xi as the Galois group. We know from Galois
theory that k(C/X1) ∼= k(C/X2) are isomorphic as extensions of k if and only if X1 and X2

are conjugate subgroups. The isomorphism k(C/X1) ∼= k(C/X2) of function fields implies
that C/X1 and C/X2 are isomorphic as curves.

Definition 2.22. Let π : C1 −→ C2 be a cover of degree d of curves and P ∈ C1. Then we
have an induced inclusion of function fields π∗ : k(C2) −→ k(C1). We define the ramifica-
tion index of π at P by

eπ,P := ordP (π∗(t))

where t ∈ k(C2) is a uniformizer of π(P ). We say that π is ramified at P if eπ,P > 1 and
unramified at P otherwise. We say that the cover π is ramified if there is a ramified point
P ∈ C1 and unramified otherwise. If the map π is clear from the context then we use the
notation eP for the ramification index of π at P .

Proposition 2.23 ([Sil86], Proposition II.2.6). Let π : C1 −→ C2 be a cover of curves.
Then:

(a) For all Q ∈ C2 we have ∑
P∈π−1(Q)

eP = deg(π).

(b) For all but finitely many P ∈ C1 we have eP = 1.
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Definition 2.24. The genus of a curve C, denoted by gC , is an invariant of the curve
that corresponds to the dimension of the k-vector space of global sections of the cannonical
sheaf on C.

Remark 2.25. A curve has genus 0 if and only if it is isomorphic to P1.

Definition 2.26. A curve of genus one is called an elliptic curve. A curve of genus at
least two with a double cover onto P1 is called a hyperelliptic curve. A hyperelliptic
curve has an affine equation of the form y2 = f(x) for some separable polynomial f(x).
The involution τ of a hyperelliptic curve that sends any point (x, y) to the point (x,−y) is
called the hyperelliptic involution of C and it satisfies C/⟨τ⟩ ∼= P1.

Theorem 2.27 (Riemann–Hurwitz). Let π : C1 −→ C2 be a cover of degree d such that
the extension k(C1)/k(C2) of function fields is separable. Then

2gC1 − 2 = d(2gC2 − 2) +
∑
P∈C1

(eP − 1).

Definition 2.28. Let X be a smooth projective variety. A divisor of X is a formal Z-
linear combination D = ∑

Y nY · Y where all but finitely many nY are zero and each Y

is a co-dimension 1 subvariety of X. The free abelian group of all divisors is denoted by
Div(X). The sum ∑

Y nY is called the degree of the divisor D. When X = C is a curve,
a divisor on C is of the form D = ∑

P∈C nP · P where P is a point in C and nP = 0 for all
but finitely many P .

Definition 2.29. For a smooth projective variety X and any function f ∈ k(X) we define

div(f) =
∑
Z∈X

ordZ(f) · Z,

where Z is a subvariety of codimension 1. This is an element in Div(X) because any such
function has finitely many zeroes and poles. Moreover, this divisor has degree 0. A divisor
of the form div(f) is called a principal divisor . The set of principal divisors, denoted
by Princ(X), form a subgroup of Div0(X), the group of divisors of degree 0. We define
the class group as the quotient Cl(X) := Div(X)/Princ(X). The Picard group of X,
denoted by Pic(X), is defined to be the set of isomorphism classes of line bundles on X. It is
an abelian group where the group operation is the tensor product. The set of isomorphism
classes corresponding to degree zero line bundles form a subgroup, denoted by Pic0(X).
The quotient group NS(X) := Pic(X)/Pic0(X) is called the Néron–Severi group of X.
For a smooth variety X, the class group Cl(X) is isomorphic to the Picard group Pic(X)
and Pic0(X) ∼= Div0(X)/Princ(X). For a divisor D ∈ Div(X), the corresponding element
in Pic(X) is called the divisor class of D and denoted by [D].

Remark 2.30. Points on an elliptic curve E form an abelian group that is naturally
isomorphic to Pic0(E).
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Definition 2.31. For a cover of curves π : C1 −→ C2 we define the pullback

π∗ : Div(C2) −→ Div(C1)

as follows. For Q ∈ C2 define π∗(Q) := ∑
π(P )=Q eP · P . Extend π∗ to Div(C2) by linearity,

i.e.,

π∗

 ∑
Q∈C2

nQ ·Q

 =
∑
Q∈C2

nQ · π∗(Q).

Similarly, we define the map π∗ : Div0(C1) −→ Div0(C2) by

π∗

 ∑
P∈C1

nP · P

 =
∑
P∈C1

nP · π(P )

We call π∗ the norm or the pushforward.

Proposition 2.32 ([Gal12], Corollary 8.3.10). For a cover π : C1 −→ C2 of curves the
induced maps π∗ : Pic0(C1) −→ Pic0(C2) and π∗ : Pic0(C2) −→ Pic0(C1) are well-defined
group homomorphisms.

2.4 Abelian varieties: definitions and properties

In this section we introduce the single most important object of this thesis: abelian variety.
Although we define them algebraically, they can also be defined complex analytically.

Definition 2.33. A group variety over k is an algebraic variety over k together with
regular maps

m : V ×k V −→ V (multiplication)

i : V −→ V (inverse)

and an element e ∈ V (k) such that the structure on V (k̄) defined by m and i is a group with
identity element e. Here V ×k V denotes the fiber product of V with itself as k-varieties.

A group variety (V,m, i, e) satisfies the following:

(i) The maps V V ×k V V
(id, e) m and V V ×k V V

(e, id) m are identity
maps. Thus, e is the identity.

(ii) The maps V V ×k V V ×k V V∆ i×id

id×i
m are both equal to the composi-

tion V Spec(k) V.e Thus, every element in V has an inverse with respect
to m.
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(iii) The following diagram commutes (and thus associativity holds).

V ×k V ×k V V ×k V

V ×k V V

1×m

m×1

m

m

Thus, a group variety has a group structure.

Definition 2.34. An abelian variety over a field k is a complete connected group variety
over k.

The group law for an abelian variety will be written additively, the identity element will be
denoted by 0 and −a will denote the inverse of the element a.

Example 2.35. An elliptic curve is an abelian variety. In fact, any abelian variety of
dimension one is an elliptic curve. An abelian variety of dimension two is called an abelian
surface. The product E1 × E2 of two elliptic curves is an abelian surface.

Definition 2.36. A homomorphism f : A −→ B of abelian varieties is a morphism of
varieties that preserves the group structure.

The aim of the following lemma and the proposition thereafter is to describe regular maps
between abelian varieties in terms of homomorphisms.

Lemma 2.37 ([Mil08], Theorem 1.1). Consider a regular map α : V × W −→ U , and
assume that V is complete and that V ×W is geometrically irreducible. If there are points
u0 ∈ U(K), v0 ∈ V (k), and w0 ∈ W (k) such that

α(V × {w0}) = {u0} = α({v0} ×W )

then α(V ×W ) = {u0}.

Proposition 2.38 ([Mil08], Corollary 1.2). Every regular map of abelian varieties is the
composite of a homomorphism with a translation.

Proof. Let α : A −→ B be a regular map of abelian varieties that sends 0 to b. Composing
α with the translation by −b, we can assume that α(0) = 0. Consider the map

φ : A×A −→ B, φ(a, a′) = α(a+ a′) − α(a) − α(a′).

This is a regular map as it is the difference of the two regular maps

A×A A Bm α
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and
A×A B ×B B.

α×α m

Since φ(A × {0}) = {0} = φ({0} × A), Lemma 2.37 implies φ = 0 and hence α is a
homomorphism.

Corollary 2.39. The group law on an abelian variety is commutative.

Proof. A group is commutative if and only if the map on it that takes any element to its
inverse is a homomorphism. Let A be an abelian variety. Consider the regular map A −→ A,
a 7→ −a. Since this map takes 0 to 0, it is a homomorphism by Proposition 2.38. Thus, the
group law on an abelian variety is commutative

Theorem 2.40 ([Mil08], Theorem 6.4). Abelian varieties are projective. Equivalently, any
abelian variety has an ample line bundle.

2.5 Isogenies

Isogenies are an interesting class of maps between abelian varieties. They induce equivalence
relations on abelian varieties. The purpose of this section is to introduce isogenies and show
some of their basic properties. Our base field k will be the field of complex numbers C.

Definition 2.41. Let f : A −→ B be a finite surjective morphism between algebraic
varieties over a field k. The degree of f is the degree of the finite field extension of the
function field k(A) over f∗k(B).

Definition 2.42. An isogeny between abelian varieties A and B is a surjective homo-
morphism with finite kernel. The degree of an isogeny is its degree in the sense of the
previous definition and for an isogeny it is the same as the size of its kernel. We say that A
is isogenous to B, and write A ∼ B, if there exists an isogeny f : A −→ B.

Isogenies can be characterised in many useful equivalent ways. The following result
states some of them. Recall that a morphism of schemes f : A −→ B is called finite if every
b ∈ B has an affine neighborhood V = Spec(R) such that U = f−1(V ) is an affine open set
Spec(S) in A and the ring map R −→ S makes S a finitely generated R-module. The map
f is flat if the local ring OA,a is flat over the local ring OB,f(a), where a ring S over a ring
R is said to be flat if − ⊗R S preserves exact sequences of R-modules.

Proposition 2.43 ([Mil08], Proposition 7.1). For a homomorphism f : A −→ B of abelian
varieties, the following statements are equivalent:

1. f is an isogeny;

2. dimA = dimB and f is surjective;
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3. dimA = dimB and Ker f is a finite group;

4. f is finite, flat and surjective.

For every positive integer n, the map

[n] : A −→ A, x 7→ x+ · · · + x︸ ︷︷ ︸
n times

is an endomorphism of A and an isogeny. We define the [−1] endomorphism as the homo-
morphism on A that associates an element to its inverse under the group law, and for n > 1
we define [−n] as the composition of [n] and [−1]. This identifies Z as a subring of Endk(A).

Definition 2.44. Let A be an abelian variety over k. For a positive integer n we define
the group of n-torsion points of A as the kernel of the endomorphism [n] : A −→ A and
denote it by A[n]. It is known that A[n] ∼= (Z/nZ)2g where g = dimA.

Proposition 2.45. Being isogenous is an equivalence relation on abelian varieties.

Proof. Being isogenous will be denoted by ∼. The relation ∼ is reflexive because the identity
morphism on an abelian variety is an isogeny. Let f : A −→ B and g : B −→ C be isogenies.
By Proposition 2.43, g ◦ f is surjective and dimA = dimB = dimC. Therefore, A ∼ C

and ∼ is transitive. It remains to prove that ∼ is symmetric. Let ϕ : A −→ B be an
isogeny. We want to construct an isogeny B −→ A. Let N be the exponent of Kerϕ. Then
Kerϕ ⊂ Ker[N ]. This induces a map π : A/Kerϕ −→ A/Ker[N ]. Since ϕ is an isogeny,
we have an isomorphism ψ : A/Kerϕ −→ B. Then α := π ◦ ψ−1 is an isogeny from B to
A/Ker[N ]. Now, the isogeny [N ] : A −→ A gives us an isomorphism β : A/Ker[N ] −→ A.
The composition β ◦ α : B −→ A is an isogeny (see Figure 2.1).

A A

A/Kerϕ

B A/Ker[N ]

[N ]

ϕ

ψ π

α

β

Figure 2.1
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Lemma 2.46. Let f1 : A1 −→ A2, f2 : A2 −→ A3, . . . , fn : An −→ An+1 be isogenies of
abelian varieties. Then

# Ker(fn ◦ · · · ◦ f2 ◦ f1) = # Ker(f1)# Ker(f2) · · · # Ker(fn).

Proof. By induction, it is sufficient to prove for n = 2. Suppose f1 : A1 −→ A2 and
f2 : A2 −→ A3 are isogenies of abelian varieties with Ker(f1) = {x1, . . . , xm | xi ∈ A1} and
Ker(f2) = {y1, . . . , yn | yi ∈ A2}. Since isogenies are surjective, we can write yi = f1(x′

i) for
xi ∈ A1 with 1 ≤ i ≤ n. Then, Ker(f2 ◦ f1) = {xi + x′

j | 1 ≤ i ≤ m, 1 ≤ j ≤ n} and hence
# Ker(f2 ◦ f1) = # Ker(f1)# Ker(f2).

2.6 Dual abelian variety and polarizations

In this section we introduce the dual of an abelian variety. We then discuss about polariza-
tion on an abelian variety and outline the choice of the polarizing line bundle, which will
play a key role in our reults in the next chapter.

2.6.1 Line bundles on abelian varieties

We mention two important theorems about line bundles on abelian varieties which will be
required in our construction of the dual abelian variety. We start with the theorem of the
cube.

Theorem 2.47 ([Mil08], Theorem 5.1). Let X,Y and Z be varieties such that X and Y

are complete. Let L be a line bundle on X × Y × Z and x0 ∈ X, y0 ∈ Y and z0 ∈ Z be
points such that the restrictions of L on X × Y × {z0}, X × {y0} × Z, and {x0} × Y × Z

are trivial. Then L is trivial.

The following theorem, known as the theorem of the square, is a consequence of the theorem
of the cube.

Theorem 2.48 ([Mil08], Theorem 5.5). Let A be an abelian variety, x, y ∈ A and L a line
bundle on A. Then t∗x+yL⊗ L ∼= t∗xL⊗ t∗yL.

Theorem 2.49 ([Mil08], Remark 8.7). The group Pic0(A) naturally has the structure of
an abelian variety, called the dual of A and denoted by A∨.

Remark 2.50. If E is an elliptic curve, then E∨ ∼= E.

15



2.6.2 Construction of the dual

Since abelian varieties are projective, they have ample line bundles. Let L be an ample line
bundle on A. Then we have the map:

φL : A −→ Pic0(A) ⊂ Pic(A)

x 7−→ [t∗xL⊗ L−1].

The image of φL is inside Pic0(A) by the theorem of the square, and it can be shown that
the image is precisely Pic0(A). The kernel of φL, denoted by K(L), is a finite group scheme.
Thus, A∨ = Pic0(A) ∼= A/K(L) and dimA∨ = dimA.

Theorem 2.51 ([Mil08], Theorem 9.1). An isogeny f : A −→ B induces a dual isogeny
f∨ : B∨ −→ A∨ with # Ker(f) = # Ker(f∨).

2.6.3 Polarization

Definition 2.52. A polarization on an abelian variety A is the choice of an element in
NS(A) corresponding to an ample line bundle L. It gives an isogeny φL : A −→ A∨, which
is independent of the choice of the line bundle, i.e., if L and L′ are representatives of the
same class in NS(A) then φL = φL′ (see [BL04] Proposition 2.5.3). The degree of the
polarization is the degree of the isogeny φL.

Definition 2.53. If L is a polarization then Ker(φL) ∼= (Z/d1Z×. . .Z/dnZ)2, where each di
is a positive integer and di | di+1 (see [BM16], Section 1). The n-tuple (d1, . . . , dn) is called
the type or degree of the polarization L, and L is also called a (d1, . . . , dn)-polarization. A
polarization of type (1, . . . , 1) is called a principal polarization.

Definition 2.54 ([Mil08], Chapter 1, Section 13). For an abelian variety A and each integer
n ≥ 1, the isogeny [n] : A −→ A gives a non-degenerate bilinear pairing en : A[n]×A∨[n] −→
µn, where µn is the cyclic group of nth-roots of unity. This is called the Weil pairing. When
combined with a polarization L with the isogeny φL : A −→ A∨, this gives us the pairing

eLn : A[n] ×A[n] −→ µn, (a, b) 7−→ en(a, φL(b)).

Definition 2.55. Let π : A −→ B be an isogeny and M be a polarization on B that
induces the isogeny φM : B −→ B∨. The pullback polarization of M is the polarization
on A associated to the ample line bundle π∗M on A and that induces the isogeny φπ∗M :=
π∨ ◦ φM ◦ π on A (see Figure 2.2).

In the opposite direction, starting with an isogeny π : A −→ B and a polarization L on A
with Ker(π) ⊂ Ker(φL), we can find a polarization M on B such that π∗M ∼= L. Generally
this requires an isotropy condition such that eLn(a, b) is trivial for all a, b ∈ Ker(π). In the

16



A A∨

B B∨

φπ∗M

π

φM

π∨

Figure 2.2

case Ker(π) ⊂ Ker(φL) the isotropy condition is indeed satisfied because the pairing acts
on the second argument by the isogeny φL, and hence for a, b ∈ Ker(π) we will have that
eLn(a, b) is trivial for all n ≥ 1.

A A∨

B B∨

dφL

π

φπ∗L

π∨

Figure 2.3

Definition 2.56 ([Mum70], Corollary Page 231). Suppose π : A −→ B is an isogeny of
abelian varieties and L is a polarization on A that induces an isogeny φL : A −→ A∨. If
Ker(π) is isotropic under the pairing induced by the polarization L and d is the minimum
positive integer such that Ker(π) ⊂ Ker(dφL), then the pushforward polarization of L
by π is a polarization denoted by π∗L which fills the diagram in Figure 2.3. The polarization
corresponding to dφL is also the pullback of π∗L in these circumstances.

Proposition 2.57. Let A be an abelian surface and L be a (1, d)-polarization on A. Suppose
X is a subgroup of Ker(φL) = K(L) ∼= Z/dZ×Z/dZ of order dividing d and π : A −→ A/X

is the quotient isogeny. Then π∗L is a
(
1, d

#X

)
-polarization on the abelian surface A/X. In

particular, if #X = d then A/X is principally polarized.

Proof. The quotient isogeny π : A −→ A/X has kernel X ⊂ Ker(φL), which is an isotropic
subgroup. Therefore, π induces a pushforward polarization π∗L on A/X and we have the
following commutative diagram.

Lemma 2.46 gives d2 = # Ker(φL) = (# Ker(π))2# Ker(φπ∗L) = (#X)2# Ker(φπ∗L),
which implies # Ker(φπ∗L) =

(
d

#X

)2
and hence the type of polarization of π∗L is

(
1, d

#X

)
.

When #X = d, the polarization is of type (1, 1), which is a principal polarization.

Although the choice of the line bundle does not change the induced isogeny of the polar-
ization, it does affect the behavior of automorphisms of the curves inside the corresponding
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A A∨

A/X (A/X)∨

φL

π

φπ∗L

π∨

Figure 2.4

linear system. As our main tool to decompose the Jacobians of curves lying in the linear sys-
tems of abelian surfaces is dependent on their automorphisms, the choice of the polarizing
line bundle plays an important role in our approach.

Choice of the polarizing line bundle

• Symmetric: A line bundle L on an abelian variety A is called symmetric if [−1]∗L ∼=
L, i.e., they correspond to the same element in Pic(A). By Corollary 2.3.7 in [BL04],
it is possible to choose the polarizing line bundle L to be symmetric. When L is
symmetric, the [−1]-involution of A induces a linear operator on |L| with eiegnvalues
±1 and the curves lying in these eigenspaces inherit the [−1]-involution of A as their
involutions.

• Symmetric theta structure: If L is an arbitrary line bundle in an abelian variety
A, then the set of all automorphisms of L over points of X form a group, called the
theta group of L and denoted by G(L). In addition, if L is symmetric, then −1 is
an automorphism of L and the extended theta group Ge(L) is defined as the semi-
direct product Ge(L) := G(L) ⋊ ⟨−1⟩. Let D = (d1, . . . , dg) be the type of L. The set
H(L) := C∗ ×K(D), where K(D) = Zg/d1Zg ⊕ · · · ⊕ Zg/dgZg, forms a group and is
called the Heisenberg group of type D. The semi-direct product He(D) := H(D)⋊⟨−1⟩
is called the extended Heisenberg group of D. The line bundle L is said to have a
symmetric theta structure if there is an isomorphism between Ge(L) and He(D). If C
is a curve in the linear system of a line bundle on an abelian surface such that the line
bundle has a symmetric theta structure, then the number of fixed points on C by the
[−1]-involution is known (see Theorem 3.14). For a detailed exposition of symmetric
theta structures, see Section 6.9 of [BL04].

• Characteristic zero: A characteristic of a line bundle L corresponds to the list of
all line bundles in its Néron–Severi class [L]. The connected component of Pic(A)
containing [L], denoted by Pic[L](A), forms a torsor over Pic0(A). Any choice of an
identity element in Pic[L](A) determines an isomorphism Pic[L](A) ∼= Pic0(A), where
the identity element is said to have characteristic zero in the class [L]. The importance
of a characteristic 0 line bundle on an abelian variety is briefly the following: If L
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is symmetric and has characteristic zero, then {t∗xL : x ∈ A[2]} is the set of all
line bundles with symmetric theta structures in the Néron–Severi class of L (see
Theorem 6.9.5, [BL04]). Therefore, a characteristic zero line bundle has a symmetric
theta structure and this gives information on the number of fixed points of the [−1]-
involution of curves in the linear system of such a line bundle. We will not require any
more information about characteristics of line bundles for the purpose of this thesis.
The interested reader can find more about it in Chapter 3 of [BL04].

To answer the central question of this thesis, we will choose the polarizing line bundle
of a (1, d)-polarization on a simple abelian surface to be symmetric and of characteristic
zero, which will also imply that it has a symmetric theta structure.

2.7 Poincaré’s reducibility

The purpose of this section is to establish Poincaré’s reducibility theorem which shows the
power of isogenies. The following theorem is the first step towards this goal. It roughly
says that any abelian subvariety of an abelian variety is complemented by another abelian
subvariety such that their product is isogenous to the parent abelian variety.

Theorem 2.58. Let A be an abelian variety and B ⊂ A a proper abelian subvariety. Then
there exists an abelian variety C ⊂ A such that the map

B × C −→ A, (b, c) 7→ b+ c

is an isogeny.

Proof. Let f be the inclusion B ↪→ A. Since abelian varieties are projective, we can choose
an ample line bundle L on A. This gives an isogeny φL : A −→ A∨ (this comes from
polarization, see Definition 2.52). Consider the homomorphism ψ : A −→ B∨ defined as
ψ := f∨ ◦ φL and let C := Ker(ψ)0, the connected component of the kernel containing 0A.
It is an abelian subvariety of A and we want to show that B × C is isogenous to A. Note,

dimC ≥ dim Ker f∨ ≥ dimA∨ − dimB∨ = dimA− dimB.

The restriction (pullback) to B of the ample line bundle L is again an ample line bundle,
call it M . The restriction ψ|B is the isogeny φM obtained from M , and hence has finite
kernel. Observe that, B ∩ C ⊂ B ∩ Kerψ = Kerψ|B = KerφM , which is finite. Therefore,
the map

B × C −→ A, (b, c) 7→ b+ c

has finite kernel and hence is an isogeny onto its image. This gives, dimB + dimC ≤
dimA. Combined with the previous inequality, we get, dimB + dimC = dimA. Since the
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homomorphism B×C −→ A of abelian varieties preserves dimensions and has finite kernel,
therefore, by Proposition 2.43 it is an isogeny.

We now introduce the building blocks of abelian varieties: the simple abelian varieties.

Definition 2.59. An abelian variety is called simple if it has no abelian subvarieties other
than the zero-subvariety and itself.

The following result classifies all homomorphisms between simple abelian varieties.

Lemma 2.60. Any homomorphism A −→ B between simple abelian varieties is either an
isogeny or the 0-morphism.

Proof. Let ϕ : A −→ B be a homomorphism of simple abelian varieties. Then, Kerϕ is a
closed subset of A and the connected components of Kerϕ are closed and mutually disjoint
subsets of Kerϕ. Since any closed set is a finite union of subvarieties, we must have only
finitely many connected components of Kerϕ. Now, consider the connected component of
Kerϕ containing 0. It is an abelian subvariety of A and has to be either A or 0 since A
is simple. As there are only finitely many connected components of Kerϕ and since each
component is a translation of the identity component, we get Kerϕ = A or # Kerϕ < ∞.
On the other hand, Imϕ is an abelian subvariety of B, so either Imϕ = 0 or Imϕ = B. If
ϕ is not the 0-morphism, we must have # Kerϕ < ∞ and Imϕ = B. This implies ϕ is an
isogeny.

We are now in a position to state and prove a result due to Poincaré, which is similar
in spirit to the fundamental theorem of arithmetic and makes the central question of this
thesis meaningful.

Theorem 2.61 (Poincaré’s reducibility). Let A be an abelian variety. Then A ∼
∏n
i=1A

di
i ,

where each Ai is a simple abelian variety and Ai ≁ Aj for i ̸= j. Furthermore, each di is a
uniquely determined non-negative integer and each Ai is unique up to isogeny.

Proof. If A is not simple then it has a proper non-trivial abelian subvariety A1 of A and
by Theorem 2.58, there exists another proper non-trivial abelian subvariety B1 of A such
that A ∼ A1 × B1. If both A1 and B1 are simple abelian varieties, then we are done.
Otherwise, suppose B1 is not simple. Then there exist proper abelian subvarieties A2 and
B2 of B1 such that B1 ∼ A2 ×B2 and hence A ∼ A1 ×A2 ×B2. Note that the dimensions
of A1, A2, B1 and B2 are strictly smaller than that of A, and further splitting will shrink
dimension more. Similarly, if A1 is also not simple then we can break it as a product of
abelian subvarieties of smaller dimensions. Thus, after finitely many steps we will have A
isogenous to a product of simple abelian subvarieties. Since being isogenous is an equivalence
relation, by grouping together the mutually isogenous terms we can write A ∼

∏n
i=1A

di
i ,
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where each Ai is a simple abelian variety with Ai ≁ Aj for i ̸= j and each di is a positive
integer.

For the uniqueness, it is sufficient to show that if A1, . . . , An and B1, . . . , Bm are simple
abelian varieties such that A1 × · · · ×An ∼ B1 × · · · ×Bm then n = m and Ai ∼ Bi up to a
permutation of indices. First, we want to show that A1 is isogenous to some Bj . If this is not
true, then A1 ≁ Bj for all 1 ≤ j ≤ m and we claim that the only homomorphism from A1 to
B1 ×B2 is the zero morphism. If not, let f : A1 −→ B1 ×B2 be a non-zero homomorphism.
The composition, π2◦f : A1 −→ B2 is a homomorphism and since we have assumed A1 ≁ Bj ,
it must be the zero homomorphism by Lemma 2.60. Therefore, Im(f) ⊂ Ker(π2) = B1 and
f is a non-zero homomorphism from A1 whose image is contained in B1, which is simple.
Lemma 2.60 will imply A1 ∼ B1, a contradiction to A1 ≁ Bj . Thus, if A1 ≁ Bj for
1 ≤ j ≤ m, then any homomorphism A1 −→ B1 × B2 must be the zero homomorphism.
Now, consider a homomorphism g : A1 −→ B1 ×B2 ×B3. Composing g with the projection
π12 : B1 ×B2 ×B3 −→ B1 ×B2 again gives us a homomorphism π12 ◦ g : A1 −→ B1 ×B2,
which must be the zero morphism as shown above. Therefore, Im(g) ⊂ Ker(π12) = B3. If g
is non-zero, then π12 ◦ g : A1 −→ B3 will be an isogeny by Lemma 2.60, a contradiction to
A1 ≁ Bj . Therefore, any morphism A1 −→ B1 ×B2 ×B3 must be the zero morphism.

A1

A1 × · · · ×An B1 × · · · ×Bm

τ

ψ

Figure 2.5

Continuing in this manner, we can show that if A1 ≁ Bj for 1 ≤ j ≤ m then the
only possible homomorphism A1 −→ B1 × · · · × Bm is the zero morphism. Now, if ψ :
A1×· · ·×An −→ B1×· · ·×Bm is an isogeny, then the morphism ψ◦τ : A1 −→ B1×· · ·×Bm,
where τ : A1 −→ A1 ×· · ·×An is the canonical embedding, will be the zero morphism. This
will imply dim(Ker(ψ ◦ τ)) = dim(A1) > 0, which is a contradiction because Ker(ψ ◦ τ)
must be finite since ψ is an isogeny and τ is injective. Therefore, A1 ≁ Bj for 1 ≤ j ≤ m

cannot be true and hence A1 ∼ Bj for some j. Similar argument with any other factor of
A1 × · · · × An will imply that for each 1 ≤ i ≤ n there exists j with 1 ≤ j ≤ m such that
Ai ∼ Bj . Interchanging the roles of A1 × · · · ×An and B1 × · · · ×Bm, we will get that each
Bj is isogenous to some Ak.

Now, for a moment, assume that in the products A1 × · · · ×An and B1 × · · · ×Bm the
factors are mutually non-isogenous, i.e, assume Ap ≁ Aq for p ̸= q and Bu ≁ Bv for u ̸= v.
In this case, each Ai will be isogenous to exactly one Bj and each Bj will be isogenous to
exactly one Ak, since being isogenous is an equivalence relation. Thus, there is a one-to-
one correspondence between the sets {A1, . . . , An} and {B1, . . . , Bm}, which gives n = m
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and Ai ∼ Bi for 1 ≤ i ≤ n up to a permutation of indices. For the general case where
some factors in the products can be mutually isogenous, we group together the isogenous
factors and write the products as Ad1

1 × · · · × Ads
s and Be1

1 × · · · × Bet
t to get the isogeny

ψ : Ad1
1 × · · · × Ads

s −→ Be1
1 × · · · × Bet

t , where Ap ≁ Aq for p ̸= q and Bu ≁ Bv for u ̸= v.
Again, just as in the previous case, we will get s = t and Ai ∼ Bi for 1 ≤ i ≤ s, which
simplifies the isogeny to ψ : Ad1

1 × · · · × Ads
s −→ Be1

1 × · · · × Bes
s and in particular, implies

that
ψ(Ad1

1 × · · · ×Ads
s ) = Be1

1 × · · · ×Bes
s . (2.1)

Finally, to show that di = ei, note that the restriction ψ|Ai is again an isogeny from Ai onto
its image. Since Ai is simple, this image should also be a simple factor of Be1

1 × · · · × Bes
s .

As we have already established that Ai ≁ Bj for i ̸= j, this image is precisely Bi. Thus,
the image of ψ|

A
di
i

should be Bdi
i for all i and hence ψ(Ad1

1 × · · · ×Ads
s ) = Bd1

1 × · · · ×Bds
t .

Comparing with (2.1), we must have di = ei for all 1 ≤ i ≤ s.

Lemma 2.62. If 0 −→ A1
f−−→ A2

g−−→ A3 −→ 0 is a short exact sequence of abelian
varieties, then A1 ×A3 ∼ A2.

Proof. Since f is an injection, we can identify A1 with its image under f and consider A1

to be an abelian subvariety of A2. By Theorem 2.58, there exists an abelian subvariety C

of A2 such that A1 ×C ∼ A2. Moreover, as in the proof of Theorem 2.58, we can take C to
be Ker(ψ)0, where ψ := f∨ ◦ φL and φL : A2 −→ A∨

2 is the isogeny coming from an ample
line bundle of A2. It is sufficient for us to show that C ∼ A3. For this, we will prove that
the restriction g|C : C −→ A3 is an isogeny.

A1

C ⊂ Ker(ψ) A2 A∨
2 A∨

1

A3

f
φM

φL

ψg

f∨

Figure 2.6

First, we want to show that g|C has a finite kernel. Let c ∈ C be such that g(c) = 0A3 .
Since C = Ker(ψ)0 is a subset of Kerψ, therefore ψ(c) = f∨ ◦ φL(c) = 0, from which we
get f∨ ◦ φL ◦ f(a) = 0 since the short exact sequence allows us to write c = f(a) for some
a ∈ A1. Observe that f∨ ◦φL ◦f : A1 −→ A∨

1 is the isogeny φM , where M is the line bundle
obtained by restricting the ample line bundle L to A1. Thus, c ∈ Ker(g|C) if and only if
a = f−1(c) ∈ Ker(φM ). Since f is an injection, we get a one-to-one correspondence between
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Ker(g|C) and Ker(φM ). The latter is finite as φM is an isogeny. Therefore, Ker(g|C) is also
finite.

It remains to show that g|C : C −→ A3 is a surjection. Let y be an element in A3. By
the short exact sequence, there exists a ∈ A2 such that g(a) = y. Again, by Theorem 2.58,
there exists b ∈ A1, c ∈ C such that a = b+ c (as stated earlier, we are identifying A1 with
its image inside A2 under the injection f and hence considering A1 as an abelian subvariety
of A2). This implies y = g(a) = g(b + c) = g(b) + g(c) = g(c) by the short exact sequence.
Thus, g|C is surjective and hence is an isogeny.

2.8 Jacobians of curves

Finally, we discuss the specific class of abelian varieties that we are interested in: Jacobians
of curves.

Definition 2.63. The Jacobian of a smooth curve C, denoted by JC , is a principally
polarized abelian variety isomorphic to Pic0(C) as a group.

Example 2.64. If E is an elliptic curve, then JE ∼= E.

Theorem 2.65 (Albanese property of the Jacobian). Let C be a smooth curve and p ∈ C.
Then there is an injective morphism αp : C −→ JC of varieties. Further, if f : C −→ A is
any morphism of varieties from C into an abelian variety A such that f(p) = 0 then there
exists a unique homomorphism g : JC −→ A of abelian varieties such that the following
diagram commutes.

C A

JC

f

αp g

Figure 2.7

The map αp is called the Abel–Jacobi map. Now suppose C is a curve embedded
in an abelian surface A. By the theorem above, after choosing a point p ∈ C we get the
Abel–Jacobi map and an induced map g : JC −→ A. Denote the kernel of g by K(C,A).
This kernel is connected (see [BS17], Lemma 2.6) and hence is an abelian variety. If g is
surjective then we have an exact sequence:

0 −→ K(C,A) ↪→ JC −→ A −→ 0.

The following result proves that g is indeed surjective and this gives us a decomposition of
JC .
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Lemma 2.66. The map g : JC −→ A is surjective and JC ∼ A×K(C,A).

Proof. We have a short exact sequence

0 −→ OA(−C) −→ OA −→ OC −→ 0.

This induces the long exact sequence

0 −→ H0(A,OA(−C)) −→ H0(A,OA) −→ H0(C,OC)

−→ H1(A,OA(−C)) −→ H1(A,OA) −→ H1(C,OC) −→ . . .

By Kodaira vanishing, H1(A,OA(−C)) = 0 and hence H1(A,OA) −→ H1(C,OC) is injec-
tive. Thus, the morphism i∗ : Pic(A) −→ Pic(C) = JC induced by i : C ↪→ A is injective up
to isogeny, i.e., has finite kernel. Since this map is dual to g (up to isogeny), we get that g
is surjective. Lemma 2.62 now implies JC ∼ A×K(C,A)

Proposition 2.67 ([Mil08], Page 86). If g denotes the genus of C, then dim(JC) = g. In
particular, JP1 is trivial.

Definition 2.68. For a cover π : C −→ C̃ of curves, the Prym variety of π is the
complementary abelian subvariety of Im(π∗) in JC . It is denoted by P (π). Equivalenty, it
is the defined as the connected component of Ker(π∗) containing the identity.

Remark 2.69. Let π : C −→ C̃ be a surjective map of smooth curves. The group homo-
morphisms

Pic0(C) Pic0(C̃)
π∗

π∗

correspond to homomorphisms of abelian varieties between the Jacobians

JC J
C̃
.

π∗

π∗

Further, π∗ ◦ π∗ = [n], multiplication-by-n map on J
C̃

where n = deg π. Since [n] is an
isogeny, we get that Kerπ∗ is finite and hence π∗(J

C̃
) ∼ J

C̃
. This gives JC ∼ J

C̃
× P (π).

The following theorem classifies principally polarized abelian surfaces. We shall use it
in the construction of our curves whose Jacobians we want to decompose.

Theorem 2.70 ([BL04], Page 341). Over an algebraically closed base field, a principally po-
larized abelian surface is either the Jacobian of a smooth curve of genus 2 or the canonically
polarized product of two elliptic curves.
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2.9 The main tool

The main goal of this thesis is to decompose the Jacobian of a smooth curve inside an abelian
surface into smaller abelian varieties. As mentioned in Chapter 1, we will be interested in
certain curves that are obtained from a construction. Our main tool will be the following
theorem by Kani and Rosen:

Theorem 2.71 ([KR89], Theorem B). Let C be a curve and G be a finite subgroup of
Aut(C) such that G = H1 ∪ · · · ∪ Ht, where the subgroups Hi ≤ G satisfy Hi ∩ Hj = 1 if
i ̸= j. Then we have the isogeny relation

J t−1
C × JgC/G ∼ Jh1

C/H1
× · · · × Jht

C/Ht
(2.2)

where |G| = g, |Hi| = hi and, as usual, Jn = J × · · · × J (n times).

It is clear from the statement of the theorem that one needs information on the auto-
morphism group of the curve to use this theorem to get an isogeny relation on its Jacobian.
More precisely, for a curve C, we will need a subgroup G of Aut(C) that can be covered
by subgroups Hi ≤ G such that any two of these Hi intersect only at the identity element,
i.e., G should have a partition. The curves obtained from our construction will have such
subgroups in their automorphism groups. Moreover, the theory of partitions discussed in
section 2.2 will also allow us to look at suitable polarizations of higher degrees.

Our first main step in using this tool will be to lay out the construction from which we
will obtain our curves and study the automorphism groups of these curves.
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Chapter 3

Decomposition of Jacobians

In this chapter, we will establish the Jacobian decomposition of certain curves lying in
the linear system of a simple (1, d)-polarized abelian surface A. These curves arise from
quotients of the abelian surface A. We give a general construction, from which we will get
different curves based on the choice of a subgroup of K(L). Section 3.2 discusses known
results related to abelian surfaces and curves lying in their linear systems. We make some
observations on the fixed points of automorphisms of our curves in section 3.3. In section 3.4
we establish the isogeny relations of Jacobians of curves arising from cyclic covers, and in
section 3.5 we give results for the curve arising from the Klein cover. Section 3.6 investigates
when our curves can be hyperelliptic or have covers onto elliptic curves.

3.1 Setup

In this section, we lay out the setup in which we will be working and mention a few well-
known facts. The main reference for this section is [BM16].

Let A be a simple abelian surface. Every abelian variety carries a polarization and
therefore so does A. Polarizations on abelian surfaces are of type (d1, d2) where d1, d2 are
positive integers and d1 | d2. A polarization of type (1, d) is called a primitive polarization.
We will focus on a (1, d)-polarization L of A. We can take L to be a symmetric line bundle,
i.e., [−1]∗L ∼= L. This polarization induces an isogeny:

φL : A −→ A∨

x 7−→ t∗xL⊗ L−1

where tx denotes the translation by x.

Lemma 3.1 ([BM16], section 1). The isogeny φL has kernel K(L) := ⟨x, y⟩ ∼= (Z/dZ)2,
where x and y are elements of order d in K(L).
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From now on, X will be a subgroup of K(L) of order d. Since X is a finite subgroup of
A, the quotient A/X is again an abelian surface and the quotient map π : A −→ A/X is
an isogeny. We can say more about the polarization type of A/X:

Lemma 3.2. The abelian surface A/X is principally polarized by a line bundle P with
P ∼= π∗L. Moreover, A/X = JH where H is a smooth curve of genus 2.

Proof. The first statement follows from Proposition 2.57 on pushforward polarization. The
second part follows from Theorem 2.70 on the classification of principally polarized abelian
surfaces and the fact that A is a simple abelian surface.

Construction 3.3. Let A be a simple abelian surface with a (1, d)-polarization, such that
the polarizing line bundle L is symmetric, is of characteristic 0 and admits a symmetric
theta structure. Suppose X is a subgroup of K(L) of order d. By Lemma 3.2, A/X ∼= JH

for a smooth genus two curve H. Since every smooth curve is embedded in its Jacobian, we
have H ⊂ JH ∼= A/X. Consider the pre-image C := π−1(H), where π : A −→ A/X is the
quotient isogeny. Then C is a smooth curve in the linear system |L|.

The main goal of this thesis is to answer the following :

Question 3.4. How does JC decompose into smaller abelian varieties up to isogeny and
what properties of C does this decomposition reveal?

Recall that the complete linear system |L| is the projectivization of the vector space
of global sections of L. Since L is symmetric, the [−1]-involution on A induces a map
[−1]∗ : |L| −→ |L| that satisfies [−1]∗ ◦ [−1]∗ = id|L|. Therefore, |L| has two eigenspaces:
corresponding to the eigenvalues 1 and −1.

Lemma 3.5. The translations tx for any x ∈ X and the restriction −1|C are automorphisms
of C. Moreover, C has genus d+ 1.

Proof. Consider the commutative diagram below.

C H H

A JH ∼= A/X JH

−1|H

π −1

π

Figure 3.1

Let p ∈ C. Then π(p) ∈ H and hence (−1|H◦π)(p) ∈ H as −1|H is the hyperelliptic
involution of H. When viewed as an element in JH , we have (−1|H◦π)(p) = −π(p) = π(−p)
as π is a homomorphism on A (here −p is the inverse of p with respect to the group law of
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the abelian surface A). Since π(−p) is an element of H, we have −p ∈ π−1(H) = C. Thus,
−1|C is an automorphism of C.

To conclude that for any x ∈ X, the translation tx : A −→ A when restricted to C is also
an automorphism of C, it is sufficient to show that for any point p on the curve C, the point
π(p + x) is in H. This is indeed true, since π(x) = 0 implies π(p + x) = π(p) ∈ π(C) = H

by definition of C.
Finally, for the genus of C, we apply the Riemann–Hurwitz formula on the curve mor-

phism π|C : C −→ H. Note that this map passes C onto its quotient by all translations
induced by elements of the group X, and hence it is unramified. The Riemann–Hurwitz
formula gives

2 · gC − 2 = d(2 · 2 − 2) + 0,

implying gC = d+ 1. Thus, C is a curve of genus d+ 1 in the linear system |L|.

Remark 3.6. The element [C] of |L| corresponding to the curve C lies in an eigenspace of
[−1]∗ because [−1] is an involution of C.

3.2 Related examples

This section briefly discusses a few examples previously treated by others that are similar
in taste to our main problem.

(1,2)-polarization:

W. Barth studied abelian surfaces with (1, 2)-polarization and proved the following results.

Lemma 3.7 ([Bar87], Page 47, 1.5). If C is a smooth genus three curve in the linear system
of a (1, 2)-polarization on an abelian surface A, then # FixC [−1] = 4.

Theorem 3.8 ([Bar87], Proposition 1.8). For a smooth genus three curve D the following
properties are equivalent:

• D admits an elliptic involution, i.e., there is an involution τ of D such that D/⟨τ⟩ is
an elliptic curve.

• D admits an embedding into an abelian surface A.

Although he did not explicitly compute the Jacobian decomposition of these curves, we
will make use of his results and decompose the Jacobian for such a curve arising from our
construction.
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(1,3)-polarization:

For a (1, 3)-polarization L on an abelian surface A that is not necessarily simple, Birkenhake
and Lange constructed a curve similar to ours and decomposed its Jacobian as follows:
The group K(L) := {x ∈ X | t∗xL ∼= L} is isomorphic to (Z/3Z)2. There are four cyclic
subgroups of K(L) isomorphic to Z/3Z, each of which gives a cyclic isogeny of degree 3
onto a principally polarized abelian surface. If the principally polarized abelian surface is
taken to be the Jacobian JH of a smooth genus two curve H and if π denotes the cyclic
isogeny, then C := π−1(H) is a smooth curve of genus four in the linear system |L|. They
established the following result.

Theorem 3.9 ([BL94], Proposition 2.2). The [−1]-involution of A restricted to C is an
elliptic involution on C and the embedding C ↪→ A induces an exact sequence of abelian
varieties:

0 −→ E × E −→ JC −→ A −→ 0,

with E = C/⟨−1⟩.

From the exact sequence, it follows that JC ∼ A× E × E.

In the same paper, the authors also showed an example of a non-simple abelian surface
A = F×F for an elliptic curve F , with the (1, 3)-polarization L = OA(F×{0}+{0}×F+∆′)
where ∆′ is the anti-diagonal. If π : A −→ JH is the isogeny onto the Jacobian of a smooth
curve H of genus two, then C = π−1(H) is a genus four curve in A with an étale cyclic
3-fold covering C −→ H induced by π. The family of these curves have been studied and it
has been shown that they admit a large group of automorphisms. If the elliptic curve F is
identified with its dual, then the polarization L induces an isogeny φL : F × F −→ F × F

which can also be represented as the matrix:

φL =
[
2 1
1 2

]
.

This gives, K(L) = Ker(φL) = {(x, x) | 3x = 0}. The automorphisms

T =
[

0 1
−1 −1

]
and J =

[
0 1
1 0

]

of A = F × F generate the symmetric group S3 of order 6. The following result gives
information about the automorphism group of C.

Theorem 3.10 ([BL94], Proposition 4.1). The automorphism group Aut(C) of C contains
the group S3 × S3 = ⟨T, J⟩ × ⟨tx,−1⟩ where tx denotes the translation by an order three
element x ∈ K(L) and −1 is the automorphism on the curve descending from the [−1]-
involution of A.
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Further, it has been shown that the involutions J and −1 of C are elliptic. Moreover,

C/⟨J⟩ ∼= C/⟨J ◦ T ⟩ ∼= C/⟨J ◦ T 2⟩ = F

C/⟨−1⟩ ∼= C/⟨−1 ◦ tx⟩ ∼= C/⟨−1 ◦ t2x⟩ = F ′,

where F is the elliptic curve that gives the abelian surface A = F × F and F ′ is another
elliptic curve. Finally, they compute the isogeny type of the Jacobian of C with the following
result:

Theorem 3.11 ([BL94], Proposition 5.1). The embedding C ↪→ A = F × F induces an
exact sequence:

0 −→ F ′ × F ′ −→ JC −→ F × F −→ 0,

which gives JC ∼ F × F × F ′ × F ′.

(1,4)-polarization:

Borówka and Ortega have studied hyperelliptic curves that can be embedded in an abelian
surface ([BO19]). They give a necessary condition on the genus of such curves as well as
on the degree of polarization of the surface. Further, they give a necessary and sufficient
condition for a hyperelliptic curve to be embedded in a (1, 4)-polarized abelian surface.

Theorem 3.12. A smooth hyperelliptic curve of genus 5 can be embedded in a (1, 4)-
polarized abelian surface if and only if it is a non-isotropic étale Klein covering of a genus
2 curve.

As a consequence of this result, they also decompose the Jacobian of this curve into
abelian subvarieties.

3.3 Fixed points of automorphisms

In this section, we will study the [−1]-involution of C of Construction 3.3 in more detail.
First, we mention a couple of known results about the number of points fixed by this
involution and then investigate the same for involutions that are obtained by shifting the
[−1]-involution by translations.

Theorem 3.13 ([BM16], Proposition 2.1). For the curve C of Construction 3.3, we have:

# FixC [−1] =

6 or 10, if d is odd

4 or 12, if d is even.

Theorem 3.14 ([Bar87], Page 47, 1.5). If C is a genus 3 curve in the linear system of a
(1, 2)-polarized abelian surface A such that the polarizing line bundle is of characteristic 0
and admits a symmetric theta structure, then # FixC [−1] = 4.
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As we shall use Theorem 3.13 throughout this thesis, let us briefly look at an example il-
lustrating how the number of these fixed points are computed. Fix an abelian surface A with
(1, d)-polarization L where the polarizing line bundle is symmetric and is of characteristic
zero. This polarization gives a matrix:

T =


0 0 1 0
0 0 0 d

−1 0 0 0
0 −d 0 0


By Definition 2.54, we also have non-degenerate bilinear pairings eLn : A[n] × A[n] −→

µn of commutative group schemes. As FixC [−1] ⊆ A[2], we want to look at the pairing
on 2-torsion points. Denote eL2 : A[2] × A[2] −→ Z/2Z by ⟨ , ⟩. This pairing satisfies
⟨x, x′⟩ = xtTx′, where xt denotes the transpose of the vector x. A subgroup X ≤ A[2] will
be isotropic with respect to the pairing if ⟨x, x′⟩ = 0 for all x, x′ ∈ X. Since the polarizing
line bundle L is of characteristic zero, it is possible to write

A[2] = X ⊕ Y

as groups whereX,Y are isotropic subgroups andX∩Y = 0. Let us fix such a decomposition.
We know that A[2] ∼= (Z/2Z)4 as Z/2Z-vector spaces. Take X = Span{v1, v2} and Y =
Span{v3, v4} where v1, v2, v3, v4 are the canonical vectors of (Z/2Z)4. Then for x = (a, b, 0, 0)
and x′ = (a′, b′, 0, 0) in X, we have

⟨x, x′⟩ = xtTx′ =
[
a b 0 0

]


0 0 1 0
0 0 0 d

−1 0 0 0
0 −d 0 0




a′

b′

0
0

 = 0.

Thus, X is isotropic and similarly Y is also isotropic. This is one such decomposition of
A[2] into isotropic subgroups.

Once we have the pairing ⟨ , ⟩ and the isotropic decomposition A[2] = X ⊕ Y , we can
define a quadratic form on A[2]. Since any element z ∈ A[2] can be uniquely written as
z = x+ y with x ∈ X, y ∈ Y , we get the quadratic form

q : A[2] −→ Z/2Z

z 7−→ ⟨x, y⟩.
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As the matrix multiplication ⟨x, y⟩ = xtTy is being done over over the field Z/2Z, we can
take the matrix T to be 

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

 or


0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0


depending on whether d is odd or even respectively. When d is even, then A[2]+ := {a ∈
A[2] | q(a) = 0} is the set {0, v1, v2, v3, v4, v1 + v2, v3 + v4, v2 + v4, v2 + v3, v1 + v4, v2 + v3 +
v4, v1 +v2 +v4} of 12 elements, and the 4-element set {v1 +v2 +v3, v1 +v3, v1 +v3 +v4, v1 +
v2 + v3 + v4} is precisely A[2]− := {a ∈ A[2] | q(a) = 1}. Clearly, A[2]+ and A[2]− together
contain all 16 elements of A[2]. We say that the multiplicity at a point a ∈ A is 1 if a lies
on the curve C and 0 otherwise, and denote the multipilicity as mult(a). It is known that
for a point a ∈ A[2], the curve C contains a if and only if mult(a) − mult(0) = q(a). Thus,
the curve C contains all of A[2]+ or A[2]−, which implies that # FixC [−1] = 4 or 12 when
d is even. Similarly, # FixC [−1] = 6 or 10 when d is odd.

We now want to look at the number of points fixed by automorphisms other than the
[−1]-involution on the curve C. Recall that the translations tx for x ∈ X do not have
any fixed points on C. Once we have information on the number of fixed points of the
[−1]-involution of C, it is natural to investigate the same for the involutions obtained by
composing −1 with translations tx, where x ∈ X. Observe that, tx ◦ [−1] = [−1] ◦ t(k−1)x,
where k is the order of the element x. Therefore, it is sufficient to consider the involutions
of the form −1 ◦ tx to exhaust all possible compositions that can be obtained from [−1]-
involution and translations by elements of the group X. For a subgroup Y ≤ X ≤ K(L),
the subgroup ⟨ty | y ∈ Y ⟩ of translations will be denoted by t(Y ) . It is easy to see that
t(Y ) ≤ t(X) ≤ Aut(C). Consider the isogenies π1 : A −→ A/Y and π2 : A/Y −→ A/X, and
the curve C̃ := C/t(Y ). Observe that the composition π2 ◦ π1 is the isogeny π : A −→ A/X

of Construction 3.3. The following diagram, where the vertical arrows are inclusions, is
commutative.

C C̃ = C/t(Y ) H = C/t(X)

A A/Y A/X

π1 π2

π1 π2

Figure 3.2
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The curve morphism π1 : C −→ C̃ does not have any fixed points since it is a cover
induced by translations. We have the following result relating the fixed points of −1 on C̃

with points fixed by shifts of −1 on C.

Proposition 3.15. If CY := ∪y∈Y FixC [−1 ◦ ty], then π1 restricts to a #Y -to-1 surjection
from CY onto Fix

C̃
[−1].

Proof. Suppose a ∈ CY . Then a is fixed by −1◦ty for some y ∈ Y , i.e., −a−y = a. Therefore,
−ā = ā as elements of A/Y , implying π1(a) ∈ Fix

C̃
[−1] and proving π1(CY ) ⊂ Fix

C̃
[−1].

For the other inclusion, start with b = ā ∈ Fix
C̃

[−1]. Note that, a ∈ C because C̃ is the
image of C in A/Y under π1. Now, ā ∈ Fix

C̃
[−1] implies −ā = ā as elements of A/Y . Thus,

−a = a+y in A for some y ∈ Y , implying −a−y = a, which is equivalent to −1◦ ty(a) = a.
This gives a ∈ CY , proving Fix

C̃
[−1] ⊂ π1(C). Therefore, π1(CY ) = Fix

C̃
[−1]. This is a

#Y -to-1 map because each element in A/Y has exactly #Y pre-images in A under π1 and
this holds even when π1 is restricted to C.

Corollary 3.16.
∑
x∈X # FixC [−1 ◦ tx] = 6 · #X

Proof. If x ̸= x′ in X, then FixC [−1◦ tx]∩FixC [−1◦ tx′ ] = ϕ. Therefore, ∑
x∈X # FixC [−1◦

tx] = #CX , where CX = ∪x∈X FixC [−1 ◦ tx]. Moreover, in Construction 3.3, we had the
isogeny π : A −→ A/X whose restriction to C gave the curve morphism π : C −→ H.
Equivalently, H = C/t(X). Since, H is a smooth hyperelliptic curve of genus 2 and −1 is
the hyperelliptic involution of H, we get that FixH [−1] = 2 · gH + 2 = 2 · 2 + 2 = 6. Using
Proposition 3.15 with Y = X and C̃ = H, we get ∑

x∈X # FixC [−1 ◦ tx] = 6 · #X.

We can say more about the number of points fixed by automorphisms of the form −1◦tx
when x ∈ X. Based on the type of the polarization and the point x, we can relate the number
of fixed points of the automorphism −1 ◦ tx with that of −1.

Lemma 3.17. # FixC [−1 ◦ tx] = # Fixty(C)[−1], where y ∈ A is such that 2y = x and
ty(C) denotes the translation of the curve C by the element y.

Proof. Let p be a point on the curve C. Then p ∈ FixC [−1◦ tx] if and only if −1◦ tx(p) = p,
or equivalently, −p − x = p. If y ∈ A is such that 2y = x, then the equality −p − x = p

is equivalent to −p − y = p + y, which is again equivalent to [−1](p + y) = p + y. This is
true if and only if the point p + y of the curve ty(C) is fixed by −1. Therefore, we have a
one-to-one correspondence between FixC [−1 ◦ tx] and Fixty(C)[−1], where 2y = x.

Theorem 3.18. Let C be the curve of Construction 3.3 and x ∈ X. If d is odd, then
# FixC [−1 ◦ tx] = 6 or 10. If d is even and there exists y ∈ K(L) such that 2y = x, then
# FixC [−1 ◦ tx] = 4 or 12.
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Proof. In Construction 3.3 we assumed that the (1, d)-polarization L on A is symmetric and
has a symmetric theta structure. Since the curve C is in the linear system of the polarizing
line bundle, therefore L ∼= O(C). For any y ∈ A, we have O(ty(C)) = O(C + y) ∼= t∗−yL.

When d is odd, the multiplication-by-2 map is an isomorphism on the subgroup X ≤
K(L) (as X has order d). Thus, there exists y ∈ X ≤ K(L) such that 2y = x. Since X is a
subgroup, −y is also in X ≤ K(L) and hence t∗−yL ∼= L. This gives O(ty(C)) ∼= L, and by
Theorem 3.14 and Lemma 3.17 we will have # FixC [−1 ◦ tx] = 6 or 10.

When d is even, the multiplication-by-2 map from A[2] to itself is no longer surjective.
So, with the added hypothesis of existence of y ∈ K(L) satisfying 2y = x, we will have
O(ty(C)) ∼= L and the rest of the proof follows similarly as in the previous case.

3.4 Cyclic cover

In this section, we want to decompose (up to isogeny) the Jacobian of the curve C of
Construction 3.3 obtained from a cyclic subgroup X of K(L).

Write X = ⟨x⟩ for some x ∈ K(L) of order d. By Lemma 3.5, we have G := ⟨−1, tx⟩ is
a subgroup of Aut(C), where the elements tx and − 1 are of orders d and 2 respectively.
They satisfy the relation (−1 ◦ tx)2 = 1. Therefore, G ∼= D2d, the dihedral group of order
2d, which admits a partition as

G = ⟨tx⟩ ∪ ⟨−1⟩ ∪ ⟨−1 ◦ tx⟩ ∪ · · · ∪ ⟨−1 ◦ t(d−1)x⟩. (3.1)

Theorem 2.71 gives the isogeny relation:

JdC × J2d
C/G ∼ JdC/⟨tx⟩ × J2

C/⟨−1⟩ × J2
C/⟨−1◦tx⟩ × · · · × J2

C/⟨−1◦t(d−1)x⟩. (3.2)

Note that the map C −→ C/G factors as C −→ C/⟨tx⟩ −→ C/G. Now, C/⟨tx⟩ = H and
hence C/G = C/⟨tx,−1⟩ = H/⟨−1⟩. Since H is hyperelliptic and the restriction of −1 on
H is the hyperelliptic involution, we will get C/G = H/⟨−1⟩ = P1. By Proposition 2.67, we
have J2d

C/G is trivial. Also, when d is odd, the subgroups ⟨−1⟩, ⟨−1 ◦ tx⟩, . . . , ⟨−1 ◦ t(d−1)x⟩
are precisely all the 2-Sylow subgroups of D2d and hence are conjugates. Consequently, by
Lemma 2.21, we will have:

JC/⟨−1⟩ ∼= JC/⟨−1◦tx⟩ ∼= . . . ∼= JC/⟨−1◦t(d−1)x⟩.

When d is even, ⟨−1⟩, ⟨−1 ◦ t2x⟩, ⟨−1 ◦ t4x⟩, . . . , ⟨−1 ◦ t(d−2)x⟩ are conjugates and the
remaining two order subgroups are conjugates to ⟨−1 ◦ tx⟩. In this case, we will have two
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isomorphism classes of Jacobians:

JC/⟨−1⟩ ∼= JC/⟨−1◦t2x⟩ ∼= . . . ∼= JC/⟨−1◦t(d−2)x⟩

JC/⟨−1◦tx⟩ ∼= JC/⟨−1◦t3x⟩ ∼= . . . ∼= JC/⟨−1◦t(d−1)x⟩.

Thus, when d is odd, the isogeny relation (3.2) reduces to

JdC ∼ JdH × J2d
C/⟨−1⟩.

By Construction 3.3, we have JH ∼= A/X and the quotient isogeny A −→ A/X gives that
A/X ∼ A. Thus, for odd d we get

JdC ∼ Ad × J2d
C/⟨−1⟩.

Similarly, for even d we get

JdC ∼ Ad × JdC/⟨−1⟩ × JdC/⟨−1◦tx⟩.

Therefore, we conclude the following.

Proposition 3.19. For the curve C arising from a cyclic subgroup X ≤ K(L) of order d
in Construction 3.3, we have the following isogeny relations:

1. When d is odd: JC ∼ A× J2
C/⟨−1⟩

2. When d is even: JC ∼ A× JC/⟨−1⟩ × JC/⟨−1◦tx⟩.

As an immediate consequence of this proposition, we give the complete decomposition
of JC into simple factors in the cases of d = 2 and d = 3. Recall that dim(JC) = gC =
d + 1. As isogenies preserve dimension, the right hand side of the two isogeny relations in
Proposition 3.19 must also have dimension d + 1. Since A is a surface, for d = 3 we must
have dim(JC/⟨−1⟩) = 1 which implies that C/⟨−1⟩ is an elliptic curve. Similarly, for d = 2
we have dim(JC/⟨−1⟩) + dim(JC/⟨−1◦tx⟩) = 1. Further, Theorem 3.14 implies that C/⟨−1⟩
is elliptic.

Corollary 3.20. When the curve C of Construction 3.3 is obtained from a cyclic isogeny,
the Jacobian of C decomposes as:

JC ∼

A× E d = 2

A× E × E d = 3

where E is the elliptic curve C/⟨−1⟩.
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When d is prime, the only possibility of an order d subgroup X of K(L) is the cyclic
group. Hence, Proposition 3.19 decomposes (into smaller abelian varieties up to isogeny)
the Jacobians of all curves coming from Construction 3.3 when d is a prime. It is natural to
ask: what are the genera of the curves C/⟨−1⟩, C/⟨−1 ◦ tx⟩ in the cyclic case? As a direct
consequence of Proposition 3.19, by comparing dimensions we get: gC/⟨−1⟩ = d−1

2 when d is
odd, and gC/⟨−1⟩ + gC/⟨−1◦tx⟩ = d− 1 when d is even.

3.5 The Klein cover

We shall now focus on the curve C of Construction 3.3 when d = 4 and the subgroup X of
K(L) = ⟨x, y⟩ ∼= (Z/4Z)2 is the Klein four-group, i.e., X = ⟨2x, 2y⟩. We will decompose the
Jacobian of C up to isogeny and prove that C is hyperelliptic.

We start with a (1, 4)-polarized simple abelian surface A. Consider the subgroup X =
⟨2x, 2y⟩ of K(L) = ⟨x, y⟩. Then X is the Klein four-group and Construction 3.3 gives the
curve C arising from the Klein cover. The group G = ⟨t2x, t2y⟩ ≤ Aut(C) admits a partition
as

G = ⟨t2x⟩ ∪ ⟨t2y⟩ ∪ ⟨t2x+2y⟩.

Theorem 2.71 gives the isogeny relation

J2
C × J4

C/G ∼ J2
C/⟨t2x⟩ × J2

C/⟨t2y⟩ × J2
C/⟨t2x+2y⟩

which simplifies to
JC × J2

C/G ∼ JC/⟨t2x⟩ × JC/⟨t2y⟩ × JC/⟨t2x+2y⟩ (3.3)

Note that, C/G ∼= H and JH ∼= A/X ∼ A. Figure 3.3 below shows that C/⟨t2x⟩ is a smooth
curve in the abelian surface A/⟨2x⟩. The isogeny π1 pushes forward the (1, 4)-polarization L

C C/⟨t2x⟩ H = C/G

A A/⟨2x⟩ A/X

π1 π2

π1 π2

Figure 3.3

on A to the (1, 2)-polarization (π1)∗L on A/⟨2x⟩. Moreover, applying the Riemann–Hurwitz
formula on the map π1 : C −→ C/⟨t2x⟩ will give us that genus of C/⟨t2x⟩ is three. Thus,
C/⟨t2x⟩ is a smooth genus three curve in the linear system of the (1, 2)-polarization of the
simple abelian surface A/⟨2x⟩. Similarly, C/⟨t2y⟩ and C/⟨t2x+2y⟩ are smooth genus three
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curves in the linear systems of the (1, 2)-polarizations of the corresponding simple abelian
surfaces A/⟨2y⟩ and A/⟨2x+ 2y⟩ respectively.

Now, consider the cover π2 : C/⟨t2x⟩ −→ H. For convenience, denote C/⟨t2x⟩ by C̃.
This is a cyclic cover by the order two subgroup ⟨t2y⟩ and decomposing J

C̃
with the group

D4 ∼= ⟨−1, t2y⟩ gives:
J
C̃

∼ A/⟨2x⟩ × J
C̃/⟨−1⟩ × J

C̃/⟨−1◦t2y⟩.

Since C̃ is a genus three curve, comparing dimensions in this isogeny relation gives that one
of J

C̃/⟨−1⟩ and J
C̃/⟨−1◦t2y⟩ must be an elliptic curve and the other must be trivial. Therefore,

we can write:

JC/⟨t2x⟩ ∼ A/⟨2x⟩ × E1,

where E1 is an elliptic curve. Similarly, for C/⟨t2y⟩ and C/⟨t2x+2y⟩ with corresponding
elliptic curves E2 and E3 respectively, we can write:

JC/⟨t2y⟩ ∼ A/⟨2y⟩ × E2,

JC/⟨t2x+2y⟩ ∼ A/⟨2x+ 2y⟩ × E3.

Thus, the isogeny relation (3.3) reduces to

JC ∼ A× E1 × E2 × E3. (3.4)

We have established the following:

Theorem 3.21. If d = 4 and X is the Klein four-group, then the Jacobian of the curve C
in Construction 3.3 is isogenous to the product of A and three elliptic curves.

A natural question to ask at this point will be: is the Jacobian decomposition of the
curve in Klein cover different from that in the cyclic cover? For the the curve C coming from
the cyclic isogeny in the case of (1, 4)-polarization, we will have the following decomposition
by Proposition 3.19:

JC ∼ A× JH′ × E′, (3.5)

where H ′ = C/⟨−1⟩ is a curve of genus two and E′ = C/⟨−1 ◦ tx⟩ is elliptic. In the very
general case, the Jacobian of a smooth genus two curve is a simple abelian surface. Therefore,
(3.4) and (3.5) correspond to two different isogeny classes.

In their paper [BO19], Borówka and Ortega showed that every (1, 4)-polarized abelian
surface has a hyperelliptic curve embedded in it. Below, we prove that the curve C coming
from the Klein cover is hyperelliptic.

Theorem 3.22. If d = 4 and X is the Klein four-group, then the curve C in Construc-
tion 3.3 is hyperelliptic.
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Proof. Since t2x, t2y are degree two automorphisms, they commute with the −1 automor-
phism. Therefore, the subgroup G = ⟨t2x, t2y,−1⟩ of Aut(C) is isomorphic to (Z/2Z)3 and
hence admits a partition as

G = ⟨−1⟩ ∪ ⟨t2x⟩ ∪ ⟨t2y⟩ ∪ ⟨t2x+2y⟩ ∪ ⟨−1 ◦ t2x⟩ ∪ ⟨−1 ◦ t2y⟩ ∪ ⟨−1 ◦ t2x+2y⟩.

By Theorem 2.71, we get the isogeny relation:

J6
C×J8

C/G ∼ J2
C/⟨t2x⟩×J

2
C/⟨t2y⟩×J

2
C/⟨t2x+2y⟩×J

2
C/⟨−1⟩×J

2
C/⟨−1◦t2x⟩×J

2
C/⟨−1◦t2y⟩×J

2
C/⟨−1◦t2x+2y⟩.

This simplifies to

J3
C ∼ JC/⟨t2x⟩×JC/⟨t2y⟩×JC/⟨t2x+2y⟩×JC/⟨−1⟩×JC/⟨−1◦t2x⟩×JC/⟨−1◦t2y⟩×JC/⟨−1◦t2x+2y⟩. (3.6)

Since the genus of C is 5, the left hand side of the isogeny relation above has dimension
15. The curves C/⟨t2x⟩, C/⟨t2y⟩ and C/⟨t2x+2y⟩ are each of genus three and hence the
product of their Jacobians contribute dimension 9 in the right hand side. Consequently, we
must have

gC/⟨−1⟩ + gC/⟨−1◦t2x⟩ + gC/⟨−1◦t2y⟩ + gC/⟨−1◦t2x+2y⟩ = 6.

To conclude that C is hyperelliptic, it is sufficient to show that one of the genera in the
equation above is zero. Observe that the degree four cover C −→ C/G = H induces a four-
to-one map from ∪z∈X FixC [−1◦ tz] = FixC [−1]∪FixC [−1◦ t2x]∪FixC [−1◦ t2y]∪FixC [−1◦
t2x+2y] onto FixH [−1] by Proposition 3.15. Since, H is hyperelliptic of genus two with −1
as the hyperelliptic involution, we will have # FixH [−1] = 6. Therefore, by Corollary 3.16,
we get:

# FixC [−1] + # FixC [−1 ◦ t2x] + # FixC [−1 ◦ t2y] + # FixC [−1 ◦ t2x+2y] = 24. (3.7)

By Theorem 3.18, each of # FixC [−1],# FixC [−1 ◦ t2x],# FixC [−1 ◦ t2y] and # FixC [−1 ◦
t2x+2y] can either be 4 or 12. Therefore, for (3.7) to hold, exactly three of them have to be
4 and the remaining one has to be 12. The involution that has 12 fixed points will be the
hyperelliptic involution. Thus, C is hyperelliptic.

3.6 Hyperelliptic curves and covers on elliptic curves

It is clear from Construction 3.3 that the curve C always admits a degree d cover onto the
hyperelliptic curve H. We also saw in the case of the Klein cover that C itself is hyperelliptic.
These observations motivate the following questions:

1. Is C always hyperelliptic?

2. Under what conditions does C cover an elliptic curve?
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The answer to the first question is negative. Borówka and Ortega have given necessary con-
ditions to have embeddings of hyperelliptic curves into abelian surfaces (section 2, [BO19]).
The aim of this section is to study their results and conclude when the curve C in Con-
struction 3.3 can be hyperelliptic. We also answer the second question by giving a sufficient
condition on the type of the polarization. We begin with the following result by Borówka–
Ortega that rules out the possibility of C being hyperelliptic when C arises from a cyclic
cover and d ̸= 2.

Theorem 3.23 ([BO19], Proposition 2.3). Let α ∈ Aut(C), C̃ = C/⟨α⟩ and f : C −→ C̃

be an étale cyclic covering of degree n. If C is hyperelliptic then C̃ is also hyperelliptic and
n = 2.

Proof. Let τ be the hyperelliptic involution of C. Then τ commutes with α and descends
to an involution τ̃ of C̃. Let g and g̃ denote the genera of C and C̃ respectively. As étale
morphisms of curves are unramified, the Riemann–Hurwitz formula on f : C −→ C̃ gives:

2g − 2 = n(2g̃ − 2) + 0, i.e., g = n(g̃ − 1) + 1.

Since τ is the hyperelliptic involution of C, we will get # FixC [τ ] = 2g+ 2 = 2n(g̃− 1) + 4.
Note that, # Fix

C̃
[τ̃ ] ≥ # FixC [τ ]

n because τ descends to τ̃ . This will give # Fix
C̃

[τ̃ ] ≥
2(g̃− 1) + 4

n , so we can write # Fix
C̃

[τ̃ ] = 2(g̃− 1) + b for some positive integer b. Consider
the quotient curve C̃/⟨τ̃⟩ and denote its genus by g′. To show that C̃ is hyperelliptic, it is
sufficient to show g′ = 0. The Riemann–Hurwitz formula on the quotient map C̃ −→ C̃/⟨τ̃⟩
gives:

2g̃ − 2 = 2(2g′ − 2) + # Fix
C̃

[τ̃ ] = 2(2g′ − 2) + 2g̃ − 2 + b.

Since b > 0, the only possibility is g′ = 0. Thus, b = 4 and C̃ is hyperelliptic with τ̃ as the
hyperelliptic involution.

For the second part, note that the composition C −→ C̃ −→ C̃/⟨τ̃⟩ ∼= P1 is a Galois
covering with Galois group D2n generated by α and τ . Since τ is the hyperelliptic involution
of C, it commutes with every other automorphism of C. Hence, D2n must be abelian. This
is possible only for n = 2.

We now give a necessary condition on the genus of the curve C of Construction 3.3 to
be hyperelliptic. The following lemma will be used in the proof of the main result.

Lemma 3.24 ([BO19], Lemma 2.6). If C is a smooth hyperelliptic curve inside an abelian
surface A and W is the set of Weierstrass points of C, then C can be embedded in A such
that the [−1]-involution of A descends to the hyperelliptic involution of C and W = C∩A[2].

Proof. Let i : C −→ A be the embedding of the smooth hyperelliptic curve C into the
abelian surface A. After composing by a translation if required, we can assume i(p0) = 0
for some p0 ∈ W . Let αp0 : C −→ JC be the Abel–Jacobi map. By the universal property
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of the Abel–Jacobi map, we have the commutative diagram in Figure 3.4, where f is the
extension of i to JC .

C A

JC

i

αp0 f

Figure 3.4

Let τ be the hyperelliptic involution of C. First, we claim that the extension of τ to JC
is the [−1]-involution of JC , i.e., αp0 ◦ τ = −1|C . The Abel–Jacobi map αp0 sends any point
p on the curve C to the element [p − p0] ∈ JC (the divisor class of the degree zero divisor
p − p0). So, τ(p) is mapped to [τ(p) − τ(p0)] = [τ(p) − p0] (since p0 is a Weierstrass point
and hence is fixed by τ). Observe that [p+ τ(p)] − [2p0] = [p+ τ(p) − 2p0] is the pullback of
a degree zero divisor on P1 under the map C −→ P1, and hence is a divisor of a function.
Thus, it is linearly equivalent to zero and as an element of JC ∼= Pic0(C), we have:

[p+ τ(p)] − [2p0] = 0

[p− p0] + [τ(p) − p0] = 0

[τ(p) − p0] = −[p− p0]

αp0(τ(p)) = −αp0(p).

This finishes the claim. Next, we want to show that the [−1]-involution of A descends to the
hyperelliptic involution of C. We start with the embedding i′ := i◦ τ of C into A. Note that
i′(p0) = 0 and induces a map f ′ : JC −→ A by the universal property of the Abel–Jacobi
map. We have shown above that for any point p ∈ C, αp0(τ(p)) = −αp0(p). This implies

C A

JC

i′

αp0 f ′

Figure 3.5

f ′(αp0(τ(p))) = −f ′(αp0(p)) as elements in A, which is equivalent to τ2(p) = −τ(p). Since
τ is an involution, τ2(p) = p for all points p ∈ C. Thus, τ(p) = −p = −1|C(p), which shows
that the hyperelliptic involution τ of C descends from the [−1]-involution of A. Finally, to
conclude that W = C ∩A[2], observe that the surjectivity of the map f : JC −→ A implies
f(JC [2]) = A[2]. It is sufficient to show that αp0(W ) = αp0(C) ∩ JC [2], because this will
imply f(αp0(W )) = f(αp0(C)) ∩ f(JC [2]) = f(αp0(C)) ∩ A[2], which is the same as the
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assertion. These equalities hold because f |αp0
equals the injective map (inclusion) i and

hence will preserve intersections of subsets.
To show that αp0(W ) = αp0(C) ∩ JC [2], we start with a point q ∈ C such that αp0(q) ∈

αp0(C) ∩ JC [2]. Now, αp0(q) ∈ JC [2] means αp0(q) = −αp0(q) and the latter is equal to
αp0(τ(q)) as we saw above. By injectivity of αp0 , we get q = τ(q), i.e., q ∈ W and hence
αp0(q) ∈ αp0(W ). Conversely, q ∈ W implies τ(q) = q, which gives αp0(τ(q)) = αp0(q) which
implies αp0(q) = −αp0(q) (since αp0(τ(q)) = −αp0(q)), and this finally gives αp0(q) ∈ JC [2].
Thus, αp0(W ) = αp0(C) ∩ JC [2].

Proposition 3.25. If the curve C of Construction 3.3 is hyperelliptic, then gC ∈ {2, 3, 4, 5}
and the polarization L is of type (1, gC − 1).

Proof. Let C be hyperelliptic, τ denote the hyperelliptic involution of C and W denote the
set of Weierstrass points on C, i.e., W = FixC [τ ]. Recall that gC = d+ 1, where the type of
polarization is (1, d). The Riemann–Hurwitz formula on the map C −→ C/⟨τ⟩ ∼= P1 gives:

2(d+ 1) − 2 = 2(2 · 0 − 2) + # FixC [τ ] =⇒ # FixC [τ ] = 2d+ 4.

If d ≥ 5, then #W = # FixC [τ ] = 2d+4 ≥ 14. But, Lemma 3.24 implies #W = #(C∩A[2]),
which can be at most 12 by Theorem 3.13. Therefore, d ≤ 4 and hence gC = d + 1 ∈
{2, 3, 4, 5}.

Now, we consider the second question in the beginning of this section- when does the
curve C of Construction 3.3 cover an elliptic curve? Note that C itself cannot be elliptic,
otherwise the abelian surface A will contain C as a factor in its isogeny class and this is
not possible since A is simple. However, in the cases of cyclic covers of (1, 3)-polarization
and the Klein cover of (1, 4)-polarization, we saw that C covers an elliptic curve. Below, we
show that whenever d is a multiple of 2 or 3, C admits a cover onto an elliptic curve.

Theorem 3.26. When d = 2k (resp. d = 3k) and X ∼= Z/2Z×Z/kZ (resp. Z/3Z×Z/kZ),
the curve C of Construction 3.3 covers an elliptic curve. Further, the degree of the cover is
d (resp. 2d

3 ) and JC has an elliptic factor in its isogeny class.

Proof. For d = 2k, consider two elements x and y in K(L) of orders k and 2 respectively
such that X = ⟨x, y⟩ is a subgroup of order 2k and C be the curve obtained from Construc-
tion 3.3 with this choice of the subgroup X. By the Riemann–Hurwitz formula, C̃ := C/⟨tx⟩
is of genus three. Further, C̃ lies in the linear system of the (1, 2)-polarization of A/⟨x⟩ by
Proposition 2.57. From the figure below it is clear that C̃ has a cyclic cover onto H induced
by the cyclic isogeny πy : A/⟨x⟩ −→ A/⟨x, y⟩. With a similar argument as in Proposi-
tion 3.19, we can decompose the Jacobian of C̃ using the group D4 ∼= ⟨−1, ty⟩ to get the
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C C̃ = C/⟨tx⟩ H = C̃/⟨ty⟩

A A/⟨x⟩ A/X

πx πy

πx πy

Figure 3.6

following isogeny relation for J
C̃

:

J
C̃

∼ A/⟨x⟩ × J
C̃/⟨−1⟩ × J

C̃/⟨−1◦ty⟩.

Comparing dimensions of both sides, we will get that either J
C̃/⟨−1⟩ or J

C̃/⟨−1◦ty⟩ is elliptic
and that C has a degree 2k cover onto that elliptic curve. This elliptic curve will be a factor
in the isogeny class of JC since the cover C −→ C̃ of curves implies the isogeny relation
P (C/C̃) × J

C̃
∼ JC , where P (C/C̃) denotes the Prym variety.

For d = 3k, we consider x, y ∈ K(L) of orders k and 3 respectively such that X = ⟨x, y⟩
is of order 3k. We proceed just like the previous case, where C̃ := C/⟨tx⟩ is now a curve of
genus four in the simple (1, 3)-polarized abelian surface A/⟨x⟩. Decomposing J

C̃
with the

cyclic cover πy : C̃ −→ H and the group D6 ∼= ⟨−1, ty⟩ gives:

J
C̃

∼ A/⟨x⟩ × J2
C̃/⟨−1⟩.

Comparing dimensions, we get that C̃/⟨−1⟩ is an elliptic curve with a degree 2k cover from
C and that JC contains this elliptic factor in its isogeny class.
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Chapter 4

Polarizations of higher degrees

In the previous chapter, we established the isogeny classes of Jacobians of curves lying in
the linear system of (1, d)-polarization and arising from cyclic isogenies (Proposition 3.19).
We gave a complete decomposition into simple factors for d = 2, 3, 4. We also decomposed
the Jacobian of the curve coming from the Klein cover in the case of (1, 4)-polarization. In
this chapter we shall give isogeny relations for Jacobians of curves coming from non-cyclic
covers for other interesting cases of d. Our main tool will again be the result of Kani and
Rosen (Theorem 2.71). The prime ingredient in this theorem, as we saw, is a subgroup of
the automorphism group of the curve that admits a partition. The previous chapter had
two main candidates for this subgroup: for the cyclic case we used G = ⟨t(X),−1⟩ ∼= D2d

where X is a cyclic subgroup of K(L) of order d, and for the Klein case we used the Klein-
four group G = ⟨t2x, t2y⟩ = t(X) where X = ⟨2x, 2y⟩ ≤ ⟨x, y⟩ = K(L) ∼= (Z/4Z)2. In this
chapter, we will look at other polarizations of higher degrees that admit suitable subgroups
of automorphism groups of curves coming from similar construction.

4.1 Automorphism groups other than the dihedral group

The aim of this section is to use the classification of abelian groups admitting a partition
to obtain isogeny relation on Jacobians of curves arising from polarizations of higher type.

We are interested in simple abelian surfaces with (1, d) polarizations. Given such an abelian
surface A, Construction 3.3 gives a curve C of genus d + 1 lying in the linear system |L|
of the polarization L. The curve will vary depending on the choice of the order d subgroup
X ≤ K(L) which gives the isogeny π : A −→ A/X ∼= JH and hence determines the curve
C = π−1(H). We also saw that tx,−1 ∈ Aut(C) for all elements x ∈ X. For any d, if we
take X ≤ K(L) ∼= (Z/dZ)2 to be the cyclic group of order d, then the resulting curve C
will have the automorphism group G = ⟨tx,−1⟩ ∼= D2d. For d = 22, we also considered the
case of X being the Klein four-group and G = t(X) which led to a decomposition that was
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different from the cyclic case of d = 4. This motivates us to look at the cases of the next
two squares of primes, i.e., d = 32 and d = 52 and generalize our findings.

(1, 9)-polarization

When C is the curve in construction Construction 3.3 arising from a (1, 9)-polarization with
X = ⟨3x, 3y⟩ ≤ ⟨x, y⟩ = K(L), then G = ⟨t3x, t3y,−1⟩ is a subgroup of Aut(C). Moreover,
G can be partition into four subgroups of order 3 and 9 subgroups of order two (and thus
covering all elements of G):

G = ⟨t3x⟩ ∪ ⟨t3y⟩ ∪ ⟨t3x+3y⟩ ∪ ⟨t3x+6y⟩ ∪ ⟨−1⟩ ∪ ⟨−1 ◦ t3x⟩ ∪ ⟨−1 ◦ t6x⟩ ∪ ⟨−1 ◦ t3y⟩

∪ ⟨−1 ◦ t6y⟩ ∪ ⟨−1 ◦ t3x+3y⟩ ∪ ⟨−1 ◦ t6x+6y⟩ ∪ ⟨−1 ◦ t3x+6y⟩ ∪ ⟨−1 ◦ t6x+3y⟩

Theorem 2.71 gives the isogeny relation:

J12
C × J18

C/G ∼ J3
C/⟨t3x⟩ × J3

C/⟨t3y⟩ × J3
C/⟨t3x+3y⟩ × J3

C/⟨t3x+6y⟩ × J2
C/⟨−1⟩ × J2

C/⟨−1◦t3x⟩

× J2
C/⟨−1◦t6x⟩ × J2

C/⟨−1◦t3y⟩ × J2
C/⟨−1◦t6y⟩ × J2

C/⟨−1◦t3x+3y⟩ × J2
C/⟨−1◦t6x+6y⟩

× J2
C/⟨−1◦t3x+6y⟩ × J2

C/⟨−1◦t6x+3y⟩.

Since G is a group of order 18, all subgroups of G of order 2 are 2-Sylow and hence will be
conjugates of ⟨−1⟩. Therefore, JC/⟨−1◦t3x⟩, JC/⟨−1◦t6x⟩, JC/⟨−1◦t3y⟩, JC/⟨−1◦t6y⟩, JC/⟨−1◦t3x+3y⟩,

JC/⟨−1◦t6x+6y⟩, JC/⟨−1◦t3x+6y⟩ and JC/⟨−1◦t6x+3y⟩ are isomorphic to JC/⟨−1⟩. The isogeny rela-
tion now reduces to:

J4
C ∼ JC/⟨t3x⟩ × JC/⟨t3y⟩ × JC/⟨t3x+3y⟩ × JC/⟨t3x+6y⟩ × J6

C/⟨−1⟩. (4.1)

The curve C/⟨t3x⟩ has genus four by Riemann–Hurwitz formula. Moreover, it lies in the
linear system of the pushed-forward (1, 3)-polarization of the simple abelian surface A/⟨3x⟩.
Figure 4.1 shows that C/⟨t3x⟩ has a cyclic cover onto H induced by the cyclic isogeny π3y :

C C/⟨t3x⟩ H = C/⟨t3x, t3y⟩

A A/⟨3x⟩ A/X

π3x π3y

π3x π3y

Figure 4.1

A/⟨3x⟩ −→ A/X. As in the proof of Theorem 3.26, we get JC/⟨t3x⟩ ∼ A/⟨3x⟩×E2
1 ∼ A×E2

1
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for an elliptic curve E1. Similarly, we will have:

JC/⟨t3y⟩ ∼ A× E2
2 ,

JC/⟨t3x+3y⟩ ∼ A× E2
3 ,

JC/⟨t3x+6y⟩ ∼ A× E2
4 ,

for elliptic curves E2, E3 and E4. Thus, (4.1) simplifies to:

J4
C ∼ A4 × E2

1 × E2
2 × E2

3 × E2
4 × J6

C/⟨−1⟩. (4.2)

Since isogenies preserve dimensions and dim(JC) = 10, we must have dim(JC/⟨−1⟩) = 4.
Poincaré’s reducibility will imply that the exponent of any simple factor in the right hand
side of the isogeny relation must be a multiple of four. We will have the following cases
based on the elliptic factors Ei:
Case 1: The elliptic factors Ei are mutually non-isogenous.
By Poincaré’s reducibility, JC/⟨−1⟩ must be isogenous to E1 ×E2 ×E3 ×E4. Therefore, we
get the complete decomposition of JC into simple factors as:

JC ∼ A× E2
1 × E2

2 × E2
3 × E2

4 .

Case 2: Exactly two elliptic factors are isogenous.
Suppose E1 ∼ E2. Then the isogeny relation (4.2) reduces to

J4
C ∼ A4 × E4

1 × E2
3 × E2

4 × J6
C/⟨−1⟩.

By Poincaré’s reducibility, JC/⟨−1⟩ ∼ E2
1 × E3 × E4 or JC/⟨−1⟩ ∼ E3 × E4 × F 2 where F is

an elliptic curve that is not isogenous to Ei. Accordingly, we will have the isogeny relations:

JC/⟨−1⟩ ∼ E2
1 × E3 × E4 =⇒ J4

C ∼ A4 × E16
1 × E8

3 × E8
4 =⇒ JC ∼ A× E4

1 × E2
3 × E2

4

or

JC/⟨−1⟩ ∼ E3 ×E4 ×F 2 =⇒ J4
C ∼ A4 ×E4

1 ×E8
3 ×E8

4 ×F 12 =⇒ JC ∼ A×E1 ×E2
3 ×E2

4 ×F 3.

Case 3: Exactly three elliptic factors are isogenous.
Suppose E1 ∼ E2 ∼ E3. Then (4.2) reduces to

J4
C ∼ A4 × E6

1 × E2
4 × J6

C/⟨−1⟩.
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Then JC/⟨−1⟩ ∼ E1 × E4 × F 2 for some elliptic curve F that is not isogenous to E1 or E4.
This will give

J4
C ∼ A4 × E12

1 × E8
4 × F 12 =⇒ JC ∼ A× E3

1 × E2
4 × F 3.

Case 4: E1 ∼ E2 ∼ E3 ∼ E4.
The isogeny relation (4.2) reduces to:

J4
C ∼ A4 × E8

1 × J6
C/⟨−1⟩.

Again by Poincaré’s reducibility, JC/⟨−1⟩ cannot be simple. If it has an elliptic factor in its
isogeny class, the power of that elliptic factor must be two or four. Accordingly, JC/⟨−1⟩ ∼ E4

or JC/⟨−1⟩ ∼ E2 × F 2. Also, JC/⟨−1⟩ may not have any elliptic factor and instead may be
a product of two simple abelian surfaces. In that case, the two abelian surfaces must be
isogenous and if we denote them by B then we will have JC/⟨−1⟩ ∼ B2. Thus, we will have
the following isogeny relations:

JC/⟨−1⟩ ∼ B2 =⇒ J4
C ∼ A4 × E8

1 ×B12 =⇒ JC ∼ A× E2
1 ×B3, or

JC/⟨−1⟩ ∼ E4 =⇒ J4
C ∼ A4 × E8

1 × E24 =⇒ JC ∼ A× E2
1 × E6, or

JC/⟨−1⟩ ∼ E2 × F 2 =⇒ J4
C ∼ A4 × E8

1 × E12 × F 12 =⇒ JC ∼ A× E2
1 × E3 × F 3.

Note that, we may have the possibilities E1 ∼ E or E1 ∼ F or A ∼ B, in which case these
decompositions can be simplified further.

This exhausts all possibilities and we get decompositions of JC into simple factors.
However, a few of these can be ruled out. This is achieved with the help of the subgroup
t(X) = ⟨t3x, t3y⟩ of Aut(C). From Construction 3.3 it is clear that C/t(X) = H. We have
the partition

⟨t3x, t3y⟩ = ⟨t3x⟩ ∪ ⟨t3y⟩ ∪ ⟨t3x+3y⟩ ∪ ⟨t3x+6y⟩.

This gives the isogeny relation

J3
C × J9

C/t(X) ∼ J3
C/⟨t3x⟩ × J3

C/⟨t3y⟩ × J3
C/⟨t3x+3y⟩ × J3

C/⟨t3x+6y⟩. (4.3)

We saw above that each factor in the right hand side can be decomposed as the product of
the abelian surface A and the square of an elliptic curve Ei. Further, using JC/t(X) = JH ∼=
A/X ∼ A, the isogeny relation (4.3) reduces to:

J3
C ×A9 ∼ A12 × E6

1 × E6
2 × E6

3 × E6
4

which is equivalent to
JC ∼ A× E2

1 × E2
2 × E2

3 × E2
4 .
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Comparing this with (4.2), we get:

JC/⟨−1⟩ ∼ E1 × E2 × E3 × E4.

This relation says that up to isogeny JC/⟨−1⟩ cannot have any simple factor other than the
elliptic curves E1, . . . , E4. This rules out some of the possibilities in the four different cases
we saw above and thus reduces them to:

Case 1: JC ∼ A× E2
1 × E2

2 × E2
3 × E2

4 .

Case 2: JC ∼ A× E4
1 × E2

3 × E2
4 .

Case 3: JC ∼ A× E6
1 × E2

4 .

Case 4: JC ∼ A× E8
1 .

How does this compare to JC when C comes from the cyclic isogeny, i.e., when X

is a cyclic group of order 9? By Proposition 3.19, we know that when X is the cyclic
group of order 9 and C is the curve coming from the cyclic isogeny π : A −→ A/X, then
JC ∼ A × J2

C/⟨−1⟩. Unlike the non-cyclic case which we saw above, we do not have further
information on how JC/⟨−1⟩ splits in the cyclic case. Although its dimension will still be 4
in the cyclic case, it may be a simple abelian variety which is not possible in the non-cyclic
case as we saw above.

(1, 25)-polarization

In this case, K(L) = ⟨x, y⟩ ∼= Z/25Z×Z/25Z. Let X be the subgroup ⟨5x, 5y⟩ ≤ K(L) and
C be the corresponding curve as in Construction 3.3. Then the group G = ⟨t5x, t5y⟩ is a
subgroup of Aut(C) and has the partition:

G = ⟨t5x⟩ ∪ ⟨t5y⟩ ∪ ⟨t5x+5y⟩ ∪ ⟨t5x+10y⟩ ∪ ⟨t5x+15y⟩ ∪ ⟨t5x+20y⟩.

By Theorem 2.71 we have the isogeny relation:

J5
C × J25

C/G ∼ J5
C/⟨t5x⟩ × J5

C/⟨t5y⟩ × J5
C/⟨t5x+5y⟩ × J5

C/⟨t5x+15y⟩ × J5
C/⟨t5x+20y⟩. (4.4)

Note, JC/G ∼ A. The curve C/⟨t5x⟩ is of genus six and it is in the linear system of the
(1, 5)-polarization of the simple abelian surface A/⟨5x⟩. Figure 4.2 shows that C/⟨t5x⟩ has
a cyclic cover onto H induced by the cyclic isogeny π5y : A/⟨5x⟩ −→ A/X. Using the cyclic
isogeny and the the group D10 ∼= ⟨−1, t5y⟩ to decompose the Jacobian of C/⟨t5x⟩, we get
JC/⟨t5x⟩ ∼ A/⟨5x⟩ × J2

H1
∼ A × J2

H1
for a genus two hyperelliptic curve H1. Similarly, we
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C C/⟨t5x⟩ H = C/⟨t5x, t5y⟩

A A/⟨5x⟩ A/X

π5x π5y

π5x π5y

Figure 4.2

will have:

JC/⟨t5y⟩ ∼ A× J2
H2 ,

JC/⟨t5x+5y⟩ ∼ A× J2
H3 ,

JC/⟨t5x+10y⟩ ∼ A× J2
H4 ,

JC/⟨t5x+15y⟩ ∼ A× J2
H5 ,

JC/⟨t5x+20y⟩ ∼ A× J2
H6 ,

Where H2, H3, H4, H5 and H6 are genus two hyperelliptic curves. Therefore, (4.4) reduces
to :

JC ∼ A× J2
H1 × J2

H2 × J2
H3 × J2

H4 × J2
H5 × J2

H6 .

On the other hand, if X is the cyclic group of order 25 and C is the curve coming from
the cyclic isogeny, then JC ∼ A× J2

C⟨−1⟩ (Proposition 3.19), where C/⟨−1⟩ is now a curve
of genus 12. We do not know if JC/⟨−1⟩ will decompose further, unlike the non-cyclic case.
Moreover, the decomposition in the non-cyclic case is a complete decomposition into simple
factors in the very general case, as Jacobians of very general curves of genus two are simple
abelian surfaces.

(1, p2)- polarization

We saw that when the type of polarization is (1, 4) or (1, 9) or (1, 25), then there are choices
of X other than the cyclic groups which result in different curves whose automorphism
groups again admit subgroups with partitions. Thus, we can get isogeny relations of Jaco-
bians of more curves in such cases. The classification of abelian groups that admit partitions
can be used to generalize this findings for polarizations of type (1, p2), where p is a prime.
The key observation here is that for a polarization L on a simple abelian surface A of
type (1, p2), K(L) ∼= Z/p2Z × Z/p2Z has the subgroup Z/pZ × Z/pZ, which is an elemen-
tary abelian p-group and hence has a partition. If x and y generate K(L), then the group
⟨px, py⟩ is a suitable choice for X to get a curve C by Construction 3.3, whose Jacobian
can be decomposed using our main tool.

48



Theorem 4.1. Let d be the square of a prime p, and X be the subgroup ⟨px, py⟩ of K(L) =
⟨x, y⟩ ∼= (Z/p2Z)2. If C is the curve arising from the construction with this choice of X,
then we have the following isogeny relations of Jacobians:

JC ∼ A×
p+1∏
i=1

J2
Ci

JC/⟨−1⟩ ∼
p+1∏
i=1

JCi ,

where each Ci is a curve of genus p−1
2 .

Proof. The subgroup G = ⟨tpx, tpy⟩ ∼= Z/pZ × Z/pZ of Aut(C) has the partition:

G = ⟨tpx⟩ ∪ ⟨tpy⟩ ∪ ⟨tpx+py⟩ ∪ ⟨tpx+2py⟩ ∪ · · · ∪ ⟨tpx+(p−1)py⟩.

Theorem 2.71 then gives the isogeny relation:

JpC × Jp
2

C/G ∼ JpC/⟨tpx⟩ × JpC/⟨tpy⟩ × JpC/⟨tpx+py⟩ × JpC/⟨tpx+2py⟩ × · · · × JpC/⟨tpx+(p−1)py⟩. (4.5)

Note, JC/G ∼ A. The curve C/⟨tpx⟩ is of genus p + 1 and it is in the linear system of
the (1, p)-polarization (pushforward of (1, p2)-polarization) on the simple abelian surface
A/⟨px⟩. Figure 4.3 shows that C/⟨tpx⟩ has a cyclic cover onto H induced by the cyclic

C C/⟨tpx⟩ H = C/⟨tpx, tpy⟩

A A/⟨px⟩ A/X

πpx πpy

πpx πpy

Figure 4.3

isogeny πpy : A/⟨px⟩ −→ A/X. Using this isogeny and the group D2p ∼= ⟨−1, tpy⟩ to
decompose the Jacobian of C/⟨tpx⟩, we get JC/⟨tpx⟩ ∼ A/⟨px⟩ × J2

C1
∼ A × J2

C1
where

C1 = C/⟨tpx,−1⟩ is of genus p−1
2 . Similarly, we will have:

JC/⟨tpy⟩ ∼ A× J2
C2 ,

JC/⟨tpx+py⟩ ∼ A× J2
C3 ,

JC/⟨tpx+2py⟩ ∼ A× J2
C4 ,

...

JC/⟨tpx+(p−1)py⟩ ∼ A× J2
Cp+1 ,
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where C2 := C/⟨tpy,−1⟩ and Ci := C/⟨tpx+(i−2)py⟩ for 3 ≤ i ≤ p+ 1. Note that gCi = p−1
2 .

Substituting these in (4.5), we get:

JpC ×Ap
2 ∼ (A× J2

C1)p × (A× J2
C2)p × (A× J2

C3)p × · · · × (A× J2
Cp+1)p

i.e., JpC ×Ap
2 ∼ Ap(p+1) × J2p

C1
× J2p

C2
× J2p

C3
× · · · × J2p

Cp+1

i.e., JpC ∼ Ap × J2p
C1

× J2p
C2

× J2p
C3

× · · · × J2p
Cp+1

i.e., JC ∼ A× J2
C1 × J2

C2 × J2
C3 × · · · × J2

Cp+1

i.e., JC = A×
p+1∏
i=1

J2
Ci
.

To get the second isogeny relation in the statement, let us consider the subgroup G =
⟨tpx, tpy,−1⟩ of Aut(C) and decompose it as:

G =
p−1⋃
m,n=0

⟨−1 ◦ tmpx+npy⟩
⋃

⟨tpx, tpy⟩

This gives the isogeny relation:

Jp
2

C × J2p2

C/G ∼ Jp
2

C/⟨tpx,tpy⟩ ×
p−1∏
m,n=0

J2
C/⟨−1◦tmpx+npy⟩ (4.6)

Now, C/⟨tpx, tpy⟩ = H and hence C/G ∼= P1. So, JC/⟨tpx,tpy⟩ ∼ A and JC/G is trivial. Also,
all order two subgroups of G are Sylow subgroups and are conjugate to ⟨−1⟩. Therefore,
the isogeny relation (4.6) now reduces to:

Jp
2

C ∼ Ap
2 × J2p2

C/⟨−1⟩.

Using JC ∼ A×
∏p+1
i=1 J

2
Ci

, which we proved above, we get:

A×
p+1∏
i=1

J2
Ci

p2

∼ Ap
2 × J2p2

C/⟨−1⟩

i.e., JC/⟨−1⟩ ∼
p+1∏
i=1

JCi .

This finishes the proof.

4.2 Future directions:

Throughout this project, our main tool for decomposing the Jacobians was the powerful
theorem by Kani and Rosen. More subgroups of Aut(C) with partitions will give more
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isogeny relations of JC , taking us closer to determining the complete decomposition of JC
into simple factors. Hence it will be interesting to know more about the group Aut(C) and
get complete decomposition of JC into simple factors. For example, for the curve C coming
from the cyclic isogeny in the case of (1, d)-polarization (Proposition 3.19), one can try to
get further decompositions of JC/⟨−1⟩.

Conversely, we can look at what information about the group Aut(C) is captured by
the isogeny class of JC . These are some interesting questions to ponder. Moreover, we can
imitate Construction 3.3 to obtain curves in the linear systems of polarizations that are not
primitive, i.e., polarizations of type (d1, d2) where d1 > 1. It will be interesting to look at
the automorphism groups of such curves and to know if they have subgroups with partitions
which will enable us to apply the theorem of Kani and Rosen to decompose their Jacobians.
Another interesting problem will be to determine the eigenspace of [−1]∗ : |L| −→ |L| where
the constructed curve lies and to investigate if there is any relation between the eigenspace
containing the curve and its Jacobian decomposition.
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