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ABSTRACT
Introspection is the practice of looking inward for ongoing self-
examination. It involves considering one’s past experiences and 
asking questions about the present and future. Our work investi-
gates how AI could open new possibilities for supporting introspec-
tive experiences. Adopting a design fiction approach, we created 
a fictional company called M eta.Aware to contextualize 4  different 
Introspective AI product concepts in the form of video sketches. 
We used the Meta.Aware platform to conduct interviews with 17 
participants, using the 4 concept videos as prompts for discussion. 
Participants had a range of reactions related to perceived benefits 
and tensions in this emerging design space. We interpret these 
results to outline future design directions for mobilizing AI as a 
resource to support introspective experiences over time, as well as 
to reflect o n i ssues a nd d ilemmas b ound t o t his e merging design 
space.
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1 INTRODUCTION
Introspection is the practice of mentally looking inward and exam-
ining one’s own thoughts, values, and emotions [18]. Introspection 
is different from simply recollecting memories; it requires critically 
assessing key past experiences and patterns in one’s life and ask-
ing questions about what has been achieved and what one wants

in the future [95]. People construct their self through an ongoing
relational engagement with their things which, through their ma-
terial qualities, shape how the world is perceived and understood
[56, 59, 96]. In this way, people and their things are co-constituted
— things play an active role in the making of the self through medi-
ating how one contemplates the past, present, and future [5, 7, 56].
As technologies have become woven into everyday life, the kinds
of things entangled with people’s practices have expanded due in
part to their growingly vast and diverse archives of personal data
[8, 29, 37, 85]. The convergence of social, mobile, and cloud comput-
ing services have created a world in which people’s life experiences
are captured through explicit and implicit forms of personal data
on a greater scale than ever before (e.g., [58, 78, 86]).

These shifts raise new issues for the HCI community. The emer-
gence of vast personal data archives creates new opportunities for
people to introspectively reflect on their past tastes, emotions, and
experiences bound up in their digital records. Yet, the sheer scale
of personal data archives also presents challenges in terms of how
elements in one’s life could be represented in forms that could offer
valuable introspective resources.

Artificial intelligence (AI) has increasingly become of interest
to design researchers (e.g., [10, 34, 64, 103]). AI offers intriguing
possibilities for surfacing, exploring, and engaging with patterns
across personal data archives. Yet, few examples exist in the HCI
community that propose how AI might be drawn on to create new
applications that support introspection. In what ways can personal
data support the practice of introspection?What roles might AI play
in surfacing life experiences and behavioral patterns bound up in
people’s data? How might a person’s relation to their Introspective
AI model change as they themselves continue to evolve? And what
potential benefits and frictions exist in this emerging design space?

To investigate these questions, we designed a fictional company
called Meta-Aware as well as a suite of 4 design proposals that the
company offers: Mind Probes, Vision Shrine, Hello, CyberSelf, and
Dream Streams. Each proposal extends existing introspective con-
cepts to explore new forms of AI systems that leverage personal
data records as new potential resources for introspection. For each
proposal, we created a short animated video scenario [65, 68, 105]
as a prototype that communicates how it works and might be used.
Situating our 4 proposals in the fictional Meta.Aware company con-
nected all concepts to a broader ‘Introspective AI’ model that learns
from user interactions over time. Inspired by research through
design fiction approaches (e.g., [4, 13, 84]), our aim is to provoke
dialogue on the emerging Introspective AI design space. We con-
ducted one-on-one interview sessions with 17 participants that
had prior experience with practicing introspection. These sessions
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probed on potential benefits and drawbacks of the proposals and
elicited a diverse range of reactions.

Our research makes two contributions. First, it advances the HCI
community’s understanding of Introspective AI, alluding to future
product and service forms as well as areas best avoided. This helps
broaden and define the Introspective AI design space, which can
be used as a generative resource for future research and practice.
Second, it provides a case demonstrating how speculative design
proposals can work to provide insights into current practices and
inspire creative responses in the form of new design ideas. This
helps support and extend HCI’s techniques for leveraging design
fiction as a research approach to inquire into potential technological
mediations in the future.

2 BACKGROUND AND RELATED WORK
Related work examines the intersection of Introspection and AI as
a design material.

2.1 Introspection and the self
Introspection is an essential part of the human condition and has
been the subject of wide philosophical discussion (c.f. [18, 88, 89]).
Gould’s often-cited definition characterizes introspection as “an
ongoing process of tracking, experiencing, and reflecting on one’s
own thoughts, mental images, feelings, sensations, and behaviors”
[43:719]. This definition brings attention to introspection’s temporal
qualities — it is a continual practice across one’s life that can occur in
ways that are incidental and unstructured or that are deliberate. Self-
introspection focuses on self-development and discovery through
the process of reflecting on past and present thoughts, emotions,
and experiences in relation to an, often evolving, vision of one’s
ideal future self [35, 79, 95].

A limited amount of research in HCI has explored how experi-
ences of momentary contemplation, broadly construed as ‘intro-
spection’, might be supported through virtual reality applications
[60] or interactive art museum exhibits [87]. Our work explores
the potential and limits of AI in generating digital resources to
support the practice of self-introspection. We contribute insights
into where different design qualities could work together to support
introspective experiences over time.

2.2 Exploring AI as a design material
AI and Machine Learning (ML) have increasingly become accessible
to HCI and design researchers. Recent work has begun to investigate
how AI can be better mobilized as a material for designers (e.g.,
[10, 34, 41, 61, 69, 81, 102]), non-experts (e.g., [21, 104]), and various
other stakeholders (e.g., [52, 53]). The ‘learning’ that is often core to
AI refers to the iterative process of building models of phenomena
in the world. While traditionally relying on static labels, training
datasets, and statistical models, more recent ‘human in the loop’
approaches, such as interactive machine learning, focus on training
models through frequent end-user interaction, where the end-user
corrects or confirms an AI model’s predictions [2, 104]. Interactive
machine learning offers the potential to generate more accurate
models [3, 42]. However, an AI model’s inferences ‘under the hood’
can be unpredictable and unintelligible for end-users, posing key
barriers to producing improved models [38, 62].

Explainable AI has emerged to advance strategies for making
models more transparent through explanations of algorithmic
decision-making processes [100]. Explainability has shown some
early promise in setting end-user expectations by unveiling an AI
model’s anticipated decision-making accuracy [91, 103, 104]. Re-
cent developments like Google’s Teachable Machine project [58]
enable end users to create personalized AI models from the ground
up. For example, users can train their own emotional sentiments
of sound samples, music, gestures, images, and so on. Although
the complexity of models is limited, this project, and the broader
research area of explainable AI, provoke questions about how one
might ‘collaborate’ with machine intelligence and influence models
of a user’s perception of self.

Recent HCI research has also critiqued explainability as a design
goal through situating uncertainty and unpredictability as design
qualities of AI that should be explored [10, 20, 40, 54]. Yet, the un-
certainty that comes with AI can make it more challenging to work
with as a design material [9]. ‘AI’ is often a set of things (e.g., data,
models, metrics, uncertainty) that, taken together, include “several
forms of heterogenous materials that involve their own compe-
tencies” [20:17]. Importantly, these works argue that rather than
treating qualities of uncertainty and unpredictability as problem-
atic, they ought to be viewed as contingencies of working with AI
and, in this, as creative and generative resources for design. Hsueh
et al. [54] demonstrate that unpredictable, indeterminate qualities
of AI can be scaffolded to enable people to interpret machine output
which, in turn, can nurture more complex and meaningful interre-
lationships with AI applications. However, currently little is known
about how such strategies might help facilitate the development
of a personal introspective AI model via interactions with it over
time.

Commercial products are now emerging that apply AI to sup-
port “conscious self-discovery” [1]. The Replika AI chatbot [112]
produces emphatic conversations, learning from user input so they
can “express and witness [themselves].” Replika leverages OpenAI’s
API [113] and their GPT-3 language prediction model. This autore-
gressive language model accepts textual prompts and generates
cohesive responses, continuously adjusting its internal ‘weights’ —
or importance scores — to inform how signals flow between nodes
within its neural network structure. Since this model constantly
evaluates its ‘weights,’ it becomes more attuned to a specific user
over time, learning to create more tailored text responses. The Rep-
lika AI Chatbot encourages this training further by asking users to
provide feedback if responses were relevant or not. Other products
include AI-augmented journaling (e.g., [114, 115]) and dream jour-
naling (e.g., [116]), where AI is used to organize and analyze user
entries. Nearly all of these applications focus on facilitating guided
introspection (i.e., similar to an audiobook) as opposed to creating
new kinds of personalized resources for introspection. These ap-
plications also do not include rich accounts of personal data other
than the limited input that users directly input (e.g., journal entries
or images). Conversely, services such as Facebook Memories and
Apple Memories use AI to curate personal data for recollecting past
experiences; however, they are not created with the singular goal
of prompting introspection.

There is a growing need for HCI research investigating the possi-
bilities and perils of AI systems becoming entangled with people’s
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intimate everyday practices [41, 48, 64]. More research is needed
that investigates alternative visions of AI applications and how
they could, or should, operate [10, 28, 64, 72, 73]. Design fiction
and related forms of design research are increasingly being mobi-
lized to interrogate how emerging technologies, such as AI, shape
human experience and to provide a focused context for the debate
over their future potentialities (e.g., [77, 84, 92, 97]). In our work,
we explore what AI might hold for creating rich introspective re-
sources through four design proposals of fictional Introspective AI
products. We aim to open critical dialogue with a diverse set of
research participants on the potential benefits and dilemmas in the
emerging Introspective AI design space.

3 METHODOLOGY
Previously, we published a pictorial that motivates the Introspective
AI design space through the initial proposal of seven fictional prod-
ucts [16]. These design proposals appeared as 1-page visual spreads
that largely focused on unpacking what each concept ‘is’, which
was paired with a brief use case scenario. We extend this work in
three important ways. First, we substantially developed four design
proposals — Mind Probes, Vision Shrine, Hello Cyberself, and Dream
Streams — by designing animated videos, developing a detailed
scenario script, and working with voice actors. This enabled us to
unpack each concept in a far more detailed and resolved format.
We selected these four design proposals as they form a diverse set,
where each proposal builds on a different preexisting introspective
concept or method and extends them through applying AI in a novel
way. Additionally, in our view, the other three remaining proposals
originally detailed in our prior research were either situated too
close to already existing products — thus, limiting the capacity for
speculation and debate – or they were too far-fetched and complex
to encapsulate within a relatively brief, intelligible video scenario.

Second, we developed a fictional company, Meta.Aware, to con-
textualize these Introspective AI design proposals within a coherent
world narrative. Third, we used the Meta.Aware company video
with our set of 4 design proposal videos in an elicitation study with
17 participants. We conducted one-on-one interview sessions that
probed participant reactions and prompted debate on the benefits
and drawbacks of each. Next, we summarize key parts of our design
process to highlight important qualities of our Introspective AI
proposal videos and then describe participants, data collection, and
analysis.

3.1 Meta.Aware: Creating Context for an
Alternative Present

We designed the fictional company Meta.Aware to contextualize
the origin and existence for all 4 design proposals. This enabled
us to connect the design proposals with a similar design language,
and it emphasized that the ‘Introspective AI’ model learns from
user interactions in and across each of the product concepts. This
decision builds on a trajectory of HCI and design research that has
mobilized design fiction as an approach to speculate and provoke
dialogue on the social, cultural, political, and ethical implications of
future technologies (e.g., [4, 12–14, 26, 67]). Following Coulton et
al.’s characterization of design fiction as “. . .collections of artifacts
that, when viewed together, build a fictional world” [26:4], our
decision to frame the design proposals in the context of Meta.Aware
was important for collectively integrating them within a cohesive
narrative, potentially helping viewers suspend disbelief.

Meta.Aware is introduced through a video that portrays an in-
terview with its founder and CEO, where they frame the com-
pany as “harnessing the power of artificial intelligence to leverage
your personal data to empower you to develop your own prac-
tices and rituals for introspection.” We designed the CEO’s script to

Figure 1: Images from the introductory video where Meta.Aware is introduced as a company offering the suite of Introspective
AI services explored in our study, and Alison is presented as the main protagonist in the video scenarios.
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balance a sense of optimism and wariness about current technology
(see Figure 1 and supplementary video figure). The narrative tone
of the CEO’s script aims to probe on the paradoxical relationship
between extractive technologies that may exploit user data (c.f.,
[27, 28, 106]) and the potential for beneficial introspective practices
to be supported. We want to explore perceived tradeoffs, benefits,
and tensions in the emerging Introspective AI design space. The
Meta.Aware video also alludes to the two main characters that ap-
pear across all videos: Alison, a mid-20s professional living in North
America, and Alison’s Introspective AI model, which drives the four
design concept proposals, continually learning from data collected
from Alison’s life to generate introspective resources.

Through our framing of Meta.Aware, we wanted to move away
from portraying AI as a single ‘all-knowing’ agent that takes on
human-like reasoning or a human-like form. Similar to recent work
(e.g., [10, 20, 41, 54]), we see the uncertainty that comes with this
difference as a generative opportunity for design practice. We sit-
uated Meta.Aware’s AI as a context-aware agent that mediates
interactions between Alison and her personal data by learning and
making inferences about her life through situated introspective
prompts. We also wanted to explore ‘mistakes’ that an Introspec-
tive AI might make and the different ways that these imperfections
or misjudgments in Alison’s model might be perceived.

3.2 Design Proposals: A Suite of Introspective
AI Products

For each of our four concepts, we created a short video prototype.
Each video combines a mix of narrated descriptions and user sce-
narios based around Alison interacting with her Introspective AI
through a specificMeta.Aware product. Our approach builds HCI re-
search that uses video sketches to express “ideas and use situations
that would be impractical or impossible to create in conventional
prototyping techniques” [65:23] when investigating the potential
implications of emerging technologies [68, 70, 98, 101, 105]. We
tailored the scenarios around key questions and topics we were
interested in exploring with participants. Our approach shares sim-
ilarities with prior HCI research that has argued for exploring the
potential roles, values, and social boundaries of emerging technolo-
gies by using multiple design proposals to establish a better overall
understanding of the design space [23, 32, 36, 46, 77, 97]. While
diverse, these works show the value of encouraging participants
to imagine future interactions and react to them by drawing on
their own experiences. Next, we detail the four design proposals
and the underlying issues each aim to explore. We encourage read-
ers to view the design proposal videos attached as supplementary
materials as a part of this submission.

1. Mind Probes is a smartphone app that works in tandem with
external hardware sensors: sound, color, smell, haptic, and vision

Figure 2: Top Row, Left to Right: Mind Probes draws inspiration from the introspective practices of sound, art, and mixed
media journaling, as well as tagging emotional sentiments for journal entries; it explores how generative AI and hardware
sensors might extend these practices. Bottom Row: Abbreviated storyboard of the Mind Probes scenario.
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(see Figure 2 and supplementary video figure). It encourages intro-
spection through activities akin to a scavenger hunt. Mind Probes
prompts users with questions linked to specific sensory modalities,
asking them to collect sensory stimuli from the material world
that reflect social and emotional associations — connecting inward
associations with encountered phenomena. In our video scenario,
Alison uses the sound attachment to collect recordings related to
her perception of ‘melancholy.’ The system generates an immer-
sive soundscape based on Alison’s input. Over time when multiple
soundscapes are created, the service offers to compare these re-
sources to contemplate how she and her emotions changed.

This proposal is inspired by creative prompts about one’s per-
ceived environments (e.g., sounds, colors, objects, etc.) from the
influential self-help book “The Artists Way” [117], art and mixed
media journaling [118], and tagging emotions over time on digital
journaling applications [114, 119]. We saw potential in drawing
on artistic approaches to journaling as they focus on emotive and
expressive ways to contemplate one’s mental state. In addition, we
wanted to explore alternative avenues for people to track and tag
emotions over time as current approaches appear one-dimensional
and limited (e.g., most current commercial applications ask the
end-user to select one of five emotions to add a sentiment to a
journal entry). Finally, we also explore novel hardware sensors that,

over time, enable the capture and creation of unique, multi-sensory
journal entries. In this way, Mind Probes draws on AI’s generative
potential to collaboratively create representations from data that
users are generating. Here, we draw inspiration from technology
that lets users train their personal models [21, 120, 121] as well as
generative soundscapes informed by personal data [15, 122, 123].

As a person encounters new experiences across different stages
of life, elements of their identity may stabilize while others could
transform [7, 88, 95]. However, the subtle, often unpredictable qual-
ities of personal growth could make it challenging for the AI to
notice and adapt to, thus potentially requiring the user to explain
them through data-producing activities. This proposal explores
questions including:

• How would an Introspective AI model that is taught with
rich and subjective forms of personal data be perceived?

• How would people react to a non-human agent that helps
track specific emotions over time?

• How willing would people be to perform the labor of ‘col-
lecting’ data for their Introspective AI?

2. Vision Shrine is a tangible device that visually manifests a
user’s goals, dreams, and desires as data collages—an ‘ideal self-
canvas’ that updates in real-time (see Figure 3 and supplementary

Figure 3: Top Row, Left to Right: Vision Shrine draws inspiration from Vision Boarding and Self-Discrepancy Theory and
augments these introspective methods with a curatorial AI agent that leverages Alison’s personal data to track and train the
model. Bottom Row: Abbreviated storyboard of the Vision Shrine scenario.
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video figure). Vision Shrine adopts a ludic framing [39] through
playful confrontations that change a user’s priorities on their canvas
based on their behavior, raising questions around the ranking of
personal desires in the context of one’s perceived ideal self.

The Vision Shrine design is inspired by two introspective prac-
tices. First, vision boarding, an activity where one visualizes desires
as collages on a pinboard. Here, people consider what they want
to achieve in life and create a visual manifestation that helps them
stay on track with this vision [17, 107]. Vision shrine augments
this analog practice which can feel tedious and static. Second, Self-
Discrepancy theory, a taxonomy that helps to unveil internal ten-
sions among one’s ideal, ought, and actual sense of self [51, 89].
Vision Shrine extends these methods into a technologically medi-
ated introspective practice, helping users to dynamically examine
and visualize those discrepancies to understand internal conflicts
better and dive deeper into their roots.

Vision Shrine probes into how a curatorial algorithm [46, 109]
might enact forms of agency as it playfully alters one’s visions on
the canvas. This AI-enforced ‘reality check’ is intended to explore
where people’s boundaries lie if technology actively plays a role
in their rituals of self-development. It also explores playfulness
as a strategy to support ways to enable end users to teach the

machine through implicit interactions. For example, interactions
like re-sizing or re-positioning of visions are ways to train the
underlying algorithms, thus subtly reinforcing images users feel
more represented by. This proposal explores questions including:

• How acceptable might applications that critically challenge
individuals’ current desires in relation to their various future
goals be? Where could perceived frictions or benefits exist?

• To what extent could a curatorial system like Vision Shrine
lead to perceived (in)authentic visions of one’s future?

3. Hello, Cyberself offers a conversational window into the
assumptions (and biases) that a personal Introspective AI model
has developed over time. It leverages real-time voice cloning tech-
nology [25, 57] to speak to you in your own voice (see Figure 4
and supplementary video figure), expressing prompts to you as you
— embodying your personality traits and then revealing the data
‘under the hood’ that generated these inferences. Hello, Cyberself is
inspired by personality tests that leverage the 16 personality types
of the Myers-Briggs Type Indicator [124] or the big five personality
traits [74]. Here, people commonly fill out an extensive set of ques-
tions about how they perceive themselves in a given scenario and
receive a detailed analysis of the assigned personality type. Today,
several commercially used algorithms and APIs promise to extract

Figure 4: Top Row, From Left to Right: Hello, Cyberself draws inspiration from personality tests and confronting cognitive bias,
and explores how they could be extended through confronting ‘one’s self’ and, subsequently, understanding (and potentially
editing) inferences that the model relied on to generate each Cyberself report. Bottom Row: Abbreviated storyboard of Hello,
Cyberself scenario.
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personality insights about users in order to gain information about
customer behavior and optimize targeted advertisement [125, 126].

Critical of this largely being hidden from users, we were inspired
to create a service that offers a way to make similar assertions visi-
ble for introspection and self-insight. The Hello, Cyberself concept
is also derived from actively examining and exposing cognitive
biases [80] and looking into the opportunity of AI as an observer
that presents confrontational perspectives prompting us to investi-
gate our own perspectives more critically. Hello, Cyberself enables
users to confront factors that shape how their model formulates as-
sumptions that fuel its behavior and tweak them if desired, thus, ex-
ploring methods of machine interpretability [11, 38] and teachable
machine learning [21, 120, 121]. This proposal explores questions
including:

• What benefits and tensions might emerge from encountering
a digitally-mediated imprint of one’s self?

• How might people perceive their identity and sense of self
once they are challenged by a machine?

• How would people react to having an added sense of trans-
parency and the ability to ‘edit’ or ‘correct’ their personal
model?

4. Dream Streams combines a tangible device paired with mo-
bile applications to offer windows into one’s subconscious and open
new pathways to self-awareness (see Figure 5 and supplementary
video figure). Dreams offer a way for your subconscious mind to
communicate with your conscious self and offer a significant win-
dow into phenomena that shape our innermost desires, fears, and
goals [31, 83]. As such, dreams can offer important resources for
introspection [60, 99]. This proposal speculates on how an Intro-
spective AI could mobilize sleep and active recall of dream experi-
ences to generate introspective resources. The device assimilates
data from sleep-tracking devices with dream journal recordings
and creates three distinct introspective experiences: An abstract
audio-visual experience, pattern analysis, and a Spotify playlist.

With this proposal, our goal is to probe on how to engage with
sleep data in ways that extend beyond common forms of quan-
tification (e.g., dashboards and graphs) and might support novel
interactions that allow for ambiguous, ethereal, and interpretive
experiences with people’s sleep data archives. We aimed to en-
vision a holistic system that revolves around the intentionality
of the device’s situation within a user’s bedroom. The system is
designed to foster the daily ritual of dream journaling, minimizing
distractions that people are usually exposed to (e.g., compared to

Figure 5: Top Row, Left to Right: Dream Streams explores the intersection of dream journaling and sleep tracking, augmenting
them through several AI technologies to generate a suite of Introspective AI resources. Bottom Row: Abbreviated storyboard of
Dream Streams scenario.
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journaling on a smartphone app). Further, we wanted to explore
the potential of generative AI in helping people to express and
remember their dreams based on their unique descriptions – a
notion that is more accessible by the day with the current explo-
sion of commercially available AI tools and APIs for image and
video [127–129]. Dream Streams also use speech-to-text technology
[111] and natural language processing [108], leveraging features
like sentiment analysis, keyword extraction, as well as classifying
names and places. This proposal explores questions including:

• What might be revealed through looking inward at one’s
self at sleep?

• Could unknown or forgotten personality traits and orienta-
tions be surfaced?

• How beneficial would people perceive an AI’s interpretation
of their dreams as an introspective resource?

3.3 Elicitation Study, Participants, and Analysis
We used the Meta.Aware introductory video and our set of four
design proposals in an elicitation study with 17 participants. We
showed participants the videos during one-on-one semi-structured
interview sessions that also touched on their own introspective
practices. All interview sessions were conducted through a secure
video conference system.

3.3.1 Recruitment and participants. We recruited a diverse sample
of people to elicit a wide range of discussions about and beyond our
design proposals. A total of 17 participants were recruited through
word of mouth and advertisements from a large city in Western
Canada. 12 participants self-identified as female, 4 as male, and 1
as non-binary. The median age of our participant pool was 27 and
with an average age of 30; the youngest participant was in their
early-20s and the oldest in their mid-60s.

Occupations included Filmmaker, Artist, Big Data Analyst, Spir-
itual Counselor, Environmental Education, Professor of Human
Geography, UX designer, and AI & UX Researcher. Regarding their
practice of introspection, 11were frequent practitioners, 4moderate,
and 2 communicated interest but did not practice often. This was
the general self-reported approach to introspection, but during the
interviews, participants elaborated on their respective approaches,
displaying, at times, quite nuanced practices. Our diverse sample is
not meant to be statistically representative but instead generative.

3.3.2 Procedure. The study sessions consisted of 1) an introduc-
tory interview to understand each participant’s background; 2) an
introduction to the fictional company Meta.Aware; 3) viewing each
concept in sequential order 1-4; and 4) a final longer-form interview.
In the introductory interview, we asked participants to discuss their
introspection practice and its significance in their life. We asked
them to reflect on their use of technology, what kinds of personal
data they generate and possess, and what the term “AI” means to
them. Then, we showed the Meta.Aware introductory video. For
each design proposal, we showed the video via a YouTube playlist
we created. After each video, we asked if the concept and scenario
were clearly understood and then probed participants’ first impres-
sions, asking them what they felt about different aspects of the use
scenario.

Following Odom et al. [77] and Vitale et al.’s approach [98], in
the final interview, we asked participants to reflect on and across
their experiences of all the design proposals. We asked them to
pick the most or least valuable for them, discuss the most positive
or negative aspects across all the concepts, and elaborate on the
ideas behind them based on how they would fit their needs and
values. One member of the research team led the interview, while
1-2 additional members observed, took notes, and posed follow-up
questions. All interviews were conducted in English via a video
conferencing system. Interviews lasted between 120 – 180 minutes

Figure 6: A snapshot of research participants extracted from the video calls.
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and were video recorded. Participants received $50 as compensation
for their time. All participants visible in Figure 6 consented to have
their images appear in research publications.

3.3.3 Data analysis. To analyze the data, we used Braun and
Clarke’s approach to thematic analysis [24]. Our interviews pro-
duced a total of 36+ hours of video recordings. Recordings were first
transcribed using the Otter.ai automatic transcription service. We
then conducted a subsequent round of reviewing all transcriptions
to edit or correct errors (e.g., typos) inadvertently generated by the
service. Throughout the data analysis process, two members of the
research team operated as coders and used a hybrid approach that
first involved deductive and then inductive coding. The research
team coded the data and discussed the themes and interpretations
with other authors during weekly meetings over the course of four
months. We grouped codes into categories and identified themes
across categories. Our process was iterative and included searching
for themes that led to shifting thematic patterns across our data that
eventually stabilized [71]. As primary themes in the data stabilized,
it became progressively clear how and where relational subthemes
could be nested within the primary themes. We also created affinity
diagrams to model and reveal connections and differences among
participants and across design proposals.

4 FINDINGS
Next, we present the results of our analysis which are distilled
into three primary themes. In the first two themes of analysis, we
contrast opinions on what role technology should have in support-
ing introspection: numerous participants recognized the value in
engaging in acts of dynamic co-creation with Introspective AI (IAI)
services while also reflecting on their limits and sharing creative
control (Theme 1). Further, frictions emerged around the IAI over-
stepping boundaries of acceptability when it took on more direct,
at times brash, roles to confront users with new perspectives on
their life (Theme 2). Then, we synthesize findings that illustrate the
longer-term place, scalability, and potential for new rituals with
IAI envisioned by participants (Theme 3).

4.1 Theme 1: Co-Creation with new
introspective resources

The first theme captures participants’ reactions toward the co-
creative qualities of the four design proposals. Participants per-
ceived co-creation as an ongoing practice of contributing personal
data to the IAI in exchange for new introspective resources. As our
study progressed, it became apparent that participants also recog-
nized how the process of reviewing and manipulating data—which
teaches and augments the IAI— can also be seen as form of co-
creation. Taken together, the following reactions highlight the per-
ceived value of Introspective AI in an active role as a co-creator,
as well as tensions around the limits of this “creative agency” in a
user’s journey of self-exploration.

4.1.1 Contributing data and anticipating results. Mind Probes
prompts users to contribute data probes such as sound snippets,
colors, textures, and scents as a response to prompts (e.g., “Cap-
ture sounds that represent melancholy to you”) and subsequently
generates interpretive resources that manifest the user’s responses.

Aligned with many other participants, P14, a feminist filmmaker
and textile artist who likes to be generative in their introspective
practice, valued the notion of creating resources with the IAI and
speaking emotions “into existence . . .[rather than] just sitting there
and ruminating with your anxious brain.” Some participants valued
the act of collecting data probes as an introspective practice in and
of itself. P2, a UX Strategist with a long-term analog journaling
practice, noticed the potential for Mind Probes to educate people
and help them express their needs: “I think it’s training someone
to be more emotionally intelligent . . .Identifying with emotions and
associating them with something like sounds, scents, objects is power-
ful.”

Several participants elaborated on the creative activity of re-
sponding to a Mind Probes prompt as an opportunity to create new
narratives based on whom they are at the moment, helping them
to move toward whom they want to be in the future. Participants
also saw the act of data collection as generating anticipation for an
introspective resource that would eventually be produced. P12, a
filmmaker who defines introspection as: “becoming aware of the
stories we tell ourselves on a daily basis,” was excited about this
quality of Mind Probes: “To me, the feedback is at the end of those
combinations of sounds and that you’ve created something. It’s kind
of a scrapbook, in a way, but one that’s just of your senses and where
you can look back to over the years. That would be the reward for
me.”

As exemplified in P12’s passage, many participants perceived
the act of collecting data as enabling them to play a more active role
in co-creating resources with the IAI. The sentiment that creative
agency could be positively reinforced through having first-hand
control over which data would be added to the IAI model surfaced
as an important theme, which often emerged across discussions of
the design proposals. P12 captures this sentiment well, appreciating
Vision Shrine,Mind Probes, and Dream Streams as services that made
them feel like a “co-creator in the experience” and “asking for a
creative process,” which enhanced their perceived level of comfort
with using such AI-augmented services.

4.1.2 Balancing curational control. Vision Shrine prompts users to
manifest current emotions in the form of spoken journal entries
that capture their desires, dreams, and life ambitions and populates
a digital vision board based on their input. Participants generally
appreciated that the Vision Shrine helps to give form to internal
processes in tangible ways – a theme summed upwell by P1: “You’re
just putting it out into the world and saying it and then it’s on your
board. I think that really changes how you think about things, and
how scary they seem, or actually being motivated to go for it” (P1).

In contrast to Mind Probes, Vision Shrine plays a more active
role in co-creating introspective resources by meddling with the
content on the display. The service rearranges and changes the size
of the displayed “visions” in response to a live stream of the user’s
data (e.g., cataloging what they actually spend time on) to create
an ongoing visual dialogue between a user’s lived reality and their
envisioned ‘ideal self.’ We anticipated strong negative reactions
towards a service that attempts to influence a user’s visions this
directly; however, instead, we uncovered an interesting tension. Sev-
eral participants both appreciated Vision Shrine’s confrontational
and ludic qualities while also expressing discomfort with it. P7, a
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professor in Human geography, exemplifies this dichotomy: “What
you’re really demonstrating here is visualizing cognitive dissonance,
which I think is something that we’re all suffering from. Basically, it
[Vision Shrine] says, well, you’re saying one thing, you’re wanting
one thing, and you’re doing the other thing. It’s just making that
really aware. So it’s a cognitive dissonance Big Brother.” For P14
Vision Shrine is “kind of passive aggressive, but in a funny way” and
acknowledged that the way it asserts its curatorial agency needs
to be nuanced: “it’s the balance between being self-disciplined and
feeling like you’re being parented.”

This perceived tradeoff was common in our interviews, often
leading to interesting discussions about the value of a service that
holds users accountable in playful ways and how such a confronta-
tional approach needs to navigate the tensions of feeling productive
while not undermining a user’s introspective practice. P1 described
how they desired to preserve some key elements on their Vision
Shrine, drawing on the tension that sometimes they might still think
certain elements are important even if not reflected in their daily
behavior. This dialogue highlights the need to balance user desire
for more creative control without losing the Vision Shrine’s focus on
holding one accountable to their self-discrepancies biases [89]. P1
proposed new interactions that would enable a user to “pin” visions
that they did not want to see fading away or to be able to set a
parameter for the size that the representation of a given goal could
not shrink beyond. They speculated that an alternative version
of Vision Shrine might not adjust the scale of a user’s goals at all,
instead drawing attention to them more passively through wiggles
or pulses to prompt a user to reflect on and engage with their vari-
ous competing life goals. This desire was echoed by participants
who felt apprehensive about Vision Shrine’s curatorial influence and
expressed a desire to have total creative control while keeping the
“reminders” to stay on track. This sentiment is exemplified by P10,
an invested practitioner who likes to create resources that inspire
her and help her with decisions: “these are my goals, and then they
are evolving and that’s being inputted, but I would still want to be
playing an active role in that. I think that it wouldn’t be something I
would like the AI to be involved in, besides reminding me to stay on
track.”

4.1.3 Manipulation and revision as co-creation. All four services in
our design proposals are imbued with interactions that are intended
to train the IAI model to make ‘better’ decisions when generating
new introspective resources. Since a user’s envisioned ideal self
can change over time, we wanted to interrogate how their IAI
model might adjust to such changes. Interestingly, to our surprise,
participants generally viewed interactions where a user and IAI
service work to add, subtract, or otherwise manipulate their digital
algorithmic profile as creative acts that could nurture the growing
relationship between a user and their AI. P7 valued how Hello,
Cyberself offered a “view under the hood” that enabled a user to
‘correct’ its data points: “Anytime the agency’s back on the person to
work with the data, [. . .] that ability to disturb or to reprioritize, or to
rethink, and change your mind, those are moments that I like, within
the context of building relations between your AI and yourself.”

Yet, some participants also initiated concerns over this act
and questioned if correcting the model could lead to feelings of
inauthenticity: “If you change the data point, then it’s not actually

accurate. You’re just cheating yourself. So it’s up to the user, the only
person that they’re cheating is themselves.” (P12). Interestingly, P1
desired to creatively manipulate the model’s parameters to see how
certain results would change. For example, they speculated on the
idea of a slider that lets a user adjust the level of “boldness” that
assertions are presented; they desired to experience a sequence
of prompts based on one adjustment and then set the slider to an
extreme and re-visit the whole sequence, hopefully picking up new
insights through this process.

Aligned with other participants, these findings show a desire to
tweak and exaggerate parameters to better understand who they
are in relation to the more magnified views that the IAI model may
show. P1’s passage highlights an unexpected interpretation of how
revising and training a model can operate as a form of co-creation
and a form of introspective self-exploration.

4.2 Theme 2: New perspectives and
confrontations of self

The second theme reports on participants’ reactions to the qualities
of our design proposals that introduced a user to new perspectives
through personal data in alternative, often challenging, ways. It
foregrounds the fine line of IAI services needing to balance pro-
ductive confrontations and new perspectives with overstepping
personal boundaries.

4.2.1 Distrusting analytic perspectives. Participants voiced con-
cerns about services that seemed to analyze and ‘pre-synthesize’
their data too heavily. P5, an AI researcher concerned with the
effects of AI biases, expressed her reluctance towards how Hello,
Cyberself generates targeted assertions based on data: “Patterns
are dangerous, because they are narratives, they are not unbiased
or unvarnished fact.” Yet, aligned with many other participants,
P5 also acknowledged the potential benefit of an IAI that is able
to locate and curate novel connections in an introspective practi-
tioner’s data to gain new perspectives: “I like the idea of helping
with pattern recognition for things that we don’t recognize in the
moment, such that we can reflect upon them in moments of privacy or
respite later. . . .Things that you normally wouldn’t pay attention to.”
P5’s reflection represents a consistent theme—participants were
apprehensive of data being analyzed yet appreciated the promise
of an IAI generating new introspective resources.

Over the course of our study, it became clear that participants
felt most concerned when they perceived an IAI service appeared to
interpret, analyze, or act on these surfaced data patterns instead of
simply displaying and drawing attention to them. These reactions
often pointed to the importance of the presentation of patterns in
data such that users are not pressured to feel like they are compet-
ing with assertions the system made: “I don’t want to feel like my
data knows better than me” (P12). Rather, participants desired ser-
vices that offered a space for them to interpret patterns and derive
meaning on their own terms after new ideas or new vantage points
had been introduced. A strategy that was perceived to alleviate this
tension emerged in discussions on how Hello, Cyberself offered a
view ‘under the hood’ of the IAI by presenting explanations of how
assertions and patterns were created, which P5 valued and wanted
to see further developed: “The idea of showing [the data] could be in-
tegrated more into the forefront; essentially, showing how the sausage
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is made upfront, like, we’re noticing these patterns, we’re not going to
ascribe meaning to them immediately and leave the synthesis to the
human.”

4.2.2 Confrontational Perspectives. Inward confrontation of one’s
self and potential biases is key to introspection [90]. Our design
proposals presented personal data and assumptions in the form
of confrontational prompts that were aimed to provoke reflection.
This quality appeared most lively in Hello, Cyberself by creating
confrontational assertions about the user through a cloned imita-
tion of their own voice. This intimate confrontation aims to prompt
a spoken response from the user as they reflect on each statement—
an animated dialogue with your ‘digital self.’ We anticipated strong
negative reactions towards how Hello, Cyberself confrontationally
invades the user’s personal space. Yet, surprisingly participants
generally liked the brashness of the service. P11, a filmmaker who
uses AI as part of his artistic practice, appreciated the bold narrative
tone, describing it as more valuable self-dialog compared to how
“low impact” affirmative statements were on examining and chal-
lenging his personal beliefs. P12 further hints at the opportunity
of Hello, Cyberself in introducing confrontational statements that
come from a non-human perspective: “It’s interesting because it feels
like it might be easier to not take it personally, because it’s not a real
person . . .because it’s not a person that you can have your feelings
hurt by.”

Beyond the opportunity of such non-human perspectives, other
participants were drawn to how Hello, Cyberself offers an unbiased
perspective on a user’s behaviors by merely providing a window
into their personal data. P10 contrasted this approach with con-
ventional journaling: “You can’t hide from the behaviors that you’ve
been exhibiting. Hello, Cyberself shows me clearly that I’m repeatedly
doing something I don’t like, whereas in my journal, I can get away
with it. There’s no interaction, there’s nothing being reflected back.”

4.2.3 Taking perspectives in—or not. Through our study, it became
clear that some participants felt uneasy about technology introduc-
ing bold claims about their personality based on data. Interestingly,
most of the participants that voiced this concern did so in favor
of protecting people that might be less experienced introspective
practitioners. P9, who works in education and has a daily journal-
ing practice, hinted at the potential for such statements to become
“self-fulfilling prophecies” for people starting their journey of self-
discovery. Yet, for our more advanced participants that already used
technology in their daily rituals, this issue seemed less troublesome.
For example, P13, an advanced anthroposophical practitioner and
educator, had an interesting stance on how strong she would ‘con-
sider’ Hello, Cyberself provocations: “I wouldn’t mistake it for a
reflection of who I am. I think that’s where the distinction lies. I would
think of it exclusively [as] this is the ‘[P13]-self’ that has been created
based on the data that I have been generating.”

In addition to this “take-it-or-leave-it” approach expressed in
previous statements, P17, an experienced spiritual councilor of over
thirty years, started to speculate on her desire to integrate appropri-
ate guidance on how to use resources like [Hello, Cyberself] more
soundly—a strategy they felt was generally missing in many digital
self-help apps today: “I think with this app [Hello, Cyberself], you
should put some sort of waiver or disclaimer saying: Don’t make this
a false god or an idol, do not give away your own authority to this.

This is just a tool, and you can bless it to be in service, and the only
person it’s in service to is you."

4.2.4 Abstract & Interpretable Perspectives. Design proposals that
produced resources that leveraged data in abstract ways were gen-
erally well received across participant responses: “I like the visual-
auditory, abstract representations of a lot of these ideas because they’re
thought-provoking without feeling too inquisitive or accusatory. It’s
more like checking what Meta.Aware made from your thoughts, and
then you get to decide how much of it you buy into.” (P5). Of these
services, Dream Streams created the most abstract resources based
on a user’s dream data (e.g., AI-generated videos based on journal
entries and sleep-tracking data). Here, P5 appreciated the inspi-
rational and interpretive qualities of these forms: “The notion of
getting a weird, hard-to-interpret output from a weird and hard to
interpret and ephemeral process, like dreaming, is a very fun way
of remembering to be thoughtful.” More profoundly, participants
voiced their desire to move beyond ways of rational self-analysis as
they seemed to be unsatisfied with their current reflective practices
with personal data (e.g., via journaling and self-tracking apps). P11,
an artist and filmmaker, uses his smartwatch’s quantified sleep
and exercise data in his introspective practice. Although he finds
value in these data points, he appreciated the surreal nature of the
artifacts generated by Mind Probes, and expressed a desire for more
abstract and playful representations of personal data in e-health
services “there’s not enough focus on more quirky, mystical, surreal
ways to access to unconsciousness.”

4.3 Theme 3: Desire for Presence, Scalability,
and new Rituals over time

In themes 1 and 2, we have discussed a range of reactions to the
concepts that encompass positive and controversial perceptions.
The final theme details how participants engaged with the design
proposals to envision the longer-term place, scalability, and poten-
tial for new rituals with IAI applications. Often these discussions
emerged toward the end of interview sessions after participants
had been exposed to all four design proposals.

4.3.1 Supporting Presence and Habits. Participants strongly ap-
preciated that Dream Streams and Vision Shrine were realized as
physical objects with a specific purpose and speculated on their
presence in the home. P2, who uses the Headspace app as a part
of their introspective practice, explained fatigue emerging from
relying on their phone and a need for intentionality: “I hate feeling
stuck to my phone and always having to use my phone. But what’s
beautiful about this is it’s just there in your home, and it’s there for you
and becomes a centerpiece.” Participants also connected the tangible
quality of the IAI products as being rich mediators of introspective
rituals. P13, who has been keeping a dream journal for 6 years,
emphasized how important it is for her to have a physical object
that helps to continuously facilitate a ritual through intentionality
and aesthetics: “I feel like the aesthetics and the beauty of something,
creates a kind of mood, it creates an emotional connection to it, that
already transports you into that mindset of like, ‘okay, now I’m going
to do something very spiritual.”’ P13’s reflection hints at the chal-
lenge of finding an appropriate design language for devices like
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Dream Streams that combine highly technical aspects with ideas
and themes that are more mystical and metaphysical.

4.3.2 Supporting Temporal Connections and Trajectories. All IAI
services incorporate different strategies to surface temporal con-
nections across a user’s data. Vision Shrine applies temporality on
a very visible level as it responds in real-time to the input of a
user’s personal data to actively manifest a changing image of their
dreams and desires. Throughout the study, participants recognized
the value of these temporal qualities: “I think it’s interesting how
it will be able to track what you’ve said and thought about your-
self two months ago to now because we’re constantly changing our
narrative and our stories” (P12). This points to participants perceiv-
ing resources like Vision Shrine as a potential historical archive of
personal data where their recorded goals were seen as valuable
introspective resources. To this end, P11 speculated on how Vision
Shrine might help to“loosen your fixed idea of self” and reveal how
“past obsessions” might no longer be relevant.

While Vision Shrine subtly yet continually changes dynamically,
Mind Probes enables users to create sensory snapshots of their
lived present. P3, who has an extensive daily meditation routine,
acknowledged the years of time she devoted to her vipassana med-
itation practice and felt that the benefit from Mind Probes would
emerge across a longer time scale: “I feel like something like that
would have to take place over a very long duration of time, but I think
it would be interesting . . .how your self-narration might differ from
one year to the next, or what your life story might be.”

P17 speculated on how Vision Shrine could be extended to show
patterns across temporal ranges to support the development of
self-knowledge. More specifically, she was interested in how an
IAI might re-surface journal entries over time, connecting this
to successful techniques she uses with clients in their counseling
practice: “People are always mystified at either the wisdom that came
through them, or a different perspective that they hadn’t thought of,
but they need the distance to really see it with new fresh eyes.” P17
continued to speculate on an AI algorithm that could be trained to
detect beautiful sound bites or deep introspective thoughts that a
user expressed that would then prompt them again after time had
passed. She speculated that a service like this would help people to
recognize their personal greatness and wisdom. Thus, P17 hints at
a less tech-intensive algorithm that wouldn’t create ‘judgment’ but
rather: “An AI, saying ‘here, this is something you yourself created.
This is you, yourself. Let me help you remember these truths.”

4.3.3 Sharing Introspective Resources. Although the design propos-
als focus on a sole person’s introspection with an IAI, participants
identified multiple avenues for the IAI to also mediate human-to-
human interaction. They speculated that a preferred interaction
with the IAI would be to connect them with another person (be it a
family member, friend, or medical health professional), as opposed
to only providing its own analysis of the data and suggesting a pri-
vate course of action that could be undertaken. Some participants
felt that it would be easier to develop habits of use around a service
that requires reoccurring interaction (such as Mind Probes) if they
were to complete them in tandem with family members or trusted
friends.

Beyond social accountability, many participants felt that the in-
trospective resources generated by Mind Probes (e.g., synthesized

soundscapes), Vision Shrine (e.g., the current vision board canvas),
and Hello, Cyberself (e.g., confrontational or amusing assertions)
could also be beneficial to share and compare with others. Par-
ticipants valued how these actions might reveal new commonali-
ties and differences that could contextualize their lived experience:
“These technologies provide more of an understanding of how I exist
socially, and I would still be interested in that, or how I might ex-
ist contextually to others” (P3). While a social positioning might
contribute to the development of self-knowledge, so too might a
socio-historical positioning. P17 reflected on the ‘heirloom poten-
tial’ of the Mind Probes resources, imagining if she had access to
their grandfather’s IAI model: “when somebody has passed, and they
want to leave an archive, to their children or grandchildren, you could
see what made grandpa melancholy.”

4.3.4 More than just a user. The IAI services are predicated on the
collection and use of highly sensitive personal data. We framed
the services as belonging to an opportunistic startup, as a design
fiction strategy to develop immersion and worldbuilding. Some
participants voiced their concern about how data-intensive IAI
services might fuel further exploitation and inequities within the
current data economy and, hence, desired a more positive future.
P13 expressed her frustration with the state of current algorithms
and the underlying commodifying infrastructure: “I feel like there’s
such a strong kind of market logic in the ways in which health and
wellness has been commercialized [. . .] The algorithms that have
been working with capitalist logic are unsatisfying or will, at some
point, be underperforming to our needs. Our needs are an altruistic
community. We need some feeling of connection with other people
that is genuine and authentic.”

This sentiment extended into considering how some participants
perceived aspects of the Meta-Aware resources, worried that they
may be yet another way for the tech industry to hijack attention.
Participants also voiced their desires to participate as more active
stakeholders in the development of future IAI services that theymay
use. P11, interested in decentralized infrastructures and WEB 3.0,
expressed his wish for IAI services to be built around a community
of users and developers that are in dialogue with each other because
the Meta.Aware products “feel like a laboratory for research into a
user’s mind." Yet, he addresses this privacy concern with an idea of
how this could be inverted: “I don’t want to feel like just the user. I
want to feel like a researcher. That’s why I think being a stakeholder
in the app would help me.” P11’s statement alludes to a profound
need to be more than merely a user of a potential future IAI service
but also actively involved in determining its ethical compass and
goals.

5 DISCUSSION AND FUTURE DIRECTIONS
Our participants’ reactions illustrate a diversity of attitudes toward
the roles that AI services could play in their introspective practice.
It was clear that currently available digital products fall short of sup-
porting their needs. Our findings show that proposing concepts that
exhibit potentially controversial design qualities can be productive
in getting a better grasp on the design space. Through investigat-
ing concepts that appeared contentious, we were able to develop
a sensibility for understanding where people’s boundaries exist,
what design qualities ‘cross’ them, and how people have different



Envisioning and Understanding Orientations to Introspective AI: Exploring a Design Space with Meta.Aware CHI ’23, April 23–28, 2023, Hamburg, Germany

viewpoints on social acceptability. Next, we present a summary of
our key findings and then propose opportunities they suggest for
future HCI research and design practice.

5.1 Summary of findings
Co-Creation with new introspective Resources (Theme 1) revealed
that participants valued having more agency over what and how
data is collected and that these acts were often perceived as opportu-
nities to prompt introspection. Participants appreciated the ongoing
dialogue about their data and valued the qualities of IAI services
that invited them to be creative with those accounts. They also
appreciated the IAI services that made their data malleable and tan-
gible through both direct and implicit forms of interaction. Finally,
participants valued tweaking, exaggerating, and re-contextualizing
their digital profiles with the help of AI tools, which could lead to
co-creative cycles of manifesting, discovering, and contemplating
new aspects of their identity.

New perspectives and confrontations of self (Theme 2) located a
nuanced tension concerning how an IAI presents information to
the user. For participants, it was highly desired for an IAI to reveal
patterns and introduce new perspectives on one’s life; however, it
was perceived as unacceptable to be told what these patterns might
definitively mean. Participants wanted to have the opportunity to
be more involved in an IAI’s decision-making process and wanted
options for ‘opting in’ and ‘tuning’ the degree to which an IAI
service leveraged machine analysis for introspection. Surprisingly,
participants also largely appreciated when the IAI exhibited bold
and cheeky attitudes. These qualities were perceived as productive
in pushing them out of their comfort zones, diverting from the
status quo affirmational aims of most commercial applications. Yet,
the more seasoned introspective practitioners expressed concern
for less experienced users who could fall prey to technologically
determined “self-fulfilling prophecies,” marking areas that must be
handled carefully.

Desire for presence, scalability and new rituals (Theme 3) showed
that some participants envisioned longer-term human-technology
relations with the IAI services where the contemplative rewards
could deepen over time. They expressed enthusiasm for tools that
could help them to explore temporal interrelations among their
past-, present- and future selves. They also gravitated towards IAI
services that were embodied in physical devices for their intentional,
solitary focus on specific methods. Here, persistent, self-contained,
safeguarded experiences were envisioned to nurture new and novel
introspective rituals—they were often described as desired alterna-
tives to smartphone apps that dominate the current design space.
Lastly, participants expressed desires to socially share resources
generated by IAI services as well as participate more directly in the
development of IAI models that extend to broader communities of
practice – both of which highlight key needs not well supported
by currently available AI applications and services.

5.2 Extending co-creation as an IAI-enabled
practice

Our findings revealed a desire for co-creative approaches that
ranged from ephemeral to labor intensive, from open-ended to
guided forms of interaction. Participants reacted highly positively

to services that created new resources which augmented existing
introspective practices, such as expressive journaling, vision board-
ing, dream journaling, or mapping personal biases. Our study hints
at various desires and needs if future introspective services were to
include such strategies of co-creating resources with and through
AI tools.

One strategy of co-creation with an IAI model focuses on explic-
itly prompting active data collection from end users. Participants
perceived value in such ‘hands-on’ forms of interaction with the
IAI to generate new resources, which they speculated could sup-
port anticipation and validate the labor people put into collecting
data. That this type of interaction design could enable them to play
a direct role in training their IAI model, even if it was uncertain
how precisely these changes would be manifested, was nonethe-
less viewed positively. Participants also viewed more subtle acts of
correcting and training their IAI model as another more implicit
form of co-creative interaction with an IAI application. These inter-
actions were perceived to empower users to augment their digital
profiles to better understand how it reflected their self—even if
this included forgotten or overlooked aspects of their behavior—or
how the IAI model viewed them—which could mean radically aug-
menting different parameters to explore potentially exaggerated
depictions of their self-image.

Taken together, our findings indicate explicit and implicit forms
of interaction could offer distinct, yet potentially complementary,
strategies to co-creatively engage with AI models and arrive at
introspective resources. This initial validation is encouraging and
suggests opportunities for future work in HCI.

Clearly, more research is needed to better understand how to
practically design (i) AI techniques through which prompts are
generated for individual users to collect new data for co-creation
and (ii) the processes through which new generative introspective
resources could be created that bring value to end users. As a prag-
matic next step, future research could focus on developing, training,
and trialing explicit Introspective AI prompt generators. As user
would collect novel introspective data based on specific prompts,
they could connect such accounts to more open-ended generative
AI applications (e.g., DALL-E outpainting [110] or Artbreeder [130])
as productive starting points. Equally, there is a need to explore
how co-creative implicit interaction can be mobilized through IAI
applications. A practical next step could involve combining readily
available forms of user data with AI sentiment analysis and subse-
quently using the outcome of the data and AI-inferred emotional
valence to generate an obscured assessment, inspiring users to be
contemplative while initially avoiding explicitly stating how the
resource was created. For example, conducting a sentiment analysis
on a one-week log of a user’s text messages and using an OpenAI
API (e.g., GPT-3 [30]) to generate a poetic statement on the inferred
emotional climate of their last week. The user could then assess
how ‘correct’ the statement feels and be revealed key attributes
of the analysis that shaped the AI in generating it. In both cases,
these practical next steps are intended not to be conclusive but
rather generative of new research inquiries — such as the iterative
development of technology probes [55] that could catalyze future
research beyond speculative envisioning and into design practice-
led innovation and empirical field studies of people’s lived-with
experiences with IAI applications.



CHI ’23, April 23–28, 2023, Hamburg, Germany Nico Brand et al.

5.3 Revealing patterns and new perspectives
while balancing confrontation

Our findings reveal that there is a nuanced tension concerning
how an IAI presents information to the user. For participants, it
was highly desirable for an IAI to reveal patterns and introduce
new perspectives on one’s life; however, it was largely perceived as
unacceptable to be told what these patterns definitively mean. This
finding resonates with recent HCI research that has emphasized the
value of AI uncertainty and unpredictability as design resources
(e.g., [10, 54]) and foregrounds the importance of maintaining inter-
pretable perspectives and situated sense-making [11]. In extending
this work, our research suggests the need to explore and design IAI
services that adopt explanation strategies that make space for users
to interpret, analyze, and conclude what is laid out before them
on their own terms. Design initiatives leveraging machine analysis
for introspection should enable the user to opt into whether or not
they want it. One compromise could be including a second interac-
tion layer or an added lens that distinctly visualizes the inferences
of data the machine draws upon, thus offering more insight into
the inner workings of the IAI service and how patterns or new
perspectives surfaced.

Many of the more advanced introspective practitioners identified
that they would approach the inferences that an IAI might make
as food for thought but not a representation of reality—resources
in a similar light to horoscopes or fortune cookies. Yet, they were
cautionary of the real possible dangers for less experienced practi-
tioners who could become disillusioned with false images of them-
selves. This implication makes clear that IAI services will need to
be able to grow and scale over time depending on the competen-
cies of each user. At a minimum, this form of service should be
tailored to an advanced group of practitioners, as well as designed
in interactive overlays to remind less experienced users of their
personal authority over these tools, which could fade away over
time as their expertise grows.

5.4 Balancing curational control and autonomy
In our analysis, we were particularly fascinated by the responses
to the role of IAI as an active curatorial agent. We discovered an
interesting tension where balance needed to be found between the
IAI holding users to account, yet without impeding their ability to
have agency over their introspective resources. In the context of
Vision Shrine, this meant enabling the user to be in control without
losing the key functionalities of the device: playfully confronting
people with their actions — or self-discrepancies — and holding
them accountable in a way that changed over time.

These findings present several opportunities for future research.
The implicit ludic design qualities expressed by Vision Shrine were
well received by participants as potentially helping to mitigate
the tension mentioned above—especially when combined, they
were seen to evoke a light-hearted emotional valence that avoided
being paternal or displeasing. Caraban et al. [19] describe “fric-
tion nudges” as interventions that disguise their intrusiveness yet
uphold their potential to change people’s behavior. Our findings
suggest a promising opportunity for future research to test if the
balance between AI-enacted intrusion and ludic interaction design
can create more effective friction nudges or “things with attitude”
[63].

One could imagine that people could be able to modulate an
application like Vision Shrines’ level of intrusiveness, relational
to different levels of AI involvement. Participants also generated
other design alternatives that often indicated desires for even more
control. This included ‘pinning’ envisioned goals that they did not
want to be augmented while enabling other unanchored elements to
continue evolving through the IAI’s ongoing actions. Ormodulating
the overall pacing of the IAI to slow down its actions andmake space
for reflecting on the contents of one’s Vision Board from different
points in time in the past. These insights illustrate different tactics
to counterbalance the IAI, suggesting an opportunity for future
research to leverage a combination of ludic [39], careful [50], and
slow [47] design qualities to explore how interaction techniques
can be effective at enacting implicit IAI curational actions in ways
that scale over time. Future research in this space will provide new
insights into the temporal dimensions of implicit curatorial control,
helping better understand the potentialities for this strategy to scale
over time.

There is also an opportunity to explore how users can be ex-
tended more control over the degree to which an IAI may intervene
by, for example, integrating an adjustable setting that lets a user
tune to their personal preference. Indeed, such added control could
be scaffolded by the user as they become more adept at practicing
introspectionwith their IAI model. Perhaps at first leveraging a high
degree of control, but eventually ceding more curatorial autonomy
if they developed a ‘take-it or leave-it’ sensibility. Yet, these pro-
cesses of modulating curatorial control among users and their IAI
will likely be complex. Balancing these two concerns harmoniously
can be difficult and unpredictable, and more design exemplars are
needed to illustrate effective interaction trajectories. Future work
in this area can extend growing HCI research that investigates fac-
tors shaping how and when users are willing to cede agency to
autonomous systems in light of the value that can emerge if control
is ceded in a meaningful way [33, 39, 49, 76, 82].

5.5 Preserving and exploring temporal
connections among a past, present, and
future self

Many participants saw value in the co-created IAI archives of data
and resources that they would develop over time and expressed
their enthusiasm for tools that helped them to explore intercon-
nections among their past-, present- and future selves. Such tem-
porally rich interactions were most discussed around Mind Probes,
where a user would record their current understanding of an emo-
tion and, over time, be able to explore, compare and reflect on
these representations. While the concept of resurfacing memories
is present on consumer devices through machine vision analysis of
photo archives (e.g., Memories on iOS) and has been explored in
HCI through research on slow technology [47, 76] and reminiscence
[22, 94], it is not clear how this may be leveraged in the context of
highly personal affective data.

This poses new questions for the design of Introspective AI sys-
tems that aim to promote and facilitate temporal interactions: How
can connections among a past, present, and future self be thought-
fully integrated into the core interaction design of Introspective AI
services? If users gradually enrich their archives with temporally
relevant data, how would those different stages of self be brought
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into context? How might prompts be designed to bridge different
time dimensions into specific themes relevant to one’s life stage
and life history?

While our study takes a first step in this direction, these findings
and provocations present a clear opportunity for future research.
Moving forwards, it is important to develop an understanding of
how an IAI might detect when it is an appropriate time to surface
an introspective historical resource (such as a journal entry), and
through what metrics it might use to determine which entry is
relevant, significant, and appropriate to the lived present.

5.6 Exploring IAI as a catalyst for
human-to-human connection

We were surprised by participants’ desires for social or communal
dimensions to be extended to the IAI services, which were moti-
vated by different and distinct needs. At the forefront, there was a
desire to share and receive the generated output of the IAI services
as a way of reinforcing accountability and learning about one’s self
and loved ones. There is a need for future research to explore how
such highly personalized resources could be made intelligible to a
broader social audience, such as friends and family, or potentially
disclosed to trained professionals. Yet, this process will need to be
handled carefully, and the user ought to be extended a degree of
editorial control over what elements of their IAI are viewable and
accessible to others. Research has shown how easy it is to overwrite
personal beliefs by comparing one’s self to others (i.e., herd instinct
bias [93]); thus, selecting suitable ways of connecting and nudging
people is key in building safeguarded experiences [19]. In stark
contrast to other quantified self-applications, Gouveia et al. [44]
proposed a strategy of comparison between users that are sharing
similar goals (e.g., seeing someone else’s progress in a running app),
thus shrinking the margins that people could compare themselves
to unrealistic standards that would pressure them. Future research
is needed to explore the degree to which similar strategies would
be viable if the IAI design space extended toward users sharing
and comparing their introspective profiles. Clearly, even if well
intended, there are dangers that this approach could lead to users
tweaking their profiles to trend toward being more homogenous or
have starker contrasts in comparison to others.

Prior research has shown that personal data that is valued for its
reflective potential on an individual level may find a contentious
place when integrated into a social archive and preserved over time
[37, 45, 46, 75]. Participants also pushed back against the idea of
IAI services emerging in the current e-health context. They desired
to have a more active and agentic role within a community of stake-
holders in the development of the IAI design space and the models
shaping it. While likely a longer-term consideration, these findings
indicate there is potential for emergent technologies that securely
and collaboratively distribute power among various stakeholders,
such as decentralized autonomous organizations [66] or data inter-
mediary organizations [6], which could be viable alternatives for
producing human-centric IAI infrastructure.

6 CONCLUSION
Extending nascent design research, we created four video-based
design proposals to explore the emerging Introspective AI design

space. By probing on different, at times contentious, design quali-
ties, we elicited complementary and contrasting attitudes toward
how AI might offer new resources for supporting people’s intro-
spective practices. Our work opens possibilities for Introspective
AI applications that, with the appropriate precautions, have the
potential to diversify and expand this emerging design space based
on new insights into what people desire and where boundaries
of social acceptability exist. Our findings do raise several issues
about the social appropriateness of new Introspective AI technol-
ogy. We are currently developing technology probes based on the
proposed opportunity areas to critically explore such issues. While
our sample of participants aimed to be generative and varied in
terms of age, occupation, and experience with introspection, they
had a predominantly Western background. This limitation suggests
an opportunity for future work to focus on participants from dif-
ferent cultures to see if and how attitudes may change. Ultimately,
we hope this study inspires future research into how technologies
could be designed to support and extend people’s introspective
practices in more valuable and value oriented ways.
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