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Abstract

The twin prime conjecture asserts that there are infinitely many positive integers x such
that x and x + 2 are simultaneously prime. In this thesis, we consider a two-variable ana-
logue of this problem. Let F (x, y) be a positive definite quadratic form and G(x, y) a linear
form, both with integer coefficients. Suppose for any prime p there exist `,m such that
p - F (`,m)G(`,m). Then we prove that there are infinitely many `,m ∈ Z such that both
F (`,m), G(`,m) are primes. In fact, our proof extends to primes in arithmetic progressions
F (`,m) ≡ a (mod q) and G(`,m) ≡ b (mod q).

The main result (when q = 1) was first obtained independently by the author and another
team of researchers D. Schindler and S. Y. Xiao. The extension is joint work with them.

Keywords: primes, binary quadratic forms, simultaneous prime values
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Notations

Λ(n) = von-Mangoldt function.
µ(n) = Möbius function.
τ(n) =

∑
d|n 1 denotes the divisor functions.

N,Z,Q,R,C denote the sets of all positive integers, all integers, all rational numbers, all
real numbers and all complex numbers respectively.
f(x) = O(g(x)) means |f(x)| 6 Cg(x) for x ≥ x0 and some absolute constant C > 0. Here
f(x) is a complex function of the real variable x and g(x) is a positive function for x ≥ x0.∑[ is a summation over positive squarefree integers.
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Chapter 1

Introduction

1.1 Main Results

Many classical problems in number theory concern the infinitude of primes in some special
subset of integers S. For example, the twin prime conjecture asserts that there are infinitely
many primes in the set S = {pn + 2 | n ∈ N}, where pn denotes the n-th prime. Landau’s
problem asks the same question for the set S = {n2 + 1 | n ∈ N}.

In this thesis, we are interested in studying pairs of primes. Another way to phrase the
twin prime conjecture is that there are infinitely many n such that n and n + 2 are both
primes. We are pretty far away from proving this and therefore we consider a two-variable
analogue instead. For instance, are there infinitely many x, y ∈ Z such that both

x, x+ 2y

are primes? The answer is obvious indeed: any pair of odd primes can be represented by
them. For the higher degree cases, we wish to answer the following question.

Question 1. Given two binary forms F (x, y), G(x, y) ∈ Z[x, y], are there infinitely many
`,m ∈ Z such that both F (`,m) and G(`,m) are primes?

In 1997, Fouvry and Iwaniec [5] studied the primes of the form p = x2 + y2 where y
is also a prime, and they managed to prove that the number of these primes is infinite. In
other words, the answer to Question 1 is affirmative when F (x, y) = x2+y2 and G(x, y) = y.
In the Master’s thesis [15] of the author, the case F (x, y) = x2 + 2y2 and G(x, y) = y is
settled. In [17] Pandey studied the case when F (x, y) = x2 − xy+ y2 and G(x, y) = 2x− y.
The author [16] also treated the case F (x, y) = x2 + Dy2, G(x, y) = y when D > 0 and
there is exactly one binary quadratic form of discriminant −4D up to proper equivalence
(see Chapter 4 for terminology on binary quadratic forms). These are the only known cases
and we could make the following conjecture in general:
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Conjecture 1.1.1. Let F (x, y), G(x, y) ∈ Z[x, y] be two irreducible binary forms. Assume
that for every prime p there are `,m ∈ Z such that p - F (`,m)G(`,m). Then there exist
infinitely many `,m ∈ Z such that both F (`,m) and G(`,m) are primes.

The assumption about p is very helpful. For example, for the pair of binary forms
F (x, y) = 2x2 + xy+ y2 and G(x, y) = x, we have 2|F (`,m)G(`,m) for all `,m ∈ Z. There-
fore, the prime pairs they could represent form a much thinner set (one of them has to be
2), and this makes counting these pairs much harder. If a prime p divides F (`,m)G(`,m)
for all `,m ∈ Z, we say that we have a local obstruction at p.

By a simple change of variable, we can reduce to the caseG(x, y) = y. IfG(x, y) = ax+by
is a linear form with gcd(a, b) = 1, then there exist integers c, d with ad− bc = 1. By setting
u = ax+ by and v = cx+ dy, we then have x = du− bv, y = −cu+ av and therefore

F (x, y) = F (du− bv,−cu+ av)

is a binary quadratic form in u and v, which is still positive definite and irreducible.

To state our main result (Theorem 1.1.3), we need to introduce two more definitions. A
binary quadratic form F (x, y) = αx2 +βxy+ γy2 ∈ Z[x, y] is primitive if gcd(α, β, γ) = 1.
For any positive integer d, we define ρ(d) to be the number of solutions ν (mod d) to the
congruence equation

F (1, ν) ≡ 0 (mod d).

Then we have the following proposition.

Proposition 1.1.2. Let F (x, y) = αx2 +βxy+γy2 ∈ Z[x, y] be a primitive positive definite
quadratic form and X be a positive real number. Let (λ(`)) be a sequence of complex
numbers supported on the natural numbers which satisfies the bound |λ(`)| 6 logAX for
all ` ∈ N and some fixed A > 0. Suppose q ∈ N, q 6 (logX)Q for some Q > 0 and χ is a
Dirichlet character modulo q. Then for any B > 0 we have∑∑

F (`,m)6X
λ(`)χ(F (`,m))Λ(F (`,m)) =

∑∑
F (`,m)6X

gcd(`,γm)=1
gcd(F (`,m),PF )=1

λ(`)χ(F (`,m))HF,q(`)

+OA,B,F,Q(X(logX)−B),

where Λ is the von Mangoldt function,

HF,q(`) =
∏

p-`qPF

(
1− ρ(p)

p

)(
1− 1

p

)−1 ∏
p|`qPF

(
1− 1

p

)−1
,

and PF is a positive integer that depends only on F (defined in (5.6)).
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HF,q(`) is absolutely convergent by Lemma 2.1.1. Since ρ(p) 6 2 for all prime p, HF,q(`)
is positive if ρ(2) 6= 2. That means to check the local obstruction it suffices to consider
p = 2. The flexibility provided by λ(`) and F (`,m) ≡ a (mod q) has applications in other
prime-related problems too. Recently, Grimmelt proved Vinogradov’s three primes theorem
for Fouvry-Iwaniec primes and his proof needs such flexibility; see [9] for details.

The purpose of introducing PF in our expression is to remove some small prime factors
that forbids the use of a factorization proposition (see Proposition 4.2.4 in Section 4.2). By
choosing (λ(`)), one can show that

Theorem 1.1.3 (Main Theorem). Let F (x, y) ∈ Z[x, y] be a primitive positive definite
quadratic form of discriminant −∆. Suppose q ∈ N and q 6 (logX)Q for some Q > 0. Then
for any A > 0 and a, b ∈ Z with gcd(ab, q) = 1 we have

∑∑
F (`,m)6X

F (`,m)≡a (mod q)
`≡b (mod q)

Λ(`)Λ(F (`,m)) = Hqρ(q; a, b)
qφ(q)

πX√
|∆|

+OA,F,Q(X(logX)−A)

where

Hq =
∏
p-q

(
1− ρ(p)

p

)(
1− 1

p

)−1∏
p|q

(
1− 1

p

)−1

and
ρ(d; a, b) = ]{ν (mod d) : F (b, ν) ≡ a (mod d)}.

When q = 1, we have

Corollary 1.1.4. Let F (x, y) ∈ Z[x, y] be a primitive positive definite quadratic form of
discriminant −∆. Then for any A > 0 we have

∑∑
F (`,m)6X

Λ(`)Λ(F (`,m)) = HπX√
|∆|

+OA,F (X(logX)−A)

where
H =

∏
p

(
1− ρ(p)

p

)(
1− 1

p

)−1
.

As we promised before, we provide a new family that confirms Conjecture 1.1.1.

Corollary 1.1.5. Let F be a positive definite binary quadratic form and G be a binary
linear form. Assume that for every prime p there are `,m ∈ Z such that p - F (`,m)G(`,m).
Then there exist infinitely many `,m ∈ Z such that both F (`,m) and G(`,m) are primes.

To prove Proposition 1.1.2 (and hence Theorem 1.1.3 and the two corollaries), we will
mostly follow the approach by Fouvry and Iwaniec in [5]. Their proof used the asymptotic
sieve, and we provide an overview of sieve methods in Section 1.2 to 1.4. In Section 1.5, we
present the outline of the proof of Proposition 1.1.2 and its consequences.
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1.2 Sieve Methods

To count primes in integer sequences, one of the most powerful tools we have is the sieve
method. Suppose (an) is a sequence of non-negative real numbers that is supported on S,
and P(n) is defined by

P(n) =

1 if n is prime,

0 otherwise.
(1.1)

Then it suffices to deduce an asymptotic formula for

P (x) =
∑
n6x

anP(n). (1.2)

If P (x)→∞ as x→∞, then this confirms that S contains infinitely many primes. Unfor-
tunately, the weight P(n) lacks useful analytic or combinatorial properties and this hinders
us from obtaining an asymptotic formula for P (x). The magic of sieve methods comes from
modifying P(n) to some better weight P̃(n), but the cost is to partially sacrifice the prime-
detecting property of it. Also, we might not be able to obtain an asymptotic formula but
rather an upper bound or a lower bound for P (x). Typically, the modified weight takes the
form

P̃(n) =
∑
d|n
d∈D

f(n) (1.3)

where f is some nice arithmetical function and D is some relatively simple subset of positive
integers. For example, D might contain only integers with a small number of prime factors,
or integers less than a small power of x. For simplicity, we take D = N for the rest of our
discussion.

In this thesis, we will mostly work with the "asymptotic sieve", in which the sum

P (x) =
∑
n6x

anΛ(n) (1.4)

is considered. Here Λ(n) is the von-Mangoldt function

Λ(n) =

log p if n is a perfect power of a prime p,

0 otherwise.

Strictly speaking, Λ is supported on prime powers. However, the contribution from proper
prime powers to P (x) is usually negligible. Furthermore, Λ satisfies a fundamental identity

Λ(n) = −
∑
d|n

µ(d) log d (1.5)
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where µ is the Möbius function

µ(n) =

(−1)j if n is a product of j distinct primes,

0 otherwise.

A particularly important example of (1.4) is when an = 1 for all n ∈ N, and the sum

P (x) =
∑
n6x

Λ(n)

is known to be asymptotically equal to x by the prime number theorem. The complex-
analytic proof of this statement begins with the following identity of Dirichlet series:

∞∑
n=1

Λ(n)
ns

= −ζ
′(s)
ζ(s) , Re(s) > 1,

where ζ(s) is the well-known Riemann Zeta function. This identity is essentially (1.5), which
provides us another reason to work with Λ.

Then by applying (1.5) in (1.4) and interchanging the order of summation,

∑
n6x

anΛ(n) = −
∑
n6x

an
∑
d|n

µ(d) log d = −
∑
d6x

µ(d)(log d)
( ∑

n6x
n≡0 (mod d)

an

)
.

Such interchange is always possible as long as our weight takes the form (1.3). For any
d ∈ N, we define

Ad(x) =
∑
n6x

n≡0 (mod d)

an.

This quantity plays a crucial role in sieve theory. In most cases, we can provide an approx-
imation

Ad(x) = g(d)A(x) +Rd(x) (1.6)

where A(x) depends only on x and g is a multiplicative function called the density function.
One can regard g(d) as the weighted probability that an element of S is divisible by d

and Rd(x) is the error that arises in this approximation. Assuming sufficient regularity
conditions on g(d) and some estimate of the remainder Rd(x) on average, we expect that

∑
n6x

anΛ(n) ≈ HA(x) (1.7)

where

H =
∏
p

(1− g(p))
(

1− 1
p

)−1
= −

∑
d

µ(d)g(d) log d.

6



This is because∑
n6x

anΛ(n) = −
∑
d6x

µ(d)(log d)Ad(x)

=
(
−
∑
d6x

µ(d)g(d) log d
)
A(x) +O

(∑
d6x

|Rd(x)| log d
)

≈
(
−
∑
d

µ(d)g(d) log d
)
A(x).

For most sequences (an) that arise in prime number theory, (1.7) actually agrees with the
conjectural asymptotic formula. This is a very attractive feature of the asymptotic sieve
(1.4). But compared to other sieve weights, much stronger arithmetical inputs are required
here to make the above argument rigorous.

Define
R(x;D) =

∑
d6D

|Rd(x)|. (1.8)

One might attempt to show that R(x;x) is small compared to the main term HA(x). In
practice, such an estimate is probably not available. The best we can hope for is to handle
all d less than some threshold D, say D = x1−ε, and apply something else to handle the
remaining d. Precisely,

∑
n6x

anΛ(n) = −
∑
d6x
d6D

µ(d)(log d)Ad(x)−
∑
d6x
d>D

µ(d)(log d)Ad(x).

The first part can be tackled using a good estimate for R(x;D); this is usually referred as
a Type I estimate. For the second part, it leads us to

∑
d6x
d>D

µ(d)(log d)Ad(x) =
∑
mn6x
m>D

µ(m)amn logm

and this is a sum over two variables m,n in which some of the variables can be quite large
(m > D). What we need here is the Type II estimate. Therefore to apply the asymptotic
sieve, we need the following two major arithmetical inputs:

Question 2 (Type I Estimate). Provide an adequate upper bound for

R(x;D) =
∑
d6D

|Rd(x)|

for D as large as possible.

7



Question 3 (Type II Estimate). Provide an adequate upper bound for

∑
m∼M

∑
n∼N

αmβnamn

for M,N as wide as possible. Here m ∼M means M < m 6 2M and similarly for n ∼ N .

In the next two sections, we will explain more on how to obtain these estimates.

Remark 1.2.1. In fact, the weights P(n) also take the form (1.3) if we put f(d) = µ(d)
and

D = {d ∈ N | d 6 x and all prime factors of d is less than
√
x}.

But the structure of D here is not simple enough for the application of sieve method.

1.3 Type I Estimate

To estimate R(x;D), we first need to figure out what are g(d), A(x) and Rd(x) in the
approximation (1.6). As an example, when an = 1, we have

Ad(x) =
∑
n6x

n≡0 (mod d)

1 =
⌊
x

d

⌋

where b·c is the floor function. Therefore we can simply take g(d) = 1/d,A(x) = x and
Rd(x) = −{x/d} ({·} is the fractional part function). This agrees with our intuition since
we expect an integer is divisible by d with probability 1/d. By the way, the main term in
(1.7) is

HA(x) = A(x)
∏
p

(1− 1/p)
(

1− 1
p

)−1
= x.

This is consistent with the prime number theorem.

In general, A(x) is simply A1(x) =
∑
n6x an, or an approximation of it. The density func-

tion, g(d), can be determined by some probabilistic heuristics. One can therefore say that
Rd(x) is uniquely determined by the expression Ad(x)−g(d)A(x), but this does not provide
us a feasible way to estimate it. To obtain an alternative representation for Rd(x), one pop-
ular approach is to remove the condition n ≡ 0 (mod d) by using some arithmetic identities.

For example, in the twin prime problem, we can take an = Λ(n + 2). By the prime
number theorem, we can set A(x) = x. For even d, it is necessary to set g(d) = 0 since
the condition n ≡ 0 (mod d) would imply n + 2 is not a prime. If gcd(2, d) = 1, then
n + 2 should belong to one of the φ(d) congruence classes that are coprime to d. Thus we
should take g(d) = 1/φ(d) in this case. The remainder term Rd(x) can be obtained by using

8



orthogonality of Dirichlet character:

Ad(x) =
∑
n6x

n≡0 (mod d)

Λ(n+ 2)

=
∑

n6x−2
n≡−2 (mod d)

Λ(n)

= 1
φ(d)

∑
n6x−2

Λ(n)
( ∑
χ (mod d)

χ(n)χ(−2)
)

= 1
φ(d)

∑
χ (mod d)

χ(−2)
∑

n6x−2
χ(n)Λ(n).

The principal character χ = χ0 would provide the main term (up to a small error)

1
φ(d)

∑
n6x−2

gcd(n,d)=1

Λ(n) ≈ x

φ(d) ,

since χ0(−2) = 1. To complete the Type I estimate it suffices to estimate the contribution
from non-principal characters. This is essentially how the classical Bombieri-Vinogradov
theorem was proved.

In Landau’s problem, we can take

an =

1 if n = m2 + 1 for some m ∈ Z,

0 otherwise.

Clearly we can set A(x) =
√
x. Let ρ(d) be the number of solutions ν (mod d) to ν2 + 1 ≡ 0

(mod d). Then in every d consecutive integers n exactly ρ(d) of them satisfy n2 + 1 ≡ 0
(mod d). This suggests that g(d) = ρ(d)/d. By the orthogonality of additive characters,

1
d

d−1∑
m=0

e
2πimn
d =

1 if n ≡ 0 (mod d),

0 otherwise,

we deduce that ∑
n6x

n≡0 (mod d)

an =
∑

ν (mod d)
ν2+1≡0 (mod d)

∑
m6
√
x−1

m≡ν (mod d)

1

= 1
d

∑
ν (mod d)

ν2+1≡0 (mod d)

d−1∑
k=0

∑
m6
√
x−1

e
2πik(m−ν)

d .

9



The contribution when k = 0 gives ρ(d)b
√
x− 1c/d, which is roughly g(d)A(x). To complete

the Type I estimate, one needs to handle several exponential sums (Kloosterman sums in
particular). Iwaniec [14] used this approach to show that there exist infinitely many n ∈ N
such that n2 + 1 has at most two prime factors.

After obtaining a nice expression for Rd(x), we can proceed to estimate R(x;D) =∑
d6D |Rd(x)| for D as large as possible. Needless to say, obtaining a good Type I estimate

is not an easy task; but over the years, mathematicians have developed many powerful
analytic tools for this purpose. For instance, in the twin prime problem, the record is

R(x;x1/2−ε)�A x(log x)−A

for any A > 0 by the Bombieri-Vinogradov theorem. Although this is still far away from
what we believe (the Elliott-Halberstam conjecture implies the same bound for D = x1−ε),
the above estimate is already essentially the Generalized Riemann Hypothesis on average.
The topic in the next section, the Type II estimate, is a relatively new member of the arena
of sieve theory and it presents a much harder challenge to us.

1.4 Type II Estimate

If our sequence is "multiplicative", say it can be split into amn = cmdn, then the Type II
sum is simply the product of two simpler sums

∑
m∼M

∑
n∼N

αmβnamn =
( ∑
m∼M

αmcm

)( ∑
n∼N

βndn

)
. (1.9)

We can then treat them separately using some standard techniques in analytic number
theory. Otherwise, essentially the only known way to handle a Type II sum is via the
Cauchy-Schwarz inequality:∑

m∼M

∑
n∼N

αmβnamn =
∑
m∼M

αm
∑
n∼N

βnamn

6
( ∑
m∼M

|αm|2
) 1

2
( ∑
m∼M

∣∣∣∣ ∑
n∼N

βnamn

∣∣∣∣2)
1
2
.

(1.10)

The first part can be handled trivially but the second one is much messier. To handle it, we
require some additional structure in amn. For example, if an = r(n) is the number of ways
to write n as a sum of two squares, then

r(mn) = 1
4r(m)r(n) when gcd(m,n) = 1.

10



This is basically Dirichlet composition of binary quadratic forms,

(a2 + b2)(c2 + d2) = (ac+ bd)2 + (ad− bc)2,

or equivalently, the multiplicativity of the norm in Z[i],

N(a+ bi)N(c+ di) = N((a+ bi)(c+ di)).

This allows us to turn the last double sum in (1.10) into something close to (1.9), with some
mild dependence between m and n. Unfortunately, such a factorization only exists for very
few sequences. But this is almost a must for the successful estimation of the Type II sum.

For example, we know that there are infinitely many primes of the form x3 + y3 + z3;
but the proof is by showing that there are infinitely many primes of the form x3 + 2y3.
The former does not have any such factorization structure we can exploit; on the other
hand, x3 + 2y3 is simply the norm of x+ y 3√2 in Q[ 3√2] and it comes with a multiplicative
structure. Surprisingly, adding an extra condition y = z in x3 + y3 + z3 actually makes the
problem easier. See [11] for more details.

1.5 Outline of the Proof

In [5], Fouvry and Iwaniec considered the sum P (x) in (1.2) with

an =
∑∑
l∈N,m∈Z
l2+m2=n

λl (1.11)

where (λl) is a sequence of complex numbers that satisfies |λl| 6 1. Eventually, they took

λl = Λ(l)
log l

so that only those n = l2 +m2 with l prime are counted (again, the contribution from higher
prime powers is negligible). We will define our sequence (an) in a similar way with our own
modifications.

Let F (x, y) = αx2 + βxy + γy2 ∈ Z[x, y] be an irreducible binary quadratic form (not
necessarily positive definite) and q 6 (logX)Q. We will work with the sequence

aN =
∑∑
`∈N,m∈Z
F (`,m)=N

gcd(`,γm)=1

λ(`), (1.12)

11



where (λ(`)) is a sequence of complex numbers. Here the sequence is allowed to depend on
F (x, y), X or even q. In particular, by choosing the support of λ, the above sum will be a
finite sum. For any Dirichlet character χ of modulus q, define the sum

P (X;χ) =
∑
N6X

gcd(N,PF )=1

aNχ(N)Λ(N)

=
∑∑
`∈N,m∈Z
F (`,m)6X

gcd(`,γm)=1

λ(`)χ(F (`,m))Λ(F (`,m)). (1.13)

The character χ is present to detect the congruence condition modulo q. In Chapter 2, we
will decompose the sum P (X;χ) using Proposition 9 from Section 7 of [5]. The main term
(HA(x) in (1.7)) will become apparent but two remainders R(X;Y, Z;χ) and B(X;Y,Z;χ)
still need to be estimated. Their definitions are given in Section 2.3. R(X;Y,Z;χ) corre-
sponds to our Type I estimate and will be treated in Chapter 3. In Chapter 4, we will
cover background of binary quadratic forms, as well as the proof of a crucial factorization
proposition. This factorization proposition, Proposition 4.2.4, is the most novel part of the
thesis. We will use it to deal with B(X;Y, Z;χ) in Chapter 5. When all these ingredients
are ready, we will prove Proposition 1.1.2, Theorem 1.1.3, Corollary 1.1.4 and Corollary
1.1.5 in Chapter 6.

12



Chapter 2

Setting up the sieve

2.1 Basic Properties of aN

Let X > 0 and F (x, y) = αx2 + βxy + γy2 ∈ Z[x, y], where F is not necessarily positive
definite at this moment. For any positive integer N ∈ [0, X], we defined the sequence

aN =
∑∑
`∈N,m∈Z
F (`,m)=N

gcd(`,γm)=1

λ(`)

in (1.12). When F is indefinite, the sum is not well-defined since there could be infinitely
many `,m ∈ N such that F (`,m) = N . Therefore we restrict λ so that its support lies in
[0, C1

√
X], where C1 is a positive constant that depends only on F . When F is positive

definite, such restriction is in place automatically: the inequality F (`,m) 6 X implies

(4αγ − β2)`2 6 (4αγ − β2)`2 + (β`+ 2γm)2 = 4γF (`,m) 6 4γX.

Therefore λ is supported in [0, C1
√
X] where

C1 =
√

4γ
4αγ − β2 .

When F is indefinite, we will not define our C1; for simplicity we can simply say C1 = 1.
The choice of C1 does not affect the main argument at all. However, a good choice of C1

will make the asymptotic formula more appealing since it comes from the integral∫ ∫
F (`,m)6X

06`6C1
√
X

1 d` dm.

Once we have the restriction 0 6 ` 6 C1
√
X, in the equality F (`,m) = N we only have a

finite number of choices for (`,m) since ` ∈ [0, C1
√
X], N ∈ [0, X] and m is a solution to

13



the quadratic equation F (`,m) = N .

The support of λ immediately implies that |m| 6 C2
√
X for some positive constant C2.

When F is positive definite, it follows from symmetry. When F is indefinite, note that

(4|γ|+ C2
1∆)X > 4|γ|X + ∆`2 > (2γm+ β`)2.

Hence √
4|γ|+ C2

1∆
√
X > 2|γ|m− |β||`|

and we can take

C2 =

√
4|γ|+ C2

1∆ + |β|C1

2|γ| .

Next, we wish to understand more about ρ(d), the number of solutions ν (mod d) to
the quadratic congruence F (1, ν) ≡ 0 (mod d). We have the following more general lemma
from [4] and [13].

Lemma 2.1.1. Let f(k) be an irreducible polynomial of degree n with integral coefficients.
Let ρ(a) denote the number of solutions of

f(k) ≡ 0 (mod a), 0 6 k < a.

Let D denote the discriminant of the polynomial f(k). Then

(1) ρ is multiplicative;

(2) if p - D, then ρ(p) = ρ(pα) 6 n;

(3) ρ(pα) = Of (1);

(4) ρ(k) = Of (nω(k));

(5) there exists a constant c > 0 such that

∑
p6x

ρ(p)
p

= log log x+ c+Of ((log x)−A).

The error term we recorded in (5) is actually stronger than that in [4]. This follows from
the prime ideal theorem (with a sufficiently good error bound) with partial summation. In
our case, F (1, x) is a quadratic polynomial and hence we have

14



Lemma 2.1.2. ρ(N)� τ(N) for all N ∈ N.

Consequently, we have

Lemma 2.1.3. Suppose that λ satisfies the pointwise bound

|λ(`)| 6 (logX)A

for some fixed positive number A. Then |aN | � τ(N)(logX)A+1.

Proof. First of all, we have

|aN | 6 (logX)A
∑∑
F (`,m)6X

gcd(`,γm)=1
`∈[0,C1

√
X]

1.

If F (u, v) = N and gcd(u, γv) = 1, then gcd(u,N) = 1 and

F (1, vu−1) ≡ 0 (mod N).

We wish to show that if we fix a pair (u, v) ∈ Z2 with F (u, v) = N , then there are very
few other pairs (w, z) ∈ Z2 such that F (u, v) = F (w, z) = N and vu−1 ≡ zw−1 (mod N).
Precisely, if F is positive definite, there are at most 5 other pairs; if F is indefinite, then
there could be at most O(logX) other pairs.

Firstly, we suppose that F is positive definite with discriminant β2 − 4αγ = −∆. Then

N2 = (αu2 + βuv + γv2)(αw2 + βwz + γz2)

= (αuw + β

2uz + β

2 vw + γvz)2 + ∆
4 (uz − vw)2.

If ∆ ≡ 0 (mod 4), then β ≡ 0 (mod 2). Then from uz − vw ≡ 0 (mod N) we deduce that

αuw + β

2uz + β

2 vw + γvz ≡ 0 (mod N)

as well. Therefore

1 =
(
αuw + β

2uz + β
2 vw + γvz

N

)2
+ ∆

(
uz − vw

N

)2
.

Since ∆ > 0, the equation 1 = U2 + ∆V 2 has at most 4 solutions (U, V ) ∈ Z2. For each
such pair (U, V ), (w, z) will be uniquely determined via the system of linear equations

(αu+ β

2 v)w + (β2u+ γv)z =U,

uz − vw =V.
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Thus when u, v are fixed, there are at most 3 other pairs (w, z) such that F (u, v) = F (w, z)
and vu−1 ≡ zw−1 (mod N). Hence

|aN | 6 4(logX)Aρ(N) 6 4τ(N)(logX)A.

When ∆ ≡ 3 (mod 4), then β ≡ 1 (mod 2). Then the result follows from the similar identity

N2 =
(
αuw + β − 1

2 uz + β + 1
2 vz + γvz

)2

+
(
αuw + β − 1

2 uz + β + 1
2 vz + γvz

)
(uz − wv) + 1 + ∆

4 (uz − wv)2

except there could be at most 6 solutions to 1 = U2 + UV + 1+∆
4 V 2.

When F is indefinite, let β2 − 4αγ = ∆ > 0 be its discriminant. When ∆ ≡ 0 (mod 4),
we arrive at Pell’s equation

1 = U2 −∆V 2.

Without loss of generality, we assume that U, V > 0. If x1 + y1
√

∆ is the fundamental
solution of the above Pell’s equation, then we have

U + V
√

∆ = (x1 + y1
√

∆)n

for some n ∈ N. We are only interested in small solutions since

|V | = |uz − wv| 6 2C1C2X.

But
n = log(U + V

√
∆)

log(x1 + y1
√

∆)
= log(

√
1 + ∆V 2 + V

√
∆)

log(x1 + y1
√

∆)
� logX.

When ∆ ≡ 1 (mod 4), we have the equation

1 = U2 + UV + 1−∆
4 V 2.

or
4 = (2U + V )2 −∆V 2.

A similar argument would show that we have at most O(logX) solutions here. Hence

|aN | � (logX)ρ(N)(logX)A � τ(N)(logX)A+1.

Our estimate for aN is certainly not optimal. However this is sufficient for our purpose.
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2.2 Proposition by Fouvry and Iwaniec

To set up the sieve, we will rely on a sieving proposition developed by Fouvry and Iwaniec
in [5]. The purpose of this section is to state their proposition, and explain how one of their
assumptions can be modified to fit our sequence.

For a generic sequence (an) of non-negative numbers, usually the first step to apply the
sieve is to understand the approximation

Ad(x) =
∑
n6x

n≡0 (mod d)

an = g(d)A(x) +Rd(x)

as in (1.6); however, they assumed each Ad(x) is well-approximated by

Md(x) = 1
d

∑
n6x

an(d) (2.1)

and define Rd(x) = Ad(x) −Md(x). This approximation allows the main term A(x) to be
dependent on d. Furthermore, they assumed that every an(d) is a linear combination of
multiplicative functions %l(d) in d, say

an(d) =
∑
l

λl(n)%l(d) (2.2)

with λl(n) = 0 for almost all l (the range of admissible l depends on n). Define

R(x; y, z) =
∑
b6y

µ(b)
{
Rb(x) log x

b
−
∫ x

1
Rb(t) dt−

∑
c6z

Λ(c)Rbc(x)
}
,

B(x; y, z) =
∑
bd6x
b>y

µ(b)
(∑

c|d
c>z

Λ(c)
)
abd,

δl(n; y, z) =
∑
b>y

µ(b)
b

{
%l(b) log n

b
−
∑
c6z

Λ(c)
c
%l(bc)

}
.

(2.3)

They will serve as error terms. Finally let

ψ(l) = −
∑
b

µ(b)
b
%l(b) log b =

∏
p

(
1− %l(p)

p

)(
1− 1

p

)−1
. (2.4)

Then Fouvry and Iwaniec proved that

Proposition 2.2.1. Let c ∈ N. Suppose %l(d) satisfies∣∣∣∣∑
b6t

µ(b)
b
%l(bc)

∣∣∣∣ 6 gcd(c, `)τ(c)∆l(t) (2.5)
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for all t > 1 with some ∆l(t) such that ∆l(t)(log t)2 is decreasing. Then for y, z > 1 and
x > yz we have the identity

P (x) =
∑
n6x

∑
l

λl(n){ψ(l) + δl(n; y, z)}+B(x; y, z) +R(x; y, z) + P (z).

The assumption of (2.5) can be weakened in certain aspects. To see how this assumption
was used, we will briefly explain the proof of Proposition 2.2.1. The core of the proof of
Proposition 2.2.1 is an identity developed by Vaughan [19]:

Proposition 2.2.2 (Vaughan’s Identity). For y, z > 1 and n > z, we have

Λ(n) =
∑
b|n
b6y

µ(b) log n
b
−
∑∑
bc|n

b6y,c6z

µ(b)Λ(c) +
∑∑
bc|n

b>y,c>z

µ(b)Λ(c).

Then for a general sequence (an) and P (x) =
∑
n6x anΛ(n), we have

P (x)− P (z) =
∑
b6y

µ(b)
∑
n6x

n≡0 (mod b)

an log n
b
−
∑∑
b6y,c6z

µ(b)Λ(c)
∑
n6x

n≡0 (mod bc)

an

+
∑∑
bd6x
b>y

µ(b)
(∑

c|d
c>z

Λ(c)
)
abd.

The first two terms on the right will lead us to the Type I sum R(x; y, z) after we isolated
the main term Md(x) in (2.1); and the last term on the right is precisely the Type II sum
B(x; y, z). The main terms we isolated can be combined to form

M(x; y, z) =
∑
n6x

∑
l

λl(n)
∑
b6y

µ(b)
b

{
%l(b) log n

b
−
∑
c6z

Λ(c)
c
%l(bc)

}
. (2.6)

Assumption (2.5) allows us to extend the summation over b into an infinite series; the error
made is δl(n; y, z) and the infinite sum can be factored into ψ(l).

From the discussion above, we can see that we only need (2.5) in the range c 6 z and
t > y. Furthermore, the upper bound does not need to be this tight. For example, the
estimate ∣∣∣∣∑

b6t

µ(b)
b
%l(bc)

∣∣∣∣�A gcd(c, l)100τ(c)100τ(l)100(log t)−A for all A > 0

is also acceptable. Comparing to (2.5), it is stronger in the t−aspect but weaker in the
c−aspect. The high powers of gcd and τ would only cause some extra powers of log x in the
end result, which can be balanced by choosing a sufficiently large A. The modified version
of (2.5) we are going to use is given by (2.13).

18



2.3 Decomposition of P (X;χ)

We will apply Proposition 2.2.1 to the sequence (aNχ(N)) with gcd(N,PF ) = 1. Recall that

P (X;χ) =
∑
N6X

gcd(N,PF )=1

aNχ(N)Λ(N),

where PF is a positive integer that depends only on F and χ is a Dirichlet character modulo
q. Define

Ad(X;χ) =
∑
N6X

N≡0 (mod d)
gcd(N,PF )=1

aNχ(N) (2.7)

for d a positive integer. Note that Ad(X;χ) = 0 if gcd(d, qPF ) > 1. We expect that Ad(X;χ)
is approximated by

Md(X;χ) = ρ(d)
d

∑
N6X

gcd(N,PF )=1

∑
gcd(`,d)=1

λ(`;N)

= ρ(d)
d

∑∑
F (`,m)6X

gcd(`,γmd)=1
gcd(F (`,m),PF )=1

λ(`)χ(F (`,m))

when gcd(d, qPF ) = 1, where

λ(`;N) = λ(`)χ(N)
∑
m∈Z

F (`,m)=N
gcd(`,γm)=1

1 if gcd(N,PF ) = 1;

and Md(X;χ) = 0 otherwise. With this we set

Rd(X;χ) = Ad(X;χ)−Md(X;χ). (2.8)

Comparing to (2.1), we can therefore write Md(X;χ) as

Md(X;χ) = 1
d

∑
N6X

aN (d)

where

aN (d) =
∑
`∈Z

λ(`;N)ρ`(d), ρ`(d) =

ρ(d) when gcd(d, `qPF ) = 1,

0 otherwise.
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By the way, if we follow Fouvry and Iwaniec’s work closely, we should have defined ρ`(d) to
be the number of solutions ν (mod d) to the quadratic congruence

F (`, ν) ≡ 0 (mod d).

Thanks to the extra assumption gcd(`, γm) = 1 we added in the definition of aN , the con-
dition F (`,m) ≡ 0 (mod d) in Ad(X;χ) immediately implies that gcd(`, d) = 1. Thus we
can simply take ρ`(d) = ρ(d) when gcd(d, `qPF ) = 1 and this saves us from some tedious
calculations.

For a parameter D we define the complete remainder term R(X,D;χ) as

R(X,D;χ) =
∑
d6D

|Rd(X;χ)|. (2.9)

Let Y, Z > 1 be such that X > Y Z. Put

R(X;Y,Z;χ) =
∑
b6Y

µ(b)

Rb(X;χ) log X
b
−
∫ X

1
Rb(t;χ) dt

t
−
∑
c6Z

Λ(c)Rbc(X;χ)

 (2.10)

and

B(X;Y,Z;χ) =
∑∑
bd6X
b>Y

gcd(bd,PF )=1

µ(b)

∑
c|d
c>Z

Λ(c)

χ(bd)abd. (2.11)

We also define

δ`(N ;Y, Z) =
∑
b>Y

gcd(b,`qPF )=1

µ(b)
b

ρ(b) log N
b
−

∑
c6Z

gcd(c,`qPF )=1

Λ(c)
c
ρ(bc)

 . (2.12)

Clearly, they are R(x; y, z), B(x; y, z) and δl(n; y, z) in the last section for our sequence.
Then we have the following proposition.

Proposition 2.3.1. Let Y,Z ≥ 1, X > Y Z and Z < Y 1−δ for some δ > 0. Assume that
the discriminant of F divides PF . Then we have the identity

P (X;χ) =
∑
N6X

gcd(N,PF )=1

∑
`

λ(`;N)(HF,q(`) + δ`(N ;Y, Z))

+B(X;Y,Z;χ) +R(X;Y, Z;χ) + P (Z;χ)

where

HF,q(`) =
∏

p-`qPF

(
1− ρ(p)

p

)(
1− 1

p

)−1 ∏
p|`qPF

(
1− 1

p

)−1
.
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Proposition 1.1.2 would follow from Proposition 2.3.1 if we could provide acceptable
estimates for δ`(N ;Y,Z), B(X;Y,Z;χ), R(X;Y, Z;χ) and P (Z;χ).

Proof. We will derive Proposition 2.3.1 from Proposition 2.2.1. From the discussion in Sec-
tion 2.2, it suffices to prove a modified version of (2.5) with ρ(bc) for all t > Y, c 6 Z. We
claim that∣∣∣∣ ∑

b6t
gcd(bc,`qPF )=1

µ(b)
b
ρ(bc)

∣∣∣∣�A,Q,δ τ(c)3τ(`)(log t)−A for any A > 0. (2.13)

(Again, following (2.6), the sole purpose of such estimate is to extend the following finite
sums over b

∑
b6Y

gcd(b,`qPF )=1

µ(b)ρ(b)
b

,
∑
b6Y

gcd(b,`qPF )=1

µ(b)ρ(b) log b
b

,
∑
b6Y

gcd(b,`qPF )=1

µ(b)ρ(bc) log b
b

,

to infinite sums. The first and the last one would vanish by (2.13) and the second one gives
−HF,q(`). The error made in this process is the tail δ`(N ;Y,Z), which is finite by (2.13)
and partial summation)

To prove (2.13), we can definitely assume that gcd(c, `qPF ) = 1. Since b is squarefree,
we have gcd(b, c)|c. By putting e = gcd(b, c), we deduce that∣∣∣∣ ∑

b6t
gcd(b,`qPF )=1

µ(b)
b
ρ(bc)

∣∣∣∣ 6
∑
e6t
e|c

ρ(ec)
e

∣∣∣∣ ∑
b6t/e

gcd(b,`cqPF )=1

µ(b)
b
ρ(b)

∣∣∣∣.

To this end, we require the following lemma, which is a modification of (2.4) in [7]:

Lemma 2.3.2. Let g be a multiplicative function such that 0 6 g(p) < 1 and g(p)� p−1.
Suppose for any y > 2, we have

∑
p6y

g(p) = log log y + c+OA((log y)−A) (2.14)

for any A > 0. Then

∑
d6y

gcd(d,ν)=1

µ(d)g(d)�A′

(∏
p|ν

(
1 + 1
√
p

))
(log y)−A′ (2.15)

for any ν > 1, y > 2 and A′ > 0.

In [7], Friedlander and Iwaniec assumed that (2.14) holds with A = 10, and they used
it to prove (2.15) with A′ = 6. Here we simply strengthen the assumption (2.14) and the
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corresponding result (2.15) will be improved accordingly.

By Lemma 2.1.1, we can apply this lemma to g(d) = ρ(d)/d. Therefore

∑
b6t/e

gcd(b,`cqPF )=1

µ(b)
b
ρ(b)�A

( ∏
p|`cqPF

(
1 + 1
√
p

))(
log t

e

)−A

Since e 6 c 6 Z and t1−δ > Y 1−δ > Z, we obtain

log t
e
> log t

Z
> δ log t.

This gives (
log t

e

)−A
�δ (log t)−A.

Since gcd(c, PF ) = 1 and the discriminant of F divides PF , we have ρ(ec) = ρ(c) by Lemma
2.1.1. Therefore we obtain∣∣∣∣ ∑

b6t
gcd(b,`qPF )=1

µ(b)
b
ρ(bc)

∣∣∣∣ 6
∑
e6t
e|c

ρ(ec)
e

∣∣∣∣ ∑
b6t/e

gcd(b,`cqPF )=1

µ(b)
b
ρ(b)

∣∣∣∣
�A,δ ρ(c)(log t)−A

(∑
e6t
e|c

1
e

)( ∏
p|`cqPF

(
1 + 1
√
p

))

�A,δ ρ(c)τ(c)τ(`cqPF )(log t)−A.

By Lemma 2.1.2 and the fact that τ(mn) 6 τ(m)τ(n) for all m,n ∈ N, we have∣∣∣∣ ∑
b6t

gcd(b,`qPF )=1

µ(b)
b
ρ(bc)

∣∣∣∣ �A,Q,δ τ(c)3τ(`)(log t)−A

and this completes the proof of Proposition 2.3.1.
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Chapter 3

Type I Estimate

3.1 Main Goal

Our main goal in this chapter is to handle the Type I sum

R(X;Y, Z;χ) =
∑
b6Y

µ(b)

Rb(X;χ) log X
b
−
∫ X

1
Rb(t;χ) dt

t
−
∑
c6Z

Λ(c)Rbc(X;χ)


that appears in Proposition 2.3.1. Precisely, we will show that

Proposition 3.1.1. Suppose q ∈ N and q 6 (logX)Q for some Q > 0. Let ε > 0. Assume
that Y, Z > 1 and Y Z < X1−ε. Then we have

R(X;Y,Z;χ)�ε,Q X
1−ε/5.

The central components in the definition of R(X;Y,Z;χ) are

R(X;D,χ) =
∑
d6D

|Rd(X;χ)| =
∑
d6D

|Ad(X;χ)−Md(X;χ)|

for various choices of D. Below is our target estimate for R(X;D,χ):

Proposition 3.1.2. For 1 6 D 6 X we have the bound

R(X,D;χ)�ε q
3D1/4X3/4+ε.

To prove Proposition 3.1.2, it is convenient to remove the restrictive condition gcd(N,PF ) =
1 in Ad(X;χ) (see (2.7)). Furthermore, as in [5], we will first consider a smoothed version
of Proposition 3.1.2. Since we need to accommodate the extra assumption gcd(`, γm) = 1
(which is not present in [5]), we adopt the approach from [8] instead.
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Let
√
X 6 W 6 X be an additional parameter to be chosen later, and let w : R+ → R

be a smooth function with the following properties:

w(u) = 0 if u 6∈ [1, X],

0 6 w(u) 6 1 if u ∈ [1, X],

w(u) = 1 if W 6 u 6 X −W,

w(j)(u)�W−j for j = 1, 2.

(3.1)

For a, ` ≥ 1 we define the function

Fa,`(z) =
∫ ∞
−∞

w(F (a`, at))e(−zt) dt. (3.2)

Let
Ad(X;w,χ) =

∑
N≡0 (mod d)

aNw(N)χ(N).

When gcd(d, q) = 1, define

Md(X;w,χ) = ρ(d)
d

∑
gcd(`,γd)=1

λ(`)
(∑

k (mod q) χ(F (`, k))
q

)( ∏
p|`,p-q

(
1− 1

p

))
F1,`(0) (3.3)

as well as the smoothed remainder term

Rd(X;w,χ) = Ad(X;w,χ)−Md(X;w,χ).

When gcd(d, q) > 1, clearly Ad(X;w,χ) = 0 and accordingly we define

Md(X;w,χ) = Rd(X;w,χ) = 0.

We obtain the following lemma.

Proposition 3.1.3. Let w and λ be as above and 1 6 D 6 X. Then one has

∑
d6D

|Rd(X;w,χ)| �ε
q3D1/2X3/2+ε

W
.

In Section 3.2, we will first prove a list of auxiliary lemmas that we use in the proof
of Proposition 3.1.3. The complete proof of Proposition 3.1.3 is given in Section 3.3. We
will consider the unsmoothed version of Proposition 3.1.3 in Section 3.4. We decide to
leave it as a separate proposition (rather than proving Proposition 3.1.2 directly) since this
unsmoothed version will be needed in the proof of Corollary 1.1.3. Finally, in Section 3.5,
we will finish the proof of Proposition 3.1.2 and 3.1.1.
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3.2 Auxiliary Lemmas

Lemma 3.2.1. For any a, c, q, ` ∈ N with gcd(c, q) = 1 and congruence classes ν (mod c)
and k (mod q), we have

∑
m≡`ν (mod c)
m≡k (mod q)

w(F (a`, am)) = 1
cq

∑
h∈Z

e

(
hkc

q

)
e

(
h`νq

c

)
Fa,`

(
h

cq

)
(3.4)

where Fa,`(z) is defined in (3.2).

Proof. Define the function

G(x) =
∑

m≡`ν (mod c)
m≡k (mod q)

w(F (a`, am+ acqx)).

Then G(x) = G(x+ 1). Computing its h-th Fourier coefficients,

∫ 1

0
G(x)e−2πihx dx =

∑
m≡`ν (mod c)
m≡k (mod q)

∫ 1

0
w(F (a`, am+ acqx))e−2πihx dx

= 1
cq

∑
m≡`ν (mod c)
m≡k (mod q)

∫ m+cq

m
w(F (a`, ax))e

−2πih(x−m)
cq dx

= 1
cq

∑
m≡`ν (mod c)
m≡k (mod q)

e
2πihm
cq

∫ m+cq

m
w(F (a`, ax))e

−2πihx
cq dx.

By the Chinese remainder theorem, it follows

m ≡ `νqq + kcc (mod cq).

Interchanging the integral and sum again,∫ 1

0
G(x)e−2πihx dx = 1

cq
e

(
hkc

q

)
e

(
h`νq

c

)∫ ∞
−∞

w(F (a`, ax))e
−2πihx
cq dx.

Thus
G(x) = 1

cq

∑
h∈Z

e

(
hkc

q

)
e

(
h`νq

c

)(∫ ∞
−∞

w(F (a`, at))e
−2πiht
cq dt

)
e2πihx.

Therefore by putting x = 0,

∑
m≡`ν (mod c)
m≡k (mod q)

w(F (a`, am)) = 1
cq

∑
h∈Z

e

(
hkc

q

)
e

(
h`νq

c

)
Fa,`

(
h

cq

)
.
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Lemma 3.2.2. When gcd(d, q) = 1,

Md(X;w,χ) = ρ(d)
q

∑
gcd(a,γ)=1

µ(a)
ac

∑
gcd(`,γ)=1

λ(a`)
∑

k (mod q)
χ(F (a`, ak))

∫ ∞
−∞

w(F (a`, t)) dt.

(3.5)

Proof. Recall from (3.3) that

Md(X;w,χ) = ρ(d)
d

∑
gcd(`,γd)=1

λ(`)
(∑

k (mod q) χ(F (`, k))
q

)( ∏
p|`,p-q

(
1− 1

p

))
F1,`(0)

when gcd(d, q) = 1. By interchanging the summations over a and `, the long expression in
(3.5) gives

ρ(d)
dq

∑
gcd(`,γ)=1

λ(`)F1,`(0)
∑
a|`

gcd(a,γ)=1

µ(a) gcd(a, d)
a

∑
k (mod q)

χ(F (`, ak)).

We can assume that gcd(a, q) = 1; otherwise χ(F (`, ak)) = 0. Therefore the above expres-
sion reduces to

ρ(d)
d

∑
gcd(`,γ)=1

λ(`)
(∑

k (mod q) χ(F (`, k))
q

)
F1,`(0)

∑
a|`

gcd(a,q)=1

µ(a) gcd(a, d)
a

.

Note that ∑
a|`

gcd(a,q)=1

µ(a) gcd(a, d)
a

=
∏
p|`,p-q

(
1− gcd(p, d)

p

)
.

This equals to 0 if gcd(`, d) > 1; otherwise gcd(p, d) = 1 for all p|` and the result follows.

Lemma 3.2.3. Let a, h, ` ∈ N be fixed. Put

T (u) = a2
(
α`2 + β`u

√
X

h
+ γXu2

h2

)
.

Then
(w(T (u)))′′ � a2X2

h2W 2 .

Proof. Note that

(w(T (u)))′′ = w′′(T (u))T ′(u)2 + w′(T (u))T ′′(u).
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From the support of w, we have

w′′(T (u))T ′(u)2 = w′′(T (u))
(
a2β`
√
X

h
+ 2a2γXu

h2

)2

� a4

W 2

((
√
X/a)

√
X

h
+ X(h/a)

h2

)2

� a2X2

h2W 2

and
w′(T (u))T ′′(u) = 2γXa2

h2 w′(T (u)) � Xa2

h2W
� a2X2

h2W 2 .

The last tool we need to prove Proposition 3.1.3 is a large sieve type inequality for the
points ν/d (mod 1), where ν is a solution to the congruence equation F (1, ν) ≡ 0 (mod d).
In [5], Fouvry and Iwaniec handled the case ν2 + 1 ≡ 0 (mod d). Some extensions were
considered in [15] and [17]. The author and Choi [2] proved this for a large class of positive
definite binary quadratic form, and Schindler and Xiao also developed an extension on their
own too. These versions are limited to the positive definite case only. However, a completely
general version of this was actually proved before all the aforementioned work in a paper
by Balog, Blomer, Dartyge and Tenenbaum. This is Proposition 3 from [1].

Proposition 3.2.4. Let F (x, y) = αx2 + βxy + γy2 ∈ Z[x, y] be an arbitrary quadratic
form whose discriminant is not a perfect square. For any sequence αn of complex numbers,
and for positive real numbers D,N , we have

∑
D6d62D

∑
F (ν,1)≡0 (mod d)

∣∣∣∣ ∑
n6N

αne

(
νn

d

)∣∣∣∣2 �F (D +N)
∑
n

|αn|2.

3.3 Proof of Proposition 3.1.3

Proof. To estimate Rd(X;w,χ), it suffices to deal with the terms with gcd(d, q) = 1. Under
this assumption, note that

Ad(X;w,χ) =
∑

N≡0 (mod d)
χ(N)w(N)

∑∑
F (`,m)=N

gcd(`,γm)=1

λ(`).

The conditions gcd(`, γm) = 1 and F (`,m) ≡ 0 (mod d) imply gcd(`, d) = 1; hence
Ad(X;w,χ) can be rewritten as

Ad(X;w,χ) =
∑

gcd(`,γ)=1
λ(`)

∑
ν (mod d)

F (1,ν)≡0 (mod d)

∑
m≡`ν (mod d)

gcd(`,m)=1

χ(F (`,m))w(F (`,m)).

27



By Möbius inversion, we can trade the condition gcd(`,m) = 1 with

∑
gcd(a,γ)=1

µ(a)
∑

gcd(`,γ)=1
λ(a`)

∑
ν (mod d)

F (1,ν)≡0 (mod d)

∑
am≡a`ν (mod d)

χ(F (a`, am))w(F (a`, am)).

From the support of λ, a is bounded by O(
√
X). Now the innermost sum can be rewritten

as ∑
k (mod q)

χ(F (a`, ak))
∑

am≡a`ν (mod d)
m≡k (mod q)

w(F (a`, am)).

To simplify our notation, let c = d/ gcd(a, d). Then the condition am ≡ a`ν (mod d) is the
same as m ≡ `ν (mod c). By Lemma 3.2.1, we have

∑
m≡`ν (mod c)
m≡k (mod q)

w(F (a`, am)) = 1
cq

∑
h∈Z

e

(
hkc

q

)
e

(
h`νq

c

)
Fa,`

(
h

cq

)

where Fa,`(z) is defined in (3.2). Now Ad(X;w,χ) can be expressed as

Ad(X;w,χ) = 1
q

∑
gcd(a,γ)=1

µ(a)
c

∑
gcd(`,γ)=1

λ(a`)
∑

ν (mod d)
F (1,ν)≡0 (mod d)

∑
k (mod q)

χ(F (a`, ak))

∑
h∈Z

e

(
hkc

q

)
e

(
h`νq

c

)
Fa,`

(
h

cq

)
.

(3.6)

By Lemma 3.2.2,Md(X;w,χ) equals to the summand when h = 0. Accordingly,Rd(X;w,χ)
represents the terms with h 6= 0. We wish to sumRd(X;w,χ) dyadically and hence we define

R(X,D;w,χ) =
∑

D<d62D
|Rd(X;w,χ)|.

Substituting b = d/c = gcd(a, d), each term in the above sum can be bounded by

|Rd(X;w,χ)| 6
1
dq

∑
a

[ ∑
bc=d
b|a

ρ(b)b
∑

ν (mod c)
F (1,ν)≡0 (mod c)

∑
k (mod q)

|Wa(c, ν)|

where
Wa(c, ν) =

∑
h6=0

∑
(`,γd)=1

λ(a`)χ(F (a`, ak))e
(
hkc

q

)
e

(
h`νq

c

)
Fa,`

(
h

cq

)
.

Here
∑[ means we are summing over positive squarefree integers. Hence

R(X,D;w,χ) 6
1
Dq

∑
k (mod q)

∑
a

[∑
b|a

ρ(b)bVa(D/b) (3.7)

28



where
Va(C) =

∑
C<c62C

∑
ν (mod c)

F (1,ν)≡0 (mod c)

|Wa(c, ν)|.

By dyadic division,

Va(C) 6
∑
H

(
V +
a (C,H) + V −a (C,H)

)
(3.8)

where H is a power of 2,

V +
a (C,H) =

∑
C<c62C

∑
ν (mod c)

F (1,ν)≡0 (mod c)

∣∣∣∣ ∑
H6h<2H

∑
gcd(`,γ)=1

χ(F (a`, ak))

λ(a`)e
(
hkc

q

)
e

(
h`νq

c

)
Fa,`

(
h

cq

)∣∣∣∣
and V −a (C,H) is defined similarly for those h < 0. We claim that

V +
a (C,H)� q3X3/4C1/2

(
C + H

√
X

a

)1/2
logA+2(HX) min

{
H1/2

a3/2 ,
XC2a1/2

H3/2W 2

}
. (3.9)

Assuming the above estimates hold, we deduce that

V +
a (C,H) � qX5/4CH1/2

W 1/2a3/2 logA+2(HX) when H 6 aC
√
XW−1,

V +
a (C,H) � q3X2C5/2

W 2H
logA+2(HX) when H > aC

√
XW−1.

Similarly, the same estimates hold for V −a (C,H) as well. Applying the above estimates on
(3.8), we obtain

Va(C) 6
∑
H

(
V +
a (C,H) + V −a (C,H)

)
� q3X3/2C3/2

aW
logA+2X. (3.10)

Then (3.7) reduces to

R(X,D;w,χ) 6
q3X3/2√D logA+2X

W

∑
a�
√
X

τ(a)
a
� q3X3/2√D logA+4X

W
.

Here we have used the very crude estimate
∑
b|a ρ(b)b−1/2 6 τ(a). Finally by summing

dyadically, ∑
d6D

|Rd(X;w,χ)| �
∑
D

R(X,D;w,χ)� q3D1/2X3/2+ε

W
.

Our proof of Proposition 3.1.3 will therefore be completed once we justify the estimate (3.9).
The rest of this section is dedicated to that.
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Recall that

V +
a (C,H) =

∑
C<c62C

∑
ν (mod c)

F (1,ν)≡0 (mod c)

∣∣∣∣ ∑
H6h<2H

∑
gcd(`,γ)=1

χ(F (a`, ak))

λ(a`)e
(
hkc

q

)
e

(
h`νq

c

)
Fa,`

(
h

cq

)∣∣∣∣
and

Fa,`(z) =
∫ ∞
−∞

w(F (a`, at))e(−zt) dt.

Note that for any integer c, we have

Fa,`

(
h

cq

)
=
√
X

|h|

∫ ∞
−∞

w

(
a2
(
α`2 + β`u

√
X

h
+ γXu2

h2

))
e

(
−
√
Xu

cq

)
du. (3.11)

For a reduced residue class t (mod q), we define

αh,`,t(u) = χ(F (a`, ak))λ(a`)H
h
w

(
a2
(
α`2 + β`u

√
X

h
+ γXu2

h2

))
e

(
hkt

q

)
.

Then

V +
a (C,H)�

√
X

H

∫ C2H/a

−C2H/a

∑∗

t (mod q)

∑
C<c62C

∑
ν (mod c)

F (1,ν)≡0 (mod c)

∣∣∣∣ ∑
H6h<2H

∑
gcd(`,γ)=1

αh,`,t(u)e
(
h`νq

c

)∣∣∣∣ du.
(3.12)

The symbol
∑∗ means we are summing over reduced residue classes only. Notice that

∑
h

∑
`

αh,`,t(u)e
(
h`νq

c

)
=

∑
06h0,`0<q

∑
h≡h0 (mod q)
`≡`0 (mod q)

αh,`,t(u)e
(
νn

c

)
e

(
νh0`0q

c

)

where n = (h`− h0`0)/q. Hence for each fixed pair 0 6 h0, `0 < q, we only need to estimate

∑
C<c62C

∑
F (1,ν)≡0 (mod c)

∣∣∣∣ ∑
n6N

αne

(
νn

c

)∣∣∣∣
where

αn =
∑∑

h≡h0 (mod q)
`≡`0 (mod q)
gcd(`,γ)=1
h`=nq+h0`0

αh,`,t(u)
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and
N = q + 1

q
(2H)

(
C1
√
X

a

)
� H

√
x

a
.

Applying Proposition 3.2.4 and Cauchy-Schwarz inequality to (3.12), we deduce that

V +
a (C,H)�

√
X

H
· H
a
· q ·

((
C + H

√
X

a

)
E

)1/2
· (C logC)1/2

where

E =
∑
n

( ∑∑
h≡h0 (mod q)
`≡`0 (mod q)
gcd(`,γ)=1
h`=nq+h0`0

|λ(a`)|
)2
� H

√
X

a
log2A+3(HX).

Here we have used the pointwise bound |λ(a`)| 6 (logX)A. The last term comes from the
fact that ∑

C<c62C

∑
ν (mod c)

F (ν,1)≡0 (mod c)

1 6
∑

C<c62C
τ(c)� C logC.

Hence we obtain

V +
a (C,H)� qX3/4C1/2H1/2

a3/2

(
C + H

√
X

a

)1/2
logA+2(HX). (3.13)

To develop a similar bound for large values of H, we apply integration by parts twice in
(3.11) as in [8], followed with the large sieve type estimate. By Lemma 3.2.3, we have

Fa,`

(
h

cq

)
=
√
X

|h|

∫ ∞
−∞

w(T (u))e
(
−
√
Xu

cq

)
du

= − c2q2

4π|h|
√
X

∫ ∞
−∞

(w(T (u)))′′e
(
−
√
Xu

cq

)
du

and (w(T (u)))′′ � a2X2h−2W−2. For a reduced residue class t (mod q), we define

αh,`,t(u) = χ(F (a`, ak))λ(a`)H
h

c2

C2
(w(T (u))′′

(a2X2/h2W 2)e
(
hkt

q

)
.

Then we have again

V +
a (C,H)� q2C2

H
√
X
· a

2X2

H2W 2 ·
∫ C1H/a

−C1H/a

∑∗

t (mod q)

∑
C<c62C

∑
ν (mod c)

F (1,ν)≡0 (mod c)

∣∣∣∣ ∑
H6h<2H

∑
gcd(`,γ)=1

αh,`,t(u)e
(
h`νq

c

)∣∣∣∣ du.
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By another application of Proposition 3.2.4 and Cauchy-Schwarz inequality, we arrive at

V +
a (C,H)� a2q2C2X3/2

H3W 2 · H
a
· q ·

((
C + H

√
X

a

)
H
√
X

a
log2A+3(HX)

)1/2
· (C logC)1/2

After simplification, we have

V +
a (C,H)� q3X7/4C5/2a1/2

H3/2W 2

(
C + H

√
X

a

)1/2
logA+2(HX). (3.14)

Combining (3.13) and (3.14), we obtain our desired estimates for V +
a (C,H) in (3.9).

3.4 The unsmoothed version

We let the scripted letters A,M,R denote the analogous quantities A,M,R which appeared
in the Section 2.3, but without the condition gcd(N,PF ) = 1. Precisely,

Ad(X;χ) =
∑
N6X

N≡0 (mod d)

aNχ(N) (3.15)

which vanishes when gcd(d, q) > 1. We also define

Md(X;χ) = ρ(d)
d

∑
N6X

∑
`∈N

gcd(`,d)=1

λ(`;N)

= ρ(d)
d

∑∑
`∈N,m∈Z
F (`,m)6X

gcd(`,γmd)=1

λ(`)χ(F (`,m))
(3.16)

when gcd(d, q) = 1 and Md(X;χ) = 0 otherwise. We then have the following analogue to
Lemma 3.1.2:

Proposition 3.4.1. For 1 6 D 6 X we have the bound

R(X,D;χ)�ε q
3D1/4X3/4+ε.

Proof. Our goal is to show that

∑
d6D

|Rd(X;χ)| �ε q
3D1/4X3/4+ε.

It suffices to show that the error we made when we replace Ad(X;χ) with Ad(X;w,χ) is
negligible as well, i.e. both |Ad(X;χ) − Ad(X;w,χ)| and |Md(X;χ) −Md(X;w,χ)| are
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small. Note that by Lemma 2.1.3,∑
d6D

gcd(d,q)=1

|Ad(X;χ)−Ad(X;w,χ)| �
∑
N6W

or X>N>X−W

|aN |τ(N)

� (logX)A+1 ∑
N6W

or X>N>X−W

τ2(N)

Here we require a result in [18] (Lemma 2): for any k ∈ N and ε > 0, we have

∑
x6n6x+y

τk(n)�k,ε y(log x)k−1 (3.17)

for any xε 6 y 6 x, where τk(n) is the number of representations of n as the product of k
positive integers. By comparing the values of τ2 and τ5 at prime powers, we deduce that
τ2(n) 6 τ5(n) for all n ∈ N. Hence

∑
X−W6N6X

τ2(N) �W (logX)4.

Therefore ∑
d6D

gcd(d,q)=1

|Ad(X;χ)−Ad(X;w,χ)| � W (logX)A+5.

For |Md(X;χ)−Md(X;w,χ)|, we first rewriteMd(X;χ) as

Md(X;χ) = ρ(d)
d

∑
`∈N

gcd(`,γd)=1

λ(`)
∑
m∈Z

F (`,m)6X
gcd(m,`)=1

χ(F (`,m))

= ρ(d)
d

∑
`∈N

gcd(`,γd)=1

λ(`)
∑

k (mod q)
χ(F (`, k))

∑
m∈Z

F (`,m)6X
gcd(m,`)=1
m≡k (mod q)

1.

Therefore from (3.3), |Md(X;χ)−Md(X;w,χ)| is bounded by

ρ(d)
d

∑
`∈N

gcd(`,γd)=1

|λ(`)|
∑

k (mod q)
|χ(F (`, k))|

∣∣∣∣ ∑
m∈Z

F (`,m)6X
gcd(m,`)=1
m≡k (mod q)

1− 1
q

∏
p|`,p-q

(
1− 1

p

)∫ ∞
−∞

w(F (`, t)) dt
∣∣∣∣.

(3.18)
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Due to the presence of χ(F (`, k)), we can assume that gcd(`, q, k) = 1. By Möbius inversion,
we have ∑

m∈Z
F (`,m)6X
gcd(m,`)=1
m≡k (mod q)

1 =
∑
a|`

gcd(a,q)=1

µ(a)
∑
m∈Z

F (`,am)6X
am≡k (mod q)

1

=
∑
a|`

gcd(a,q)=1

µ(a)
(1
q

∫
F (`,at)6X

1 dt+O(1)
)

= 1
q

∏
p|`,p-q

(
1− 1

p

)∫
F (`,t)6X

1 dt+O(τ(`)).

Applying this to (3.18), we arrive at the bound

|Md(X;χ)−Md(X;w,χ)| � ρ(d)
d

( ∑∑
`∈N,m∈Z
F (`,m)6W

or X>F (`,m)>X−W

|λ(`)|
)

+ ρ(d)q
d

∑
`∈N
|λ(`)|τ(`).

By Lemma 2.1.3 and (3.17) again, we deduce that

|Md(X;χ)−Md(X;w,χ)| � ρ(d)q
d

W logA+2X.

After obtaining bounds for |Ad(X;χ) − Ad(X;w,χ)| and |Md(X;χ) −Md(X;w,χ)|, we
are ready to estimate |Rd(X;χ)|. Summing over d, we obtain

∑
d6D

|Rd(X;χ)| �ε
q3D1/2X3/2+ε

W
+ qW (logA+5X)

( ∑
d6D

ρ(d)
d

)

�ε
q3D1/2X3/2+ε

W
+ qWXε.

This is because by Lemma 2.1.1,

∑
d6D

ρ(d)
d
�

∑
d6D

τ(d)
d
�ε Dε logD.

Finally, by choosing W = D1/4X3/4, we obtain

R(X,D;χ) =
∑
d6D

|Rd(X;χ)| �ε q
3D1/4X3/4+ε.
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3.5 Proof of Proposition 3.1.2 and 3.1.1

Proof of Proposition 3.1.2. Let χ0 be the principal character modulo PF . Then χχ0 is a
Dirichlet character modulo qPF . For 1 6 D 6 X, by Proposition 3.4.1,

R(X,D;χχ0) =
∑
d6D

gcd(d,qPF )=1

|Ad(X;χχ0)−Md(X;χχ0)| �ε q
3D1/4X3/4+ε.

Note that when gcd(d, qPF ) = 1,

Ad(X;χχ0) =
∑
N6X

N≡0 (mod d)

anχ(N)χ0(N)

=
∑
N6X

N≡0 (mod d)
gcd(N,PF )=1

anχ(N)

= Ad(X;χ)

and

Md(X;χχ0) = ρ(d)
d

∑∑
F (`,m)6X

gcd(`,γmd)=1

λ(`)χ(F (`,m))χ0(F (`,m))

= ρ(d)
d

∑∑
F (`,m)6X

gcd(`,γmd)=1
gcd(F (`,m),PF )=1

λ(`)χ(F (`,m))

= Md(X;χ).

Hence the result follows.

Proof of Proposition 3.1.1. Recall that

R(X;Y, Z;χ) =
∑
b6Y

µ(b)

Rb(X;χ) log X
b
−
∫ X

1
Rb(t;χ) dt

t
−
∑
c6Z

Λ(c)Rbc(X;χ)


The first and the last term together is bounded by

∑
d6Y Z

|Rd(X;χ)|
(

log X
d

+
∑
c6Z
c|d

Λ(c)
)
6 R(X;Y,Z;χ) logX.

Thus we have the bound

|R(X;Y, Z;χ)| 6 R(X,Y Z;χ) logX +
∫ X

1
R(t, Y ;χ) dt

t
. (3.19)
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From Proposition 3.1.2, we already know that for 1 6 t 6 Y ,

R(t;Y, χ) =
∑
d6Y

|Rd(t;χ)| �ε′ q
3Y 1/4t3/4+ε′ .

For t > Y , we have the trivial bound R(t;Y, χ)� t1+ε(logX)A+3 since by Lemma 2.1.3

∑
d6Y

|Ad(t;χ)| 6 (logX)A+1 ∑
d6Y

∑
md6t

τ(md) �ε t1+ε(logX)A+3

and

∑
d6Y

|Md(t;χ)| 6 (logX)A+1
( ∑
d6Y

ρ(d)
d

)( ∑∑
F (`,m)6t

1
)
�ε t1+ε(logX)A+2.

Thus ∫ X

1

R(t, Y ;χ)
t

dt =
∫ X

Y

R(t, Y ;χ)
t

dt+
∫ Y

1

R(t, Y ;χ)
t

dt

�ε′ X
3/4+ε′Y 1/4 + Y 1+ε′ .

Therefore if Y Z < X1−ε, we have

R(X;Y, Z;χ)�ε,ε′ q
3X1− ε4 +ε′ .

The result follows from choosing ε′ accordingly.
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Chapter 4

Binary Quadratic Forms

4.1 Basic Terminology

In this section, we will review several basic notions for binary quadratic forms. We will
mostly follow the terminology in [3]. For a binary quadratic form f(x, y) = ax2 +bxy+cy2 ∈
Z[x, y], the discriminant is given by b2 − 4ac. If the discriminant b2 − 4ac is negative, we
say that f(x, y) is a positive definite binary quadratic form. In the rest of the thesis, all
forms are assumed to be positive definite. f(x, y) is called primitive if gcd(a, b, c) = 1.

For example, x2 + y2 is a positive definite binary quadratic form with discriminant −4.
There are other binary quadratic forms of the same discriminant, but they are all essentially
the same as x2 +y2. To make this precise, we need the notion of equivalence between forms.

Definition 1 (Proper Equivalence). Two forms f(x, y) and g(x, y) are properly equivalent
if there are integers p, q, r and s such that

f(x, y) = g(px+ qy, rx+ sy) and ps− qr = 1.

If ps− qr = ±1, then f(x, y) and g(x, y) are said to be equivalent; we shall not use this.

Proper equivalence is indeed an equivalence relation. It is also clear that if f(x, y) and
g(x, y) are properly equivalent, then they also have the same discriminant. Thus using proper
equivalence, we can divide the set of all binary quadratic forms of a fixed discriminant into
equivalence classes. For discriminant −4, it turns out that there is only one such class, and
hence all forms are properly equivalent to x2 + y2. For the positive definite case, there is a
canonical way to choose a representative from each equivalence class. This can be achieved
by using reduced forms:

Definition 2 (Reduced Forms). A primitive positive definite form ax2+bxy+cy2 is reduced
if

|b| 6 a 6 c, and b > 0 if either |b| = a or a = c.

Then we have the following theorem, which is Theorem 1.2.8 of [3].
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Theorem 4.1.1. Every primitive positive definite form is properly equivalent to a unique
reduced form.

For any fixed (negative) discriminant, clearly there are only finitely many reduced forms.
Hence the number of equivalence classes is finite. Furthermore, this finite set can be made
into a finite Abelian group by the following operation:

Definition 3 (Dirichlet composition). Let f(x, y) = ax2 + bxy + cy2 and g(x, y) = αx2 +
βxy + γy2 be primitive positive definite forms of discriminant −∆ < 0 which satisfy
gcd(a, α, (b+ β)/2) = 1. Then the Dirichlet composition of f(x, y) and g(x, y) is the form

h(x, y) = aαx2 +Bxy + B2 + ∆
4aα y2

where B is any integer such that

B ≡ b (mod 2a)

B ≡ β (mod 2α)

B2 + ∆ ≡ 0 (mod 4aα).

The term composition is justified by the following identity:

(au2 + buv + cv2)(αX2 + βXY + γY 2) = aαW 2 +BWZ + B2 + ∆
4aα Z2 (4.1)

where
W =

(
u− B − b

2a v

)
X −

(
B − β

2α u+ (b+ β)B −∆− bβ
4aα v

)
Y

and
Z = αvX +

(
au+ b+ β

2 v

)
Y.

The existence of a composition law was first provided by Gauss. However, the original
formulation is a little bit messy and we will employ the version by Dirichlet. Finally, we
recall the following theorem, which is a well-known consequence of Chebotarev’s density
theorem.

Theorem 4.1.2. Every primitive positive definite quadratic form represents infinitely many
primes.

4.2 Factorization Proposition

The main purpose of this section is to prove a factorization proposition (Proposition 4.2.4)
that will play an important role in Chapter 5. From Section 1.3, we understand that to
produce a meaningful Type II estimate it is helpful to obtain some sort of factorization of
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amn which takes approximately the form

∑∑
X,Y ∈Z

F (X,Y )=mn

λ(X).

In the Gaussian case studied by Fouvry and Iwanec, if mn = X2 + Y 2 with gcd(m,n) = 1,
then we can write m = a2 + b2, n = c2 + d2 such that

ac+ bd = X, ad− bc = Y.

This observation allows them to write

∑
m∼M

∑
n∼N

( ∑∑
X,Y ∈Z

X2+Y 2=mn

λ(X)
)

= 1
4
∑∑
a,b∈Z

a2+b2∼M

∑∑
c,d∈Z

c2+d2∼N

λ(ac+ bd). (4.2)

This identity is the basis of their Type II estimate. The composition law in the previous sec-
tion gives us hope to generalize this to any primitive positive definite binary quadratic form.

In order to establish an analogue of (4.2), we study the equation

mn = F (X,Y )

when gcd(m,n) = 1. From this equation it is possible to construct a binary quadratic form
that represents m; and by composing its "inverse" with F (x, y), we determine the form (up
to proper equivalence) that represents n. However, the condition gcd(a, α, (b+ β)/2) = 1 is
needed when we apply Dirichlet composition. Therefore we have to be more selective about
which representatives we used from the equivalence classes. The construction is given in the
lemma below:

Lemma 4.2.1. Let t be a positive integer and F (x, y) = αx2 + βxy + γy2 be a primitive
positive definite form with discriminant −∆. Then there exists a set, SF (t), of binary
quadratic forms of discriminant −∆ such that

1. every primitive binary quadratic form of discriminant −∆ is properly equivalent to
exactly one element in SF (t);

2. the principal form is contained in SF (t); and

3. the set {f(1, 0) : f ∈ SF (t)} consists of distinct primes that do not divide t.

Proof. If SF (t) is the set of primitive reduced forms of discriminant −∆, then (1) and (2)
are satisfied. Since each of these reduced forms represent infinitely primes by Theorem 4.1.2,
we can transform the form so that the coefficient of x2 is one of these primes and therefore
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(3) is also satisfied. This can be done by the following lemma, which is a special case of
Lemma 1.2.3 of [3].

Lemma 4.2.2. A form f(x, y) represents a squarefree integer m if and only if f(x, y) is
properly equivalent to the form mx2 +Bxy + Cy2 for some B,C ∈ Z.

Roughly speaking, the only information we used about F in defining SF (t) is its dis-
criminant; but in practice, the integer t would depend heavily on F .

We define SF = SF (α) and

QF = 2αγ∆
∏
f∈SF

f(1, 0). (4.3)

We also pick an integer B with the following properties:

1. B ≡ b (mod 2a) for all ax2 + bxy + cy2 ∈ SF ;

2. B ≡ β (mod 2α); and

3. B2 + ∆ ≡ 0 (mod 4aα) for all ax2 + bxy + cy2 ∈ SF .

So B only depends on F and the choice of SF . Then we have the following crucial proposi-
tion, which will be used to treat our Type II sum.

Proposition 4.2.3. Let ∆ be a positive integer and F (x, y) = αx2 + βxy + γy2 be a
primitive binary quadratic form of discriminant −∆. Let m,n be positive integers such that
gcd(mn,QF ) = 1. If mn = F (X,Y ) for some integers X,Y with gcd(X,Y ) = 1, then

(1) there exists a binary quadratic form f(x, y) = ax2 + bxy + cy2 ∈ SF and integers
u, v, w, z such that gcd(u, v) = gcd(w, z) = 1 and

au2 + buv + cv2 = m,

aαw2 +Bwz + B2 + ∆
4aα z2 = n,(

au+ b+ β

2 v

)
w +

(
B − β

2α u+ (b+ β)B + ∆− bβ
4aα v

)
z = X,

−αvw +
(
u− B − b

2a v

)
z = Y ;

(2) the choice of f(x, y) ∈ SF is unique; and
(3) if ∆ > 4 then there is exactly one more tuple, namely (−u,−v,−w,−z), that satisfies

the properties. If ∆ = 3 or 4 we could have 6 or 4 solutions respectively.
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Proof. Proof of (1):
Note that

4αF (X,Y ) = (2αX + βY )2 + ∆Y 2 ≡ 0 (mod m).

If gcd(m,Y ) > 1, then gcd(m,αX2) > 1 but this contradicts gcd(m,QF ) = 1. Therefore
gcd(m,Y ) = 1 and

((2αX + βY )Y −1)2 + ∆ ≡ 0 (mod m).

Choose an integer ν such that ν ≡ (2αX + βY )Y −1 (mod m) and ν2 + ∆ ≡ 0 (mod 4).
Since gcd(m, 2) = 1, we have 4m|ν2 + ∆. Now we define the binary quadratic form

M(x, y) = mx2 + νxy + ν2 + ∆
4m y2.

Since gcd(m,∆) = 1, M(x, y) is primitive. Thus g(x, y) is properly equivalent to some
f(x, y) = ax2 + bxy + cy2 ∈ SF . By definition, there exist integers u, v, r, s such that
us− rv = 1 and

M(x, y) = f(ux+ ry, vx+ sy). (4.4)

Therefore, m = M(1, 0) = f(u, v) = au2 + buv + cv2. By comparing the coefficients of xy
in (4.4), we deduce that

ν = 2aur + bus+ brv + 2cvs

and it follows that

νv = 2au(us− 1) + busv + brv2 + 2cv2s

≡ −2au− buvs+ brv2 (mod m)

≡ −(2au+ bv) (mod m).

Since ν ≡ (2αX + βY )Y −1 (mod m), we have

(2αX + βY )v ≡ −(2au+ bv)Y (mod m). (4.5)

Consequently by (ν2 + ∆)vY ≡ 0 (mod m) we obtain

(2au+ bv)(2αX + βY )−∆vY ≡ 0 (mod m). (4.6)

Now we have

m(mn) = (au2 + buv + cv2)(αX2 + βXY + γY 2) = aαW 2 +BWZ + B2 + ∆
4aα Z2

where
W =

(
u− B − b

2a v

)
X −

(
B − β

2α u+ (b+ β)B + ∆− bβ
4aα v

)
Y
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and
Z = αvX +

(
au+ b+ β

2 v

)
Y.

We claim that both W and Z are divisible by m. The second part follows from (4.5) and
the fact that gcd(m, 2) = 1. And

W = 1
4aα

(
(2au+ bv)(2αX + βY )−∆vY − 2BZ

)
.

hence the result follows from (4.6). Let

w = W

m
and z = Z

m
. (4.7)

Then w, z are both integers and n = aαw2 +Bwz + B2+∆
4aα z2. Then by (4.7) we have

(
au+ b+ β

2 v

)
w +

(
B − β

2α u+ (b+ β)B + ∆− bβ
4aα

)
z = X,

−αvw +
(
u− B − b

2a v

)
z = Y.

These equations also imply that gcd(u, v)| gcd(X,Y ) and gcd(z, w)| gcd(X,Y ), hence gcd(u, v) =
gcd(z, w) = 1.

Proof of (2):
One can easily verify that(

u− B − b
2a v

)
X −

(
B − β

2α u+ (b+ β)B + ∆− bβ
4aα v

)
Y = mw (4.8)

and
αvX +

(
au+ b+ β

2 v

)
Y = mz. (4.9)

These imply
(2αX + βY )v ≡ −(2au+ bv)Y (mod m).

and
(2au+ bv)(2αX + βY )−∆vY ≡ 0 (mod m).

Choose r, s so that us− rv = 1. Then the coefficient of xy in H(x, y) = f(ux+ ry, vx+ sy)
is congruent to ν (mod 4m). Moreover, the coefficient of x2 is au2 + buv + cv2 = m. By
considering H(x+ ky, y) for a suitable k, H(x, y), and hence f(x, y) is properly equivalent
to

M(x, y) = mx2 + νxy + ν2 + ∆
4m y2.
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Hence the choice of f(x, y) is unique.

Proof of (3), for ∆ > 4:
Now suppose ∆ > 4 and there is another tuple (u0, v0, w0, z0) that satisfies the require-

ment. If uv0 − u0v = 0, then u0 = ku, v0 = kv for some integer k and n = k2(au2 + 2buv +
cv2) = k2m. Hence k = ±1 and we are done.

Suppose uv0 − u0v 6= 0. Then

4am = (2au+ bv)2 + ∆v2 = (2au0 + bv0)2 + ∆v2
0. (4.10)

Then since
zm = αvX +

(
au+ b+ β

2 v

)
Y,

we have
au+ b+ β

2 v ≡ −(xy−1)αv (mod m)

and similarly for u0 and v0. Therefore(
au+ b+ β

2 v

)
v0 −

(
au0 + b+ β

2 v0

)
v ≡ −(xy−1)αvv0 + (xy−1)αv0v ≡ 0 (mod m).

Hence a(uv0 − u0v) ≡ 0 (mod m). By assumption we have gcd(m, a) = 1, so it follows that
m|(uv0 − u0v). Therefore from (4.10) we deduce that

(4am)2 =
(

(2au+ bv)(2au0 + bv0) + ∆vv0

)2
+ ∆

(
2a(uv0 − u0v)

)2

and (2au+ bv)(2au0 + bv0) + vv0 is a multiple of am. Thus,

16 =
((2au+ bv)(2au0 + bv0) + ∆vv0

am

)2
+ ∆

(2(uv0 − u0v)
m

)2
. (4.11)

But then
16 > 0 + 4∆ > 16

and this gives us a contradiction.

Proof of (3), for ∆ = 4:
If ∆ = 4, we can take SF = {x2 + y2} and B = β (note that β must be even). Then we
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have

u2 + v2 = m,

αw2 + βwz + γz2 = n,(
u+ β

2 v
)
w + γvz = X,

−αvw +
(
u− β

2 v
)
z = Y.

If (u, v, w, z) satisfies the above equations, it is straightforward to verify that all

(−u,−v,−w,−z),
(
v,−u, β2w + γz,−αw − β

2 z
)
,

(
− v, u,−β2w − γz, αw + β

2 z
)

satisfy them as well, and we claim these are all the possible solutions. Note that (4.11)
becomes

1 =
(
uu0 + vv0

m

)2
+
(
uv0 − u0v

m

)2

and it forces uu0 + vv0 = 0 and uv0 − u0v = ±m. Hence (u0, v0) = (v,−u) or (−v, u). To
find (w0, z0) now we can simply solve the system of linear equations.

Proof of (3), for ∆ = 3:
The case for ∆ = 3 follows similarly.

From Proposition 4.2.3, we are able to deduce the following factorization proposition for
our sequence (an).

Proposition 4.2.4. If gcd(m,n) = gcd(mn,QF ) = 1, we have

amn = 1
2
∑
f∈SF

∑
(w,z)∈Z2

f∗(w,z)=m
gcd(w,z)=1

∑
(u,v)∈Z2

f(u,v)=n
gcd(u,v)=1

λ(QF (u, v;w, z)) (4.12)

where
f∗(w, z) = aαw2 +Bwz + B2 + ∆

4aα z2.

and
QF (u, v;w, z) =

(
au+ b+ β

2 v

)
w +

(
B − β

2α u+ (b+ β)B + ∆− bβ
4aα v

)
z.

Here we assume that λ(`) = 0 if ` < 0. If ∆ = 3 or 4, the constant 1
2 before the summation

should be 1
6 and 1

4 respectively.
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Proof. Proposition 4.2.3 gives a 1 to 2 map (1 to 4 if ∆ = 4, 1 to 6 if ∆ = 3) from the set{
(X,Y ) ∈ Z2 | F (X,Y ) = mn

}
(4.13)

to the set{
(f, u, v, w, z) ∈ SF × Z4 | f(u, v) = m, f∗(w, z) = n, gcd(u, v) = gcd(w, z) = 1

}
. (4.14)

For the backward direction, if we have f(u, v) = m and f∗(w, z) = n, by Dirichlet compo-
sition they can produce X,Y ∈ Z such that F (X,Y ) = mn via(

au+ b+ β

2 v

)
w +

(
B − β

2α u+ (b+ β)B + ∆− bβ
4aα v

)
z = X,

−αvw +
(
u− B − b

2a v

)
z = Y.

Assume gcd(m,n) = gcd(u, v) = gcd(w, z) = 1. Then by (4.8) and (4.9), we have

gcd(X,Y )| gcd(mw,mz) = m

and similarly gcd(X,Y )|n. Thus gcd(X,Y ) = 1. This establishes the backward map from
(4.14) to (4.13) and hence (4.12) follows.
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Chapter 5

Type II Estimate

5.1 Outline

In this chapter we shall estimate B(X;Y, Z;χ) given in (2.11) by proving the following
proposition:

Proposition 5.1.1. Let F (x, y) = αx2 + βxy + γy2 ∈ Z[x, y] be a positive definite binary
quadratic form. Suppose q ∈ N and q 6 (logX)Q for some Q > 0. Let θ1, θ2 be two real
numbers such that 1/2 < θ1 < 1 and 0 < θ2 < 1− θ1. Then for Y = Xθ1 and Z = Xθ2 and
any C > 0,

B(X;Y, Z;χ)�C X(logX)−C .

Recall from (2.11) and (1.12) that

B(X;Y, Z;χ) =
∑∑
bd6X
b>Y

gcd(bd,PF )=1

µ(b)

∑
c|d
c>Z

Λ(c)

χ(bd)abd

and
aN =

∑∑
`∈N,m∈Z
F (`,m)=N

gcd(`,γm)=1

λ(`).

We assumed that |λ(`)| 6 logAX for some A > 0; for simplicity, here we might simply as-
sume that |λ(`)| 6 1 for all ` ∈ N. Then the general case follows by considering the weights(

λ(`)
logAX

)
.

At the end of the proof we will apply the following result by Helfgott, which is a special
case of Lemma 3.3.6 of [10].
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Lemma 5.1.2. Let Q(x, y) be a primitive positive definite quadratic form. Let H 6

(logX)N . Then for any h1, h2 (mod H), any A > 0 and sector S ⊂ R2,

∑∑
Q(x,y)6X

x≡h1 (mod H)
y≡h2 (mod H)

(x,y)∈S

µ(Q(x, y))�A,N X(logX)−A.

Here sector refers to any region S ⊂ R2 given by

S = {(x, y) ∈ R2 | θ1 6 arg(x+ yi) 6 θ2}

for some θ1, θ2 ∈ R. Helfgott proved this for the Liouville function λ but the same proof
also works for µ.

The proof of Proposition 5.1.1 is very long and we have divided it into three parts. The
first part, given in Section 5.2, reduces B(X;Y,Z;χ) to a much simpler sum. In the second
part, we apply Proposition 4.2.4 to unfold the multiplicative structure of amn; this will be
done in Section 5.3. The last part of the proof involves a series of technical calculations and
the application of Lemma 5.1.2. That will be covered in Section 5.4.

5.2 Part I: Reduction

We define θ = (logX)−2C and write

B(M,N) =
∑

M<m6M ′

gcd(m,PF )=1

∣∣∣∣∣∣∣∣∣
∑

N<n<N ′

gcd(n,PF )=1

µ(n)χ(mn)amn

∣∣∣∣∣∣∣∣∣ , (5.1)

where M ′ = eθM and N ′ = eθN . Using these sums for M = ejθZ and N = ekθY we get

|B(X;Y, Z;χ)| 6 (logX)
∑∑

θx<MN<X
M≥Z,N≥Y

B(M,N) +O
(
θX(logX)4

)
(5.2)

where the error term O(θX(logX)4) represents a trivial bound for the contribution of
µ(b)χ(bd)abd with θX 6 bd 6 e2θθX or X 6 bd 6 e2θX, which terms are not covered
exactly. Precisely, we have

∑∑
θX6bd6e2θθX

|abd| 6
∑

θX6N6e2θθX

τ2(N)� θ2X(logX)4
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and ∑∑
X6bd6e2θX

|abd| 6
∑

X6N6e2θX

τ2(N)� θX(logX)4

by Lemma 2.1.3 and (3.17). Next, we need to show that each short sum B(M,N) satisfies

B(M,N)� θ2X. (5.3)

In order to apply the factorization proposition, we need to somehow impose the extra
condition gcd(m,n) = 1 in B(M,N). Let Bd(M,N) denote the sum (5.1) restricted to
gcd(m,n) = d. We have

B(M,N) 6
∑
d<θ−1

Bd(M,N) +O
(
θ2X

)

where the error termO(θ2X) represents a trivial bound for the contribution of µ(n)χ(mn)amn
with gcd(m,n) ≥ θ−1. Note that

Bd(M,N) 6 B1(dM,N/d). (5.4)

Therefore, the proof of Lemma 5.1.1 is reduced to showing the estimate

B1(M,N)� θ3X (5.5)

holds for any M,N with M ≥ Z,N ≥ θY and θX < MN < X.

5.3 Part II: Applying the Factorization Proposition

Define κ(n) = µ(n)χ(n). The purpose of this section is to apply Proposition 4.2.4 to the
sum

B1(M,N) =
∑

M<m62M
gcd(m,PF )=1

∣∣∣∣ ∑
N<n<N ′

gcd(m,n)=1
gcd(n,PF )=1

κ(n)amn
∣∣∣∣.

Proposition 4.2.4 allows us to decompose amn into solutions of

f(u, v) = m, f∗(w, z) = n

where f∗ is the form constructed in Proposition 4.2.3,

f∗(x, y) = aαx2 +Bxy + B2 + ∆
4aα y2.
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Unfortunately, later in (5.8) we need to decompose the solutions of f∗(w, z) = n again in a
similar fashion. Therefore, we construct the set of binary quadratic forms Sf∗ in the same
way we construct SF by taking

Sf∗ = Sf∗
(
α
∏
f∈SF

f(1, 0)
)
.

We also pick an integer B such that

1. B ≡ b (mod 2a) for all ax2 + bxy + cy2 ∈ SF ;

2. B ≡ e (mod 2d) for all dx2 + exy + fy2 ∈ Sf∗ ;

3. B ≡ β (mod 2α); and

4. B2 + ∆ ≡ 0 (mod 4adα) for all ax2 + bxy + cy2 ∈ SF and dx2 + exy + fy2 ∈ Sf∗ .

Such B always exists since the coefficients of x2 of elements in SF or Sf∗ are distinct primes.
So B depends only on F and the choices of SF and Sf∗ . We can make our choices of SF and
Sf∗ canonical by ordering the forms by the sizes of their coefficients and using the smallest
prime available for coefficient of x2. In this way, the choice of B depends only on F . Finally,
we define PF by

PF = QF
∏
f∈SF

Qf∗ (5.6)

where Qf∗ is defined as in (4.3). Precisely,

Qf∗ = 2f∗(1, 0)f∗(0, 1)∆
∏

f∈Sf∗
f(1, 0).

Then the condition gcd(mn,PF ) = 1 would immediately imply gcd(mn,QF ) = 1 and
gcd(mn,Qf∗) = 1 all f ∈ SF . By Proposition 4.2.4, we can bound B1(M,N) by

B1(M,N) 6
∑
f∈SF

∑
M<f(u,v)62M

gcd(f(u,v),PF )=1
gcd(u,v)=1

∣∣∣∣ ∑
N<f∗(w,z)6N ′

gcd(f(u,v)PF ,f∗(w,z))=1
gcd(w,z)=1

κ(f∗(w, z))λ(QF (u, v;w, z))
∣∣∣∣ (5.7)

with
QF (u, v;w, z) =

(
au+ b+ β

2 v

)
w +

(
B − β

2α u+ (b+ β)B + ∆− bβ
4aα v

)
z.

We relax the condition gcd(f(u, v), f∗(w, z)) = 1 by the classical identity

∑
r| gcd(m,n)

µ(r) =

1 if gcd(m,n) = 1,

0 otherwise.
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Since n is squarefree, by Proposition 4.2.3 we can decompose f∗(w, z) = n as

g(u0, v0) = r, g∗(w0, z0) = n

r
(5.8)

for some g ∈ Sf∗ and we have the relations

(
du0 + e+B

2 v0

)
w0 +

((B + e)B + ∆−Be
4daα v0

)
z0 = w,

−aαv0w0 +
(
u0 −

B − e
2d v0

)
z0 = z.

(5.9)

The inner sum of (5.7) then becomes

∑
g∈Sf∗

∑
g(u0,v0)=r

µ(r)
∑

N<rg∗(w0,z0)<N ′
gcd(g∗(w0,z0),PF )=1

gcd(w0,z0)=1

κ(rg∗(w0, z0))λ(QF (u, v;w, z)).

Now it suffices to deal with

∑
r

[ ∑
g(u0,v0)=r

∑
M<f(u,v)62M

gcd(f(u,v),PF )=1
gcd(u,v)=1
r|f(u,v)

∣∣∣∣ ∑
N<rg∗(w0,z0)<N ′

gcd(g∗(w0,z0),PF )=1
gcd(w0,z0)=1

κ(rg∗(w0, z0))λ(QF (u, v;w, z))
∣∣∣∣ (5.10)

where w and z are determined by (5.9) and
∑[ is a summation over squarefree integers.

Next, we combine f(u, v) and g(u0, v0) via

f(u, v)g(u0, v0) = adP 2 +BPQ+ B2 + ∆
4ad Q2 = H(P,Q),

where

P =
(
u− B − b

2a v

)
u0 −

(
B − e

2d u+ (b+ e)B + ∆− be
4ad v

)
v0,

Q = dvu0 +
(
au+ b+ e

2 v

)
v0.

(5.11)

When (P,Q) and (u0, v0) are fixed, there is at most one pair (u, v) such that (5.11) holds.
Therefore the sum (5.10) is bounded by

∑
r

[
ρ(r)

∑
rM<H(P,Q)62rM
gcd(H(P,Q),PF )=1

r2|H(P,Q)

∣∣∣∣ ∑
N<rg∗(w0,z0)<N ′

gcd(g∗(w0,z0),PF )=1
gcd(w0,z0)=1

κ(rg∗(w0, z0))λ(QF (u, v;w, z))
∣∣∣∣.
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The above process is very similar to what we have done in (5.4), except now the calculation
involves binary quadratic forms. Before we move on, we need to express QF (u, v;w, z) in
terms of P,Q,w0, z0. By (5.9),

QF (u, v;w, z) =
(
au+ b+ β

2 v

)
w +

(
B − β

2α u+ (b+ β)B + ∆− bβ
4aα v

)
z

=
(
au+ b+ β

2 v

)[(
du0 + e+B

2 v0

)
w0 +

((B + e)B + ∆−Be
4daα v0

)
z0

]
+
(
B − β

2α u+ (b+ β)B + ∆− bβ
4aα v

)[
− aαv0w0 +

(
u0 −

B − e
2d v0

)
z0

]
.

With (5.11), this gives

QF (u, v;w, z) =
(
adP + B + β

2 Q

)
w0 +

(
B − β

2α P + ∆ +B2

4daα Q

)
z0.

To simplify our notations, we define

U = B − β
2α P + ∆ +B2

4daα Q, V = −adP − B + β

2 Q.

Then it is not difficult to check that

h(U, V ) := adU2 +BUV + α
∆ +B2

4daα V 2 = ∆ + β2

4α H(P,Q).

Therefore it suffices to prove that

∑
r

[
ρ(r)

∑
rM<h(P,Q)62rM
gcd(h(P,Q),PF )=1

r2|h(P,Q)

∣∣∣∣ ∑
N<rg∗(w0,z0)<N ′

gcd(g∗(w0,z0),PF )=1
gcd(w0,z0)=1

κ(rg∗(w0, z0))λ(z0P − w0Q)
∣∣∣∣� θ3X

for any M,N with M ≥ Z,N ≥ θY and θX < MN < X.

Before we end this section, we wish to clean up the ρ(r) in the first summation and
insert the condition gcd(P,Q) = 1 in our sum. The latter condition will be useful in (5.15).
First of all, estimating trivially, we find that the terms with r ≥ θ−3 contribute

O

θMN
∑
r>θ−2

τ(r)2r−2

 = O
(
θ4X(logX)4

)
.
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In the remaining terms, we ignore the conditions r2|h(P,Q), gcd(h(P,Q), PF ) = 1 and
obtain the bound

B1(M,N) 6
∑
r<θ−3

ρ(r)
∑

rM<h(P,Q)62rM

∣∣∣∣ ∑
N<rg∗(w0,z0)<N ′

gcd(g∗(w0,z0),PF )=1
gcd(w0,z0)=1

κ(rg∗(w0, z0))λ(z0P − w0Q))
∣∣∣∣

+O(θ3X).

Put
Cr(M,N) =

∑
M<h(P,Q)62M

∣∣∣∣ ∑
N<g∗(w0,z0)<N ′

gcd(g∗(w0,z0),PF )=1
gcd(w0,z0)=1

κ(rg∗(w0, z0))λ(z0P − w0Q)
∣∣∣∣.

Our goal is to show that Cr(M,N) = O(θ6X). We then write

Cc,r(M,N) =
∑

M<h(P,Q)62M
gcd(P,Q)=1

∣∣∣∣ ∑
N<g∗(w0,z0)<N ′

gcd(g∗(w0,z0),PF )=1
gcd(w0,z0)=1

κ(rg∗(w0, z0))λ(c(z0P − w0Q))
∣∣∣∣.

Then using the trivial bound Cc,r(M,N)� θMN , we have

Cr(M,N) =
∑
c>1
Cc,r(M/c2, N) =

∑
16c6θ4

Cc,r(M/c2, N) +O(θ5X).

In conclusion, it then suffices to give a bound of the shape

Cc,r(M,N)� θ6MN

for every c, r,M,N with c < θ−4, r < θ−3,M > θ8Z,N > θ4Y, and θ9X < MN < X. The
precise powers of θ only have minor effects on our argument, since we will be able to save an
arbitrary power of logX at the end. Our assumptions in Proposition 5.1.1 guarantee that
M,N satisfy N ε < M < N1−ε for some small ε > 0. This assumption will be used in (5.21)
and (5.25) and we will give a bound of the form

Cc,r(M,N)�j MN(logN)−j (5.12)

for arbitrary j > 0. We leave the final calculation to the next section.

52



5.4 Part III: Final Calculation

Let A =
√
N/r,B =

√
M and κ(u, v) = κ(rg∗(u, v)). Then κ(u, v) is supported in the

annulus A2 < g∗(u, v) 6 4A2. A simple application of Cauchy-Schwarz inequality gives

|Ccr(M,N)| 6
∑
`

|λ(`)|
∑

M<h(w,z)<2M
gcd(w,z)=1

∣∣∣∣ ∑
vw−uz=`

κ(u, v)
∣∣∣∣

6 A1/2B3/2D(κ)1/2,

where

D(κ) =
∑

(w,z)∈Z2

gcd(w,z)=1

ψ(w, z)
∑
`

∣∣∣∣ ∑
Q(u,v;w,z)=`

κ(u, v)
∣∣∣∣2 (5.13)

and
Q(u, v;w, z) = vw − uz.

Here ψ(w, z) can be any non-negative function with ψ(w, z) ≥ 1 if B2 6 h(w, z) 6 4B2. We
assume that ψ(w, z) takes the form Ψ(h(w, z)), where

0 6 Ψ(t) 6 1,Ψ(t) = 1 if B2 6 t 6 4B2,

supp Ψ ⊂ [B2/4, 9B2],Ψ(j) � B−2j .

Our desired estimate for D(κ) is A3B with a saving of an arbitrary power of logN . Since `
runs over all integers (without any restriction), after squaring we obtain

D(κ) =
∑

(w,z)∈Z2

gcd(w,z)=1

ψ(w, z)
∑

Q(u,v;w,z)=0
(κ ∗ κ)(u, v), (5.14)

where
(κ ∗ κ)(u, v) =

∑
(s1,t1)−(s2,t2)=(u,v)

κ(s1, t1)κ(s2, t2).

This equality follows because Q(u, v;w, z) is a bilinear form. Note that

(κ ∗ κ)(0, 0)� A2.

The orthogonality relation Q(u, v;w, z) = 0 in (5.14) is equivalent to

(u, v) = (cw, cz) (5.15)
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for some rational integer c ∈ Z. It thus follows that

D(κ) =
∑
c∈Z

∑
(w,z)∈Z2

gcd(w,z)=1

ψ(w, z)(κ ∗ κ)(cw, cz)

=D0(α) + 2D∗(κ),

(5.16)

say, where D0(κ) denotes the contribution of c = 0 and D∗(κ) that of all |c| > 0. Thus

D0(κ) = ‖κ‖2
∑

(w,z)∈Z2

gcd(w,z)=1

ψ(w, z)� A2B2 (5.17)

and
D∗(κ) =

∑
(s,t)6=(0,0)

ψ

(
s

gcd(s, t) ,
t

gcd(s, t)

)
(κ ∗ κ)(s, t). (5.18)

We trade the primitivity condition for congruence conditions by means of Möbius inversion,
getting

D∗(κ) =
∑
b,c>0

µ(b)D(κ; b, c) (5.19)

where
D(κ; b, c) =

∑
(s,t)≡(0,0) (mod bc)

ψ

(
s

c
,
t

c

)
(κ ∗ κ)(s, t). (5.20)

Note that g∗(s, t) 6 2A (from the support of α) and cB/2 < g∗(s, t) < 3cB (from the
support of ψ). Observe that these imply that c < 4AB−1, otherwise D(κ; b, c) is zero. Let
Ξ be a parameter such that

1 6 Ξ 6 4AB−1 = C, (5.21)

say. We will take Ξ to be a power of logN at the end and this explains why N needs to be
larger than M , say N1−ε > M . By the trivial bound

D(κ; b, c)� A2B2b−2

we see that the terms with b ≥ Ξ or c 6 CΞ−1 contribute at most O(A3BΞ−1) to D∗(κ) so

D∗(κ) =
∑
b6Ξ

µ(b)
∑

CΞ−1<c<C

D(κ; b, c) +O
(
A3BΞ−1

)
. (5.22)
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Our next step is to rewrite ψ(s/c, t/c) in D(κ; b, c) so that we can completely forget about
the support of ψ. If h(w, z) = Dw2 + Ewz + Fz2 with D > 0, then

ψ(w, z) = Ψ
((2Dw + Ez)2 + (4DF − E2)z2

4D

)
= Ψ

((2Dw + Ez

2
√
D

)2
+
(√|∆|z

2
√
D

)2)
.

Then we can define
ψ0(w, z) = ψ

(√|∆|w − Ez√
D|∆|

,
2
√
Dz√
∆

)
.

This gives

ψ(w, z) = ψ0

(2Dw + Ez

2
√
D

,

√
|∆|z

2
√
D

)
and ψ0(w, z) = Ψ(w2 + z2).

Hence if we define

φ(x, y) =
∫ ∞
−∞

∫ ∞
−∞

ψ0(w, z)e(−(xw + yz)) dw dz,

by a standard change of variables we obtain

φ(x, y) =
∫ ∞
−∞

∫ ∞
−∞

ψ

(2Dw + Ez

2
√
D

,

√
|∆|z

2
√
D

)
e(−(xw + yz)) dw dz.

As φ(x, y) depends only on x2 + y2, we can set φ(x, y) = Φ(x2 + y2). By inversion and an
another change of variables, we deduce that

ψ(w, z) = ψ0

(2Dw + Ez

2
√
D

,

√
|∆|z

2
√
D

)
=
∫ ∞
−∞

∫ ∞
−∞

φ(x, y)e
(
x · 2Dw + Ez

2
√
D

+ y ·
√
|∆|z

2
√
D

)
dx dy

= 2√
|∆|

∫ ∞
−∞

∫ ∞
−∞

φ

(
x√
|D|

,− Ex√
D|∆|

+ 2
√
Dy√
|∆|

)
e(xw + yz) dx dy

= 2√
|∆|

∫ ∞
−∞

∫ ∞
−∞

Φ
(4h(−y, x)

|∆|

)
e(xw + yz) dx dy.

Thus
ψ

(
w

c
,
z

c

)
= 2c2√

|∆|

∫ ∞
−∞

∫ ∞
−∞

Φ
(4c2h(−y, x)

|∆|

)
e(xw + yz) dx dy (5.23)

and consequently

D(κ; b, c) = 2c2√
|∆|

∫ ∞
−∞

∫ ∞
−∞

Φ
(4c2h(−y, x)

|∆|

)
Sbc(x, y) dx dy
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where

Sd(x, y) =
∑

(s,t)≡(0,0) (mod d)
(κ ∗ κ)(s, t)e(xs+ yt)

=
∑∑

s1≡s2 (mod d)
t1≡t2 (mod d)

κ(s1, t1)κ(s2, t2)e(xs1 + yt1)e(−xs2 − yt2)

=
∑

d1,d2 (mod d)

∣∣∣∣ ∑
s≡d1 (mod d)
t≡d2 (mod d)

κ(s, t)e(xs+ yt)
∣∣∣∣2.

By (9.14) of [5],

c2Φ
(4c2h(−y, x)

|∆|

)
� c2B2

(1 + c2B2h(−y, x))3/2 �
A2Ξ

(1 + h(−y, x)A2)3/2 .

Hence
D(κ; b, c)� ΞA2

∫ ∞
−∞

∫ ∞
−∞

H(x, y)Sbc(x, y) dx dy

where
H(x, y) = 1

(1 + h(−y, x)A2)3/2 .

By grouping d = bc and setting D = CΞ, we obtain from (5.22)

D∗(α)�MΞ3
∫ ∞
−∞

∫ ∞
−∞

H(x, y)
( ∑
d6D

d2Sd(x, y)
)
dx dy +A3BΞ−1. (5.24)

To account for the large d appearing in the above sum, we need to invoke Proposition 15
of [5].

Proposition 5.4.1. Suppose A > D > 1. Let f be a complex-valued function on Z[i]
supported on the disc |z| 6 A. Define

Sf (D) =
∑
d6D

d2 ∑
δ (mod d)

∣∣∣∣ ∑
z≡δ (mod d)

f(z)
∣∣∣∣2.

Then for any G > 1 we have

Sf (D) 6 2DSf (G) +Oε(AD(D1+ε +AGε−1)||f ||2) (5.25)

where
||f || =

∑
|z|6A

|f(z)|2.
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For m+ ni ∈ Z[i], we take f(m+ ni) = κ(m,n)e(xm+ yn). Thus

∑
d6D

d2Sd(x, y) 6 2αD
∑
d6G

d2Sd(x, y) +O(A5B−1ΞGε−1) (5.26)

where
Dd(κ) =

∫ ∞
−∞

∫ ∞
−∞

H(x, y)Sd(x, y) dx dy.

Similar to Ξ, we expect G is a power of logN . To apply (5.25) we need DG < A1−ε, which
is valid if B > Aε. By taking G = Ξ6 and substituting (5.17), (5.24) and (5.26) into (5.16),
we arrive at

D(κ)� ABΞ4 ∑
d6Ξ6

d2Dd(κ) +A2(B2 +ABΞ−1)

where

Dd(κ) =
∫ ∞
−∞

∫ ∞
−∞

H(x, y)Sd(x, y) dx dy

=
∑

(s,t)≡(0,0) (mod d)
(κ ∗ κ)(s, t)

∫ ∞
−∞

∫ ∞
−∞

H(x, y)e(xs+ yt) dx dy.

Our final obstacle is to develop an estimate of Dd(κ) for small values of d. Here the
modulus d is less than a power of logN , which is analogous to the classical Siegel-Walfisz
theorem. As in (5.23), after some changes of variables the above integral can be expressed
as ∫ ∞

−∞

∫ ∞
−∞

H(x, y)e(xw + yz) dx dy = 2π
A2 exp

(
− 4π

√
h(w, z)

A
√
|∆|

)
.

This gives

Dd(κ) = 2πA−2 ∑∑
s1≡s2 (mod d)
t1≡t2 (mod d)

κ(s1, t1)κ(s2, t2) exp
(
− 4π

√
h(s1, t1; s2, t2)
A
√
|∆|

)

where
h(s1, t1; s2, t2) = h(s1 − s2, t1 − t2).

Note that

Dd(κ)� max
d1,d2 (mod d)

max
N<g∗(s0,t0)<N ′

∣∣∣∣ ∑
(s,t)≡(d1,d2) (mod d)

N<g∗(s,t)<N ′

µ(g∗(s, t))χ(g∗(s, t)) exp
(
− 4π

√
h(s, t; s0, t0)
A
√
|∆|

)∣∣∣∣.

57



Hence it suffices to show that

∑
(s,t)≡(d1,d2) (mod d)

N<g∗(s,t)<N ′

µ(rg∗(s, t))χ(rg∗(s, t)) exp
(
− 4π

√
h(s, t; s0, t0)
A
√
|∆|

)
� Nη.

Define η = (logN)−j . We can divide the region N < g∗(s, t) < N ′ into non-overlapping
sectors of the form

R(Z, ξ) = {(s, t) ∈ Z2 : Z −
√
Nη < g∗(s, t) 6 Z, ξ < arg(s+ ti) 6 ξ + η}

and there are at most η−2 regions. For a fixed (S, T ) ∈ R(Z, ξ) and any (s, t) ∈ R(Z, ξ), we
always have

exp
(
− 4π

√
h(s, t; s0, t0)
A
√
|∆|

)
= exp

(
− 4π

√
h(S, T ; s0, t0)
A
√
|∆|

)
+O(η).

Hence it suffices to show that

∑
(s,t)∈R(Z,ξ)

(s,t)≡(d1,d2) (mod d)
gcd(g∗(s,t),r)=1

µ(g∗(s, t))χ(g∗(s, t))� Nη3.

The proof is complete by applying Lemma 5.1.2.
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Chapter 6

Proof of the Main Theorem

With all these ingredients we can prove our main theorems and corollaries.

Proof of Proposition 1.1.2. Define Y = X5/7, Z = X1/7. Combining Proposition 2.3.1 with
Proposition 3.1.1 and Proposition 5.1.1, we have shown that

P (X;χ) =
∑
N6X

gcd(N,PF )=1

∑
`

λ(`;N)(HF,q(`)+δ`(N ;Y, Z))+P (Z;χ)+OA,B,F,Q(X(logX)−B).

By estimating δ`(N ;Y,Z) using (2.13) and P (Z;χ) using Lemma 2.1.3, we deduce that

P (X;χ) =
∑∑
`∈N,m∈Z
F (`,m)6X

gcd(`,γm)=1
gcd(F (`,m),PF )=1

λ(`)χ(F (`,m))Λ(F (`,m))

=
∑∑
`∈N,m∈Z
F (`,m)6X

gcd(`,γm)=1
gcd(F (`,m),PF )=1

λ(`)χ(F (`,m))HF,q(`) +OA,B,F,Q(X(logX)−B).
(6.1)

The condition gcd(`, γm) = 1 and gcd(F (`,m), PF ) = 1 on the first line can be removed
(with an acceptable error) due to the presence of Λ(F (`,m)).

Proof of Theorem 1.1.3. Define λ(`) = Λ(`) if ` ≡ b (mod q) and λ(`) = 0 otherwise. Then

HF,q(`) =
∏

p-`qPF

(
1− ρ(p)

p

)(
1− 1

p

)−1 ∏
p|`qPF

(
1− 1

p

)−1

=
∏
p

(
1− ρ(p)

p

)(
1− 1

p

)−1 ∏
p|`qPF

(
1− ρ(p)

p

)−1

=
∏
p

(
1− ρ(p)

p

)(
1− 1

p

)−1 ∏
p|qPF

(
1− ρ(p)

p

)−1 ∏
p|`,p-qPF

(
1− ρ(p)

p

)−1
.
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Define θ(`) to be the third product in the last line. Then if ` is a power of p and p - qPF ,
we have

θ(`) = p

p− ρ(p) = 1 +O

(1
p

)
.

Thus ∑∑
`∈N,m∈Z
F (`,m)6X

λ(`)χ(F (`,m))Λ(F (`,m))

= HF,q

∑∑
`∈N,m∈Z
F (`,m)6X

gcd(`,γm)=1
gcd(F (`,m),PF )=1

λ(`)χ(F (`,m)) +OA,F,Q(X(logX)−A) (6.2)

where
HF,q =

∏
p-qPF

(
1− ρ(p)

p

)(
1− 1

p

)−1 ∏
p|qPF

(
1− 1

p

)−1
.

Next, by using Möbius inversion, the double summation in the right side of (6.2) can be
rewritten as

∑∑
`∈N,m∈Z
F (`,m)6X

gcd(`,γm)=1
gcd(F (`,m),PF )=1

λ(`)χ(F (`,m)) =
∑
d|PF

µ(d)
∑
N6X

N≡0 (mod d)

aNχ(N).

If gcd(d, q) = 1, the summation over N is in fact Ad(X;χ) in (3.15). Hence by (3.15) and
(3.16),

∑∑
`∈N,m∈Z
F (`,m)6X

gcd(`,γm)=1
gcd(F (`,m),PF )=1

λ(`)χ(F (`,m)) =
∑
d|PF

gcd(d,q)=1

µ(d)Ad(X;χ)

=
∑
d|PF

gcd(d,q)=1

µ(d)Md(X;χ) +O(R(X,PF ;χ)).

The condition gcd(`, γmd) = 1 inMd(X;χ) is negligible. Therefore by Proposition 3.4.1,

∑∑
`∈N,m∈Z
F (`,m)6X

λ(`)χ(F (`,m))Λ(F (`,m)) = Hq

∑∑
`∈N,m∈Z
F (`,m)6X

λ(`)χ(F (`,m)) +OA,F,Q(X(logX)−A).
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Using the orthogonality of χ and definition of λ(`), it gives

∑∑
`∈N,m∈Z
F (`,m)6X

F (`,m)≡a (mod q)
`≡b (mod q)

Λ(`)Λ(F (`,m)) = Hq

∑∑
`∈N,m∈Z
F (`,m)6X

F (`,m)≡a (mod q)
`≡b (mod q)

Λ(`) +OA,F,Q(X(logX)−A).

Finally, the result follows from the prime number theorem in arithmetic progression

∑
`∈N

F (`,m)6X
`≡b (mod q)

Λ(`) = 1
φ(q)

∑
`∈N

F (`,m)6X

Λ(`) +OA(X(logX)−A).

The implied constant is ineffective since we applied Siegel’s theorem.

Proof of Corollary 1.1.4. Simply take q = a = b = 1.

Proof of Corollary 1.1.5. Without loss of generality we assume that G(`,m) = `. Then for
every prime p, there are `,m ∈ Z such that p - ` and p - F (`,m). Therefore ν ≡ m`−1

(mod p) would be a solution to

F (1, ν) 6≡ 0 (mod p).

This implies ρ(p) < p for all p. By Corollary 1.1.4, we have H > 0 and the result follows.
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