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1,2,3,4 tell me how to grow more: A position paper on children, design
ethics and biowearables
Alissa N. Antle ∗, Alexandra Kitson
School of Interactive Arts and Technology, Simon Fraser University, Surrey, B.C., Canada

a b s t r a c t

Driven by the rapid pace of technical innovation in biosensing, artificial intelligence, the Internet of 
Things and wearable computing, the next generation of smart devices will be worn on-body, eventually 
becoming implanted. The increasing presence of these new forms of interactive technologies, known 
as biowearables, in children’s lives poses critical ethical concerns. In this position paper, we take a 
design ethics perspective to identify and describe four cases of ethical importance associated with 
biowearables, children, and long-term use. The cases concern potential negative impacts of specific 
aspects of biowearables on children’s identity formation, the development of autonomy and agency, 
and what sources of information children turn to for authority about themselves. Drawing on ethical 
discourse related to emerging technologies and biowearable computing, we present prospective 
guidance for designers, where it is available. Where guidance is nascent or missing, we propose future 
research areas that could be addressed. In particular, we propose the importance of teaching children 
about computer ethics through hands-on critical reflection during design and technology activities. 
Our results will be of interest to the human–computer interaction community as well as to technology 
developers, educators, parents and those involved in policy formation around emerging technologies.
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1. Introduction and social importance

The increasing presence of biowearables in children’s lives
poses critical ethical questions for researchers and designers.
Ethical discourse related to the parent domains of biowearables
is nascent, spread across communities, and largely targets adults.
Social scientists, ethicists and technology researchers have scram-
bled to keep up with the impacts of always connected culture
on humans, and little research anticipates this next generation of
connected, on-body technologies.

Biowearables’ capabilities to sense the wearer’s physiological
and psychological processes and capture this as biodata are in-
creasing almost as fast as the sales of wearable devices. In some
areas of the developing world, sales of smartwatches far exceed
that of other computation devices.1 Tomorrow’s children will
grow up connected and also sensed, analyzed and augmented.
Their biodata will be commodified; fed into apps that will impact
everything from their food intake and footstep count to the
formation of their identity, who they turn to for authority about
themselves, and perhaps even their very personhood. As biowear-
ables move out of the research lab and into the marketplace it is
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1 https://www.forbes.com/sites/paullamkin/2018/10/23/smart-wearables-
arket-to-double-by-2022-27-billion-industry-forecast/#2d92f2f62656.
 t
imperative to explore the ethical and social implications of these
emerging technologies.

Much human–computer interaction (HCI) research involves
the development of prototypes of emerging technologies that
serve as research instruments to study HCI. Research may in-
vestigate the impact that interaction has on lived experiences,
from productivity and entertainment to identity formation and
moral development. What HCI researchers do impacts people—
individuals as well as society and as such HCI inherently has
ethical dimensions. For example, during HCI research, designers
transmit human values, either intentionally or not, into the tech-
nologies they create (Friedman & Hendry, 2019). In turn, these
nfluences interact with contextual and societal factors during
he use of technologies (Peters, Calvo, & Ryan, 2018). Prototyping
n HCI research is often mistaken as a precursor to commercial-
zation of products. Instead, as Harrison points out, the greater
mpact of early stage innovative HCI research is that it explores
ossibilities, identifies opportunities, and builds a shared vision
nd talent pipeline (Harris, 2019). In emerging technology areas,
CI research builds momentum until the technology appears to

‘burst forth’’ in industry and the public imagination, looking
ike the technology had been there all along. In this model of
nnovation, the window of opportunity for HCI researchers to
ave impact may be before or early on in the development
f commercial products. In designing and studying biowearable
echnologies researchers are designing new ways of being that
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set the stage for commercial technologies of tomorrow. In doing 
o, they are often creating future situations that require ethical 
onsideration now, during the early to mid phase HCI research.
While the quest to create new applications for emerging tech-

ology platforms that positively support children’s health and 
well-being seems laudable, the applications, algorithms and tech-
nologies that researchers invent, and that operate on users’ data, 
are not neutral. As Friedman suggests, these technologies have 
a positionality (Friedman & Hendry, 2019). However, designers 
and creators of these technologies rarely focus on the values they 
ay express through technology design. Recently there has been

 turn in HCI research to examine these values (e.g., Howell, 
huang, De Kosnik, Niemeyer, & Ryokai, 2018). However, without 
thical guidance targeted at designers, many of the values that 
ill eventually be embedded in commercial apps will be those 

of software development companies, whose primary goals are 
conomic. Largely, the goals of all app developers are to capture 

and capitalize on the end-users’ attention. As Harris points out, 
he best app developers succeed economically because they cre-
te a dependency with end-users (Harris, 2019). If we consider 
his claim in the emerging area of biowearables, an unsettling 
picture emerges. Instead of competing for users’ screen time – as 
do Facebook, TikTok, YouTube – this new class of apps competes
for users’ attention about themselves, and it does so through 
the collection and commodification of their biodata. Without 
governance targeted to restrict usage, biodata can be processed 
to understand, predict and control users’ behaviors. What better 
ay to capture a market than to have access to their biodata?

n order to avoid normative economic goals driving biowear-
ble development, HCI researchers have a unique opportunity to 
roactively influence technology development towards economic 
odels of ethical innovation that support human flourishing and 
ell-being rather than business models based on capturing the 
ttention of end-users.
While children’s personal data may be protected by gover-

ance, e.g., COPPA,2 the impact of processing users’ biodata and 
sending it back to them through apps designed to help them
tudy more effectively, eat better, exercise more and even man-
ge their screen time, is completely unknown. Imagine this sce-
ario we developed based on a conversation with an HCI col-
eague about her 12-year old son and his smartwatch. A middle 
chool aged child in 2025 is given a biowearable device for 
hristmas. She installs an app called Healthy Tummy. After a 
eek of monitoring her blood, it has analyzed her gut biome 
nd begins to present information to her about what she should 
at to improve her overall health, immune system and emotional 
tate. As she uses the app, she begins to wonder, what does 
t say about me if I do not make these changes? How am I
mpacting millions of living creatures every time I eat? Who am 
 if I consist of a massive biome of creatures? What will happen 
f I do not follow the app’s advice? What if as I age I become 
epressed like my father, or have memory loss from dementia
ike my grandmother? Her anxiety level begins to rise, and the 
pp registers this, urging her to increase her daily mindfulness 
xercises. In response to stress and the desire for control, she 
egins to limit her food intake. She is ten years old and will 
pend a lifetime battling anorexia nervosa. Of course, this is an 
extreme scenario, but fictional scenarios can reveal unanticipated
consequences of biowearables designed to improve well-being.

While design ethics issues that have been raised about other
interactive technologies for children, including concerns about 
privacy, consent, confidentiality and security, all apply here, the 
biosensing capabilities of biowearables raise new issues as well

2 https://www.ftc.gov/enforcement/rules/rulemaking-regulatory-reform-
roceedings/childrens-online-privacy-protection-rule.
 h
as necessitating new takes on existing issues. Part of these unique
concerns arises from values and normative assumptions that may
be implicit in the model used to design biowearable applications,
which when used by children over time may have negative or un-
foreseen impacts on their lives and their development into adults.
Biowearables that record, track and advise on biological processes
and states may impact developing children and youth in a variety
of ways. In particular, ongoing monitoring, assessment and feed-
back will likely reinforce the values and assumptions embedded
in applications, with potential adverse effects on the development
of children depending on what those values and assumptions are.
For example, models based on normative assumptions around
productivity and optimization of health may value adherence
to pre-set targets (e.g., low heart-rate, high step-count) and the
attainment of achievement-based goals (e.g., productive train-
ing, minimal stress), which may or may not be appropriate for
any particular child. A challenge of research in design ethics
and an emerging technology, such as biowearables, is that there
are few studies of actual use, therefore most negative impacts
must be deduced from available evidence, extended to future
use scenarios—an approach we take here. However, our work is
also grounded in what is known about factors that may lead to
negative impacts on children and youth.

We propose that the motivations of economics combined with
the lack of governance, the unexplored possible impacts of nor-
mative values, and other ethical issues inherent in biowearables
creates an unprecedented, urgent and widespread yet largely
invisible societal concern. How may these devices impact end
users over time, in particular when those users are children or
youth? If we wait until we have clinical or psychological studies
that show impact, we put entire generations at risk (Gasper,
2018). As Illes says in her book, Neuroethics, it is imperative that
we take a future-looking, pragmatic ethical stance on the impact
these technologies may have (Illes, 2017).

The need to focus on identifying ethical areas of concern
based on potential negative impacts of biowearable use on child
development began during the first author’s research designing
a technology-mediated mental health intervention. A wearable
electroencephalogram (EEG) headset3 was used to create a simple
biofeedback system (i.e., brain computer interface (BCI)), which
was the focus of an intervention to help young children living in
poverty learn and practice self-regulation—details in Antle (2017),
Antle, Chesick, Sridharan, and Cramer (2018). This research gar-
nered attention from a neuro-ethicist, who invited the first author
to a Neuroethics workshop, resulting in a collaboration that fo-
cused on identifying ethical issues related to involving children
with neurodevelopmental disorders in biomedical research (Illes
et al., 2019). The first author, now sensitized to child-specific eth-
ical concerns related to technology research, then identified six
areas of ethical concern related to biowearables in general. Each
area concerned potential adverse impacts that might result from
normative assumptions that underlie many of this type of bio-
data tracking and monitoring applications and which might have
a negative impact on a particular aspect of children’s develop-
ment. In this paper, due to scope, we focus on exploring four areas
of ethical concern related to children’s developing identity, au-
tonomy, agency and understanding of authority. We conceptualize
our argument through a lens of individual child development and
examine how biowearable design decisions and features might
adversely impact individual children who use these devices, in
contrast to taking broader lenses such as socio-cultural or socio-
economic perspectives. We do not suggest that the four cases
we present are definitive or comprise a comprehensive list, but

3 http://neurosky.com/2017/06/introducing-the-brainlink-pro-an-eeg-
eadset-for-those-with-mental-wellness-on-their-mind.

https://www.ftc.gov/enforcement/rules/rulemaking-regulatory-reform-proceedings/childrens-online-privacy-protection-rule
https://www.ftc.gov/enforcement/rules/rulemaking-regulatory-reform-proceedings/childrens-online-privacy-protection-rule
http://neurosky.com/2017/06/introducing-the-brainlink-pro-an-eeg-headset-for-those-with-mental-wellness-on-their-mind
http://neurosky.com/2017/06/introducing-the-brainlink-pro-an-eeg-headset-for-those-with-mental-wellness-on-their-mind
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rather that they are a starting point to think deeply about how the 
inds of biowearable systems being created may impact children.
To explore this ethical space we posited three research ques-

ions: (1) In what ways do biowearables pose a threat to children’s
dentity, autonomy, agency, and authority? (2), What guidance is
vailable to designers around these issues that will help steer the de-
ign of biowearables towards a positive agenda focused on children’s 
ell-being as they develop? And (3) What research opportunities 
xist that might identify more areas of potential ethical areas of 
oncern of biowearables on children’s lived experiences?
To begin to address these questions we first present an 

verview of what is known from the literature related to emerg-
ing technologies and ethical issues, focusing on children and 
biowearables where available, and identifying guidance, where 
it exists, that may be generalizable to biowearables and children.

. Related work

.1. Overview: CCI, ethics and well-being

Ethics in Child–Computer Interaction (CCI) is poorly defined 
n part due to the interdisciplinary nature of research in this area 
and a lack of shared theoretical understanding of ethics (Chan, 
2018; Van Mechelen, Baykal, Christian Dindler, & Iversen, 2020). 
n a review of the past 18 years of ethics in CCI, researchers
ound no explicit definition of ethics (Van Mechelen et al., 2020). 
ne paper divides ethics into procedural ethics versus ethics-
n-practice (Phelan & Kinsella, 2013). Procedural ethics seeks 
nstitutional approval with an informed consent process. Ethics-
n-practice is researchers making judgments and decisions in 
eal-time through careful observation, awareness, and sensitivity. 
an Mechelen et al. then go on to describe eight different types of 
thics based on their review: formal procedural research ethics,
nformal procedural research ethics, situational ethics, participa-
ion ethics, design ethics, everyday ethics, teaching design ethics, 
nd teaching everyday ethics. In this paper, we focus on design 
thics (Van Mechelen et al., 2020).
Design ethics, or ethics of technology, considers the actual 

r potential impact of technology on children’s well-being. The 
erm ‘‘well-being’’ is also not well defined in the literature. 
ubjective well-being generally involves life satisfaction, the pres-
nce of positive mood, and the absence of negative mood. Re-
earchers have validated several measures of well-being, in-
luding neuroimaging, biological markers, and self-report (for 
 review see Diener (2000)). Many factors may impact reports
f well-being, including: individual emotions, genes, physical 
ealth, environmental and cultural differences. Thus, it is impor-
ant to consider a multidimensional model of well-being. In terms 
f designing and developing technology for well-being, Calvo 
nd Peters suggest drawing on different theoretical lenses of 
ell-being and advise researchers to ground projects in existing 
esearch and theory or else risk harm (Calvo & Peters, 2014).

One model of children’s well-being was proposed by Amer-
jckx and Humblet, who suggest that a child’s well-being lies
t the center of five dimensions: positive–negative, hedonic–
udaimonic, subjective–objective, spiritual-material and 
ollective-individual (Amerijckx & Humblet, 2014). Another model
f well-being is derived from self-determination theory, and pro-
oses that autonomy, competence, and relatedness needs must 
e satisfied in order to foster well-being and human flourish-
ng (Ryan & Deci, 2000). A third model that is more practice-based 
ncludes a range of characteristics that contribute to well-being 
nd healthy psychological development including developing: 
he ability to self-regulate, feelings of connectedness, resilience 
gainst anxiety and depression, a sense of positive self-worth and
 b
confidence, and skills that contribute to positive emotions, sta-
bility, and perceived safety.4 In our paper, we take this broadest
of perspectives on what constitutes well-being through healthy
development to consider a range of values, needs, cultural norms
and individual factors.

Design ethics raises critical awareness about the actual and
potential impact of technology on children’s lives and society at
large. According to Van Mechelen et al. only 8% of IDC papers
address design ethics and teaching children about these issues
is an explicit learning goal in only 1% of papers (Van Mechelen
et al., 2020). Therefore, there is a need for addressing design
thics as an overall concern in CCI. Even within design ethics,
here are many topics. In this paper, we focus on four ethical areas
f concern regarding ways that biowearable technology could
egatively impact children as they develop their sense of identity,
utonomy, agency and sources of authority about themselves.
Next, we summarize data-centric ethical issues related to

iowearables. We then summarize ethical issues from a per-
pective of design ethics focusing on emerging technologies in
eneral, which is then followed by a section on design ethics
n specific contexts. These sections are largely related to issues
ith adults since there is so little literature related to children,
owever, we provide this work to orient the reader to the larger
ialog. Lastly, we present the nascent literature on design ethics,
iowearables and children.

.2. Data-centric ethical issues and biowearables

Much of the conversation on the ethics of biowearables has
een data centric—how data is handled, secured, owned, and pro-
essed. Most biowearable systems come as black boxes that make
t difficult to access data and see how it was processed (Tuovinen
Smeaton, 2019). That restricted access might mean that users
ave little to no access to verifiable evidence of their physiological
ata. When the reliability of the data is uncertain and with no
nderstanding of how the system works, there is little trust in
he system (Knowles, Smith-Renner, Poursabzi-Sangdeh, Lu, &
labi, 2018; Merrill, Chuang, & Cheshire, 2019). For example,

several sleep trackers claim that quantified data is somehow
superior to qualitative impressions, when in reality both are
prone to error (Crawford, Lingel, & Karppi, 2015). There is a bias
towards thinking the quantified self is somehow more accurate
than self-reports.

In terms of data privacy and security, several papers have
highlighted the danger of physiological data acting as a biometric
‘‘fingerprint’’ of individuals that could be used in negative ways
such as advertisements, medical diagnoses, and job hiring (Bye,
Hosfelt, Chase, Miesnieks, & Beck, 2019). In seniors, there is
concern about identity theft from physiological data (Courtney,
008). Technologies that used to be thought of as anonymized,

such as brain imaging data and movement, we can now de-
code with Machine Learning algorithms (Miller, Hermes, & Staff,
2020; Nakazawa et al., 2016). Therefore, there is the potential to
use identifiable physiological data in a harmful way; especially
for children this has implications for policy, e.g., COPPA, and
responsible research.

The data centric focus on biowearable ethics has been largely
covered above—for reviews see Chang, Xu, Wong, and Mendez
(2019), Tuovinen and Smeaton (2019). What has been more ne-
glected in the literature is the potential impact of biowearable
technology on the self—that is design ethics, which is the fo-
cus of our exploration. In the following subsection, we more
broadly review the available work on design ethics and emerg-
ing technologies, and then briefly discuss what little research is
specifically done with children.

4 https://www.childhealthindicatorsbc.ca/overview/dimensions-health-well-
eing.

https://www.childhealthindicatorsbc.ca/overview/dimensions-health-well-being
https://www.childhealthindicatorsbc.ca/overview/dimensions-health-well-being


 

 

t
c
c

t
s
p
a
(
o
s
n
t
a
e
a
w
a

 
w
a
b
f
o  
e
2

t
r

e

t
c
p
a
T
p
t
a
a
c
a
o
L

4

2.3. Design ethics and emerging technologies

In our literature review, we searched for papers with the 
keywords ‘‘ethics AND wearable OR tracking OR smart devices OR 
technology AND child OR adolescent OR teen’’ in the ACM (As-
sociation for Computing Machinery), IEEE (Institute of Electrical 
and Electronics Engineers), and the Web of Science databases. We 
used Google Scholar to identify more articles through backwards 
references searching.

2.3.1. General Ethical Issues—Adult
Researchers who have conducted recent reviews of ethical is-

sues in digital technology, including personal monitoring devices, 
have identified that these technologies could potentially impact 
a person’s sense of identity, including the concept of who they 
are, their moral and social beliefs, and how they relate to oth-
ers (Burr, Taddeo, & Floridi, 2020; Mittelstadt, 2017; Mittelstadt, 
Ben Fairweather, Shaw, & McBride, 2011). Furthermore, these 
same researchers have identified that these technologies could
also create psychological and neurological changes in terms of 
neuroplasticity, current emotional state, and behavior. Autonomy 
is another important topic of ethical consideration, with discus-
sions spanning across disciplines such as psychology, philosophy,
public health, and design studies (Burr et al., 2020). Autonomy, 
he freedom to make choices without influence, is often dis-
ussed in terms of assistive technologies, smart homes, and health 
are (Mittelstadt, 2017). Although several articles point to the 
importance of autonomy as an ethical consideration, it is rarely 
elaborated on Mittelstadt et al. (2011). These reviews found that 
he ethical considerations of digital technologies touched on is-
ues relating to autonomy, agency and authority. In a review 
aper, Burr et al. (2020) describe a five dimensional model of 
utonomy by Rughiniş, Rughiniş, and Matei (2015) that includes:
1) the user’s degree of control and involvement, (2) degree 
f personalization, (3) degree of truthfulness and reliability, (4) 
elf-understanding regarding goal-pursuit and whether the tech-
ology promotes or hinders their own agency, and (5) whether 
he technology promotes moral deliberation or values in the 
ctions it recommends. Moreover, Mittelstadt (2017), Mittelstadt 
t al. (2011) describes how digital technologies can impact moral 
nd social beliefs people embrace by being obtrusive, e.g., a 
earable device becomes an extension of an illness or physical 
ctivity that is monitored—I’m a bad sleeper.
We found that the most prominently discussed ethical issue

as that despite good intentions, biowearables can be harmful 
nd this is often because of normality assumptions. For example, 
iowearables are often designed from the perspective of an af-
luent, active, adult male, which may not be applicable to many 
ther users (Boehner, David, Kaye, & Sengers, 2005; Crawford
t al., 2015; Gabriels & Coeckelbergh, 2019; Owens & Cribb, 
019). There exist inherent values embedded within biowearable 

devices and systems that are too often overlooked and, unfortu-
nately, can provide sources of information to the wearer that may 
be false and potentially harmful to their well-being (Baker, 2020; 
Gabriels & Coeckelbergh, 2019; Howell et al., 2018; Sengers, 
Boehner, Warner, & Jenkins, 2005; Wissinger, 2017). Researchers 
have also pointed out the potential for biowearables to appear 
more accurate than they really are, supporting the belief that 
numbers are superior to qualitative impressions and that the 
biowearable may know you better than yourself (Crawford et al., 
2015; Howell et al., 2018). There is little transparency of what 
these technologies can do and know about a person’s emotional 
state, behavior, and general well-being (Merrill et al., 2019).

Another prominent ethical issue raised by researchers is that
he use of numbers in the quantification of self movement can
emove important context, understanding, and reflection on a
person’s current state and well-being (Baker, 2020; Gabriels & Co-
ckelbergh, 2019; Owens & Cribb, 2019). These same researchers

argue that with limited choices and advice that the biowearable
gives out, the less genuine autonomy and choice the wearer has
to make their own decisions and act in their best interests. In
this context, autonomy means the ability to make self-directed
choices without outside influences. Agency means the ability
to control, impact, and influence events and the environment
without outside influence. Designers and developers of these
technologies have the ability to manipulate how people feel about
themselves and act, essentially controlling people, which could
be in a malicious way, whether that is ill intended or not (Baker,
2020).

One other notable ethical issue that researchers have raised
is that when people are asked to compare or judge themselves
against some standard or others (e.g., peers), then they could be
setting themselves up for disappointment, and see themselves as
weak, a failure, or inadequate (Gabriels & Coeckelbergh, 2019;
Howell et al., 2018; Kreitmair, Cho, & Magnus, 2017). These issues
point to the potential for biowearables to change a person’s iden-
tity in a negative way that may impact their well-being according
to Self-determination Theory (Ryan & Deci, 2000).

2.3.2. Context Specific Ethical Issues—Adult
So far, we have discussed literature focused under ethics and

biowearables for adults in a general sense. Next, we describe
ethical issues in the context of more specific biowearable devices
including virtual and augmented reality (that can track move-
ment, eye-gaze, and other biodata) and physiological sensors, as
well as specific contexts such as in the workplace. Although this
is not an exhaustive review, it does provide a few examples of
potential ethical issues surrounding biowearable devices.

In Bye et al. (2019) XR Ethical Manifesto, they argue that
echnologies such as virtual and augmented reality (termed XR)
an modulate one’s perception because of the strong sense of
resence of being in an alternate reality, therefore potentially
ltering perception of self-identity and relationship to others.
hey warn that XR can consume our attention and create de-
endencies through addictive design. XR also has the capacity
o use biofeedback and implicit input to undermine agency and
utonomy. A review on the ethical issues of smart-glasses, which
re like XR but are 2D instead of 3D, found that smart-glasses can
hange the conceptualization of self as well as agency, dignity,
nd authenticity because they overlay ordinary reality and color
ur ordinary perception of the world (Hofmann, Haustein, &
andeweerd, 2017).
In a study with a biowearable device that detects skin conduc-

tance, the authors noted that these devices have the potential to
influence how we relate to our own biodata (Sanches, Höök, Sas,
& Ståhl, 2019). For example, a device that says you are stressed,
angry, or need to be more active without having the context of
what you are doing could be falsely giving you information about
yourself.

Wearable robots, which augment human motor functions,
have the capacity to impact one’s bodily and self-perception be-
cause of their intimate connection to the human body (Kapeller,
Felzmann, Fosch-Villaronga, & Hughes, 2020). Moreover, the ad-
dition of the wearable in augmenting a person’s physical form
could take away personal responsibility for their actions and
choice of movement.

Brain–computer interfaces (BCI) can give you feedback on your
brain activity, which can directly or indirectly alter a person’s
perception of self, tell them how they are feeling, or what actions
or behaviors they should take (Steinert & Friedrich, 2020). The
potential harm in this being the BCI or interpretation of brain
activity could manipulate a person into having a negative identity
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or taking beliefs or actions that are detrimental to their well-
being. For example, people have biases about emotion based 
on gender or age and these normative assumptions could be 
mbedded in BCI technology that reinforces stereotypes.
In the context of the workplace, Heikkilä et al. (2018) found 

hat monitoring or tracking devices gave employees the sense 
hat they were being told what to do, and so their ability to 
ake their own choices and behave normally were hindered. The 
uthors also found employees questioned the feedback of the 
iowearables as a source of information about themselves, and 
orried whether this would reflect badly on their perceived work 
erformance.

.3.3. General Ethical Issues—Children
Though researchers have discussed potential ethical impli-

cations of biowearables in the context of adults, there is rela-
tively scarce discussion in the context of children and youth (Van 
echelen et al., 2020). One of the issues that has been brought 

up is around norms of physical activity and body targets that 
can pose a risk to children whose bodies are still growing and 
maturing (Goodyear, 2017; Goodyear, Armour, & Wood, 2019). 
For example, biowearable devices that give feedback based on 
dult bodies may suggest a young person to eat less when in 
act they should be eating more to fuel their growing bodies; 
his could lead the young person to form a warped view of their 
ody and could potentially lead to disordered eating behaviors. 
nother potential issue is that sharing physiological data, for 
xample on a social network, could lead to bullying, harass-
ent, and lowered self-esteem and well-being (Goodyear, 2017). 
inally, Goodyear et al. (2019) argue that the lack of child or 
dolescent specific biowearable devices reduces both the auton-
my and agency young people have to examine and manage their
ubjective feelings about their health and their bodies.

.3.4. Context Specific Ethical Issues—Children
Relatively few researchers have pointed out ethical issues that 

relate to specific technologies, including robots, virtual reality, 
elf-tracking devices, and smartwatches. There also seems to be 
ome focus on children’s learning disabilities, such as ADHD.
Grammenos proposes a thought experiment where a robot 

develops with a child since birth with adaptable form and evolv-
ng capabilities to raise ethical questions around the long term 
impact of ‘always-ON’ technologies with children (Grammenos,
016). Similarly, Radu and Antle (2016) conducted a thought
xperiment to explore potential ethical issues raised by a fictional
mbodySuit—a system designed to support children to develop 
mpathy for living creatures in which students experience what 
t is like to be other living creatures by inhabiting a nano-robot 
hat goes inside real-life natural environments. One of the ethical
uestions raised was: are there negative psychological effects 
hen children embody living creatures? In the context of VR use 
ith children, Southgate, Smith, and Scevak (2017) argue that 
hildren have a reduced capacity to apply the same cognitive
trategies as adults to regulate their experiences and a child’s 
elf-concept is still in development. Therefore, these researchers 
uggest that children are more prone to be influenced by the 
irtual interactions and experiences of VR; this could result in 
he child thinking the VR experience actually took place (false 
emory) or shifting their sense of self.
In studies on self-tracking technology with youth, researchers

ound that self-tracking can form various identities for the users 
ut this is often not designed around the specific concerns and 
otives of youth (Potapov, Lee, Vasalou, & Marshall, 2019; Potapov

 Marshall, 2020). In these same studies, the results suggest 
hat the lack of biowearable devices for youth can potentially 
reate false identities if they are designed with an adult user in
mind, who had different life concerns and routines. In a differ-
ent study with smartwatches and youth, researchers found that
smartwatches over long-term use can have negative motivational
consequences because of the competitiveness and internal pres-
sure to meet certain normative fitness goals (Kerner & Goodyear,
2017). The authors also found that peer influence through digital
technologies may play a negative role in physical activity pro-
motion since young people rely on their peers and other external
sources of information about themselves when forming their own
values and identity during development. Similarly, children with
ADHD have unique challenges that do not fit with designing with
normative assumptions (Cibrian et al., 2020).

We can see that there are a fair number of ethical considera-
ions around the use of biowearable devices, yet the majority of
esearch has focused on adults. There is not much research on
he design ethics of biowearables for children and youth, and we
annot assume that the same issues identified with adults apply
o young people because they have reduced capacities compared
o adults in many areas (e.g., critical reflection, moral reasoning)
nd are still forming psychologically and physically. That said,
here may be ethical concerns and guidance that do apply across
ife-spans. Child-specific research and guidance into biowearable
esign ethics is needed. We begin to address this need with
our cases in which biowearable use could negatively impact
hildren’s healthy psychological development and well-being.

. Design ethics, biowearables and children: Four cases

In this section, we present four cases of ethical concern re-
arding potential negative impacts of biowearables on a child’s
evelopment. The cases concern: identity formation, the develop-
ent of autonomy, the development of a child’s sense of agency,
nd what sources of information a child turns to for authority
bout themselves. For each case, we begin with a simple intro-
uction to the developmental construct (i.e., identity, authority,
gency, authority) for the purposes of our case study. We explain
hat it is, how it unfolds during development and why it matters

or a child’s well-being. Defining each construct precisely is not
ossible because even the term development has many mean-
ngs (Overton, 2010), and each developmental construct in turn
as a rich and varied theoretical foundation, however we point
o key sources for each construct. Next, we present any existing
esearch relating the construct to ethical issues in biowearables,
f it exists. We follow this research summary with a discussion
f some of the possible ways that children’s development for
his construct might be negatively impacted by biowearables. We
llustrate these possibilities using fictional, speculative scenar-
os. We created these scenarios based on our own experiences
rounded in the available literature. The devices we mention in
he scenarios cover a range of devices from those with large con-
umer uptake, such as kids’ fitness trackers,5 kids’ smartwatches6
nd smartphone activity7 and nutrition apps8 to emerging tech-
ologies, such as stick on or permanent on-skin electrodermal
attoos that are beginning to be used in health applications to
onitor glucose levels (and infer daily calorie in-take), stress
ormone levels and other blood-based metrics.9 For each sce-
ario, we stress that much about the design of any particular

5 https://www.goodhousekeeping.com/uk/product-reviews/tech/g32486245/
ids-fitness-tracker-reviews/.
6 https://www.familyvacationcritic.com/best-smartwatches-for-kids.
7 https://www.activekids.com/parenting-and-family/articles/the-best-fitness-
pps-for-kids.
8 https://www.bigcitymoms.com/parenting-articles/8-mobile-apps-to-track-
our-childs-nutrition/.
9 https://medicalfuturist.com/digital-tattoos-make-healthcare-more-

nvisible/.

https://www.goodhousekeeping.com/uk/product-reviews/tech/g32486245/kids-fitness-tracker-reviews/
https://www.goodhousekeeping.com/uk/product-reviews/tech/g32486245/kids-fitness-tracker-reviews/
https://www.familyvacationcritic.com/best-smartwatches-for-kids
https://www.activekids.com/parenting-and-family/articles/the-best-fitness-apps-for-kids
https://www.activekids.com/parenting-and-family/articles/the-best-fitness-apps-for-kids
https://www.bigcitymoms.com/parenting-articles/8-mobile-apps-to-track-your-childs-nutrition/
https://www.bigcitymoms.com/parenting-articles/8-mobile-apps-to-track-your-childs-nutrition/
https://medicalfuturist.com/digital-tattoos-make-healthcare-more-invisible/
https://medicalfuturist.com/digital-tattoos-make-healthcare-more-invisible/
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biowearable application mediates the impact. Lastly, for each of
he four cases we present any available guidance that might be 
used by those involved in research, design, development, edu-
ation and policy formation around children’s biowearables to 
ediate negative impacts. Note that we refer to each area of 
thical area of concern by the name of the theoretical construct 
n order to anchor our analysis in child development.

.1. Case 1: Identity

The developmental construct of Identity refers to a child’s
eveloping sense of who they are (Erikson, 1968). From a child’s
erspective, identity is their complex and dynamic response to, 
‘Who am I?’’. Identity formation strongly impacts self-esteem, 
ompetence and self-efficacy, which in turn are critical factors
mpacting well-being (Huppert & So, 2013). Personal or self iden-
ity includes a child’s beliefs, thoughts and values about themself; 
for example, what they think they like and dislike, what they 
believe their talents and capabilities are and what is important 
to them (values including moral values) (Siegler, DeLoache, & 
isenberg, 2003). Identity also concerns how a child thinks others 
ee them (Vygotsky, 1980). A child may also hold or develop an
ideal identity or who they wish to become as a person, which 
s part of their identity because it reflects how they want to see
hemselves (Erikson, 1968; Siegler et al., 2003).

As a child ages, aspects of identity continuously unfold. As
hey enter the middle school years and puberty their identity 
ay rapidly shift and change as they may become more self-
onscious and self-esteem can drop to an all time low (Siegler 
t al., 2003). At this stage, identity is heavily influenced by others, 
hich is why peers are increasingly important through the early 
een years (Vygotsky, 1980). As such, children’s identities may be 
articularly vulnerable to outside influences during these years.
Research has shown that identity formation is also impacted

y a child’s relationship to tools (e.g., glasses, inhalers and 
iowearables are just another tool) (Hutchby & Moran-Ellis, 2013).
s a result, there is potential for continued use of a biowearable 
o positively or negatively impact how a child forms and thinks
bout their identity. Biowearable devices that quantify a child’s 
iological processes in real time will impact children throughout 
heir childhood as they formulate their identity or sense of self 
nd come to understand who they are as well as who they want 
o be (Illes et al., 2019). Positive identity development happens 
hen the device causes alterations in a child’s identity formation 
hich is in line with how they see themselves, or who they want 
o become (Klein, Brown, Sample, Truitt, & Goering, 2015).

Biowearables may have negative impacts as illustrated by
hese two speculative scenarios. In the first scenario a smartwatch 
rovides continual feedback that a child has an elevated stress 
evel. Such a scenario would have been likely during various 
tages of Covid-19. Through daily reminders of a high stress level, 
it is possible a child could develop an identity that influences
the self-concept as a ‘‘stressed out’’ person. This type of nega-
tive identity labeling may reinforce rather than mediate negative 
thoughts and behaviors associated with poor stress regulation 
resulting in long term deleterious effects. In a second scenario,
a smartwatch or fitness tracker could be set up by a parent to 
help a child monitor their physical activity level. Children’s need
for sleep, exercise and caloric intake vary as they grow and go
through growth spurts and/or hormonal changes. Many children 
are not aware of the changing needs of their bodies as they 
develop. If a child’s tracker tells them throughout each day –
based on physiological norms for their age group and/or targets 
set by their caregivers – that they are not exercising enough and
they are perhaps eating too much, it may also negatively impact 
the development of their self-esteem and sense of competency
as they fail to meet targets based on norms or set by others.
With many fitness trackers it is possible to ‘‘cheat’’ to artificially
increase activity level by waving one’s arms. So it is not difficult
to imagine that a child might decide to cheat to meet targets,
particularly if a caregiver has access to that child’s progress.
As such, long term impacts of using tracking and monitoring
applications on identity formation may be a decline in well-being
through reduced self-concept and self-esteem.

3.1.1. Ethical guidance
Although the ethical issue of identity for children or youth us-

ing biowearables long-term is mentioned by several researchers
(Grammenos, 2016; Kerner & Goodyear, 2017; Radu & Antle,
2016), they do not offer any guidance for how we should address
this issue. However, we did find one paper that suggests the
most effective designs for personal informatics systems for youth
should be supportive of youth identity and provide youth with a
sense that what they are tracking is consistent with what they
know and who they aspire to be (Potapov et al., 2019).

There are also some guidelines for managing ethical issues
related to identity for adults, which may also be applicable to
children and youth whose identities are at a critical development
period. Bye et al. (2019) suggest designing experiences across a
ide spectrum of physical conditions and/or mental diversity for
ore inclusive design. The same could be applied to children. For
xample, Cibrian et al. (2020) talk about the unique challenges
f children with ADHD and the need for design that caters to a
pectrum of neurodiversity. The need for diversity of feedback
nd expression put forth by Bye et al. is supported by research
ith children and adolescents, which found that most biowear-
bles are designed for adults and do not adhere to children’s
pecific needs (Goodyear, 2017; Goodyear et al., 2019; Kerner
Goodyear, 2017; Potapov et al., 2019; Potapov & Marshall,

2020). Burr et al. (2020) recommend a personalized approach
o the design of digital technologies that aim to support well-
eing since the well-being of an adult is different from a person
ith dementia, which is also different from that of a healthy and
eveloping child.

.2. Case 2: Autonomy

The developmental construct of Autonomy refers to a child’s
eveloping competence to make self-directed choices in their
ife without being strongly influenced by others. From a child’s
erspective, a child feels autonomous when they are supported
nd given freedom to ask themselves, ‘‘What do I decide?’’ Au-
onomous choices may be about the activities they participate
n or how they choose to interact with their peers. Autonomy
lso refers to a child’s freedom to set their own goals and ob-
ectives (Ryan & Patrick, 2009). Based on self-determination the-
ory (Ryan & Deci, 2000) the development of autonomy can be
onceptualized to highlight the importance of supporting the
evelopment of autonomous motivation (Rughiniş et al., 2015),
combination of intrinsic motivation, integrated regulation (un-
ertaking an activity through choice to obtain a personal goal),
nd identified regulation (when the outcome of the behavior is
alued) (Kerner & Goodyear, 2017).
The development of a strong sense of autonomy strongly im-

pacts a child’s sense of themself as secure and confident rather
than insecure and full of self-doubt (Erikson, 1968; Siegler et al.,
003). A child who successfully develops skills associated with
aking autonomous decisions feels capable, tunes into intrinsic
otivations and is able to think critically about their behaviors
nd communicate with others to do the same. A child who does
ot acquire these skills is likely left with a sense of guilt, self-
oubt, and/or lack of initiative (Cherry, 2021). To support healthy
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development a child must be given age-appropriate choices, have 
their opinions respected and be given responsibility.

As a child ages from preschool through the teen years, they
learn to assert their power and control over the world through
age-appropriate play and increasing, social interactions and well 
as choices there are enabled to make in their everyday lives.
Opportunities to practice independence through decision-making 
about a range of behaviors, choices and preferences helps them 
create a sense of mastery over their body, mind and world.10 

Healthy development requires that they be enabled to make 
decisions and have feedback about their decisions through con-
sequences of their decisions and through feedback from others.

Research has shown that when on-body technologies result
in significant behavior change—for example if they play a causal 
role in decision making and resulting actions, they may present
challenges to the development of autonomy through undue in-
fluence (Burwell, Sample, & Racine, 2017). A normative assump-
tion in many biowearable applications is that these apps ‘‘em-
power’’ people to improve their mental and physical health (Burr 
et al., 2020). This assumption draws on the value that self-
determination is beneficial, and in the case of children, age-
appropriate. However, as pointed out by Frauenberger, the way 
in which a biowearable app is designed, commingled with social 
practices around use, impacts potential positive and negative 
ways that it influences children’s behavior (Frauenberger, 2019).

Biowearables may have negative impacts as illustrated by
these two speculative scenarios. In the first scenario, if an on-
kin tattoo monitors glucose, uses an algorithm to infer a child’s 
aily calorie intake, and throughout the day tells them to eat 
ore or eat less, it may impact a child’s ability to set their own 
oals and make healthy food choices as part of their developing 
ense of autonomy—learning when and what to eat and making
ndependent decisions about food choices. At its worst, this could 
ontribute to the development of eating disorders or food-related 
nxiety. In a second scenario, taken from Burr et al. (2020), a 
ood tracker may be designed to support a child to manage 
orkload in a classroom based on stress. The application may 
e designed with a goal to improve a child’s focus in a class-
oom in order to improve their ‘‘learning’’. However, the focus 
f improvement is what a teacher or parent might prioritize, but 
ot what may be important or intrinsically motivating to a child, 
uch as reduced stress. Being monitored and pressured to meet 
thers’ goals through digital feedback may significantly increase 
uch a child’s stress, and as a result reduce their developing 
ense of being competent to decide for themselves and/or develop 
utonomous motivation.

.2.1. Ethical guidance
Guidance derived from a mixed method study with youth,

aged 13 to 14, using Fitbits to track and monitor exercise showed
decreased autonomous (intrinsic) motivation. The authors sug-
gested that exercise trackers should accommodate personaliza-
tion of health targets, rather than using pre-set targets, which 
may improve long term motivation and feelings of autonomy 
(Kerner & Goodyear, 2017). Goodyear (2017) recommends getting 
informed consent from youth when collecting their biodata, so 
that they may opt out of being tracked or potentially influenced 
by feedback that may use their data to direct their choices. Cibrian 
et al. (2020) echo this sentiment by suggesting there be options
for children to hide or share their wearable and its data with 
others in order to enhance their ability to make self-directed 
choices.

10 https://www.canr.msu.edu/news/the_little_toddler_that_could_autonomy_
n_toddlerhood.
Guidance from literature on adults on autonomy also sug-
gests to include the option to not track or quantify data (Bye
et al., 2019; Kreitmair et al., 2017; Mittelstadt, 2017), and instead
design for alternate ways of knowing about oneself (Heikkilä
et al., 2018; Howell et al., 2018). In particular, Burr et al.’s (2020)
ecommend designing digital technologies for well-being with
ive dimensions of autonomy in mind: degree of control and in-
olvement, degree of personalization, degree of truthfulness and
eliability, user’s self-understanding and awareness of agency,
romotion of moral deliberation and moral values. These same
imensions of autonomy might also be applied to children and
outh as a way to empower them by giving them options to self-
onitor as well as different ways and perspectives of looking at

heir own data.

.3. Case 3: Agency

The developmental construct of Agency refers to a child’s free-
om and developing ability to exert control, impact and have
ower to influence events and their environment. From a child’s
erspective, a child develops a sense of agency when they have
ome control, ‘‘What will I do?’’ Agency refers to a child’s freedom
o pursue her own goals and take action to meet those goals.
gency is about taking control over actions and behaviors. The
mportance of a child as an active agent in their own lives is
n line with children’s rights through the UN Convention on the
ights of the Child (Sutterlüty, Kay, & Tisdall, 2019).
The development of a child’s sense of agency through success-

ully taking action and making an impact in the world supports
child to feel in control and to understand they ways they
ay influence others and their environment. Opportunities to
ave agency also contribute to a child’s identity through the
evelopment of self-esteem and confidence (Siegler et al., 2003).
onversely, when a child does not have agency, either because
hey cannot take action or their actions fail to have impact, this
an lead to low self-esteem, feeling of lack of control and lack of
onfidence.
Research has shown that as children interact with biowear-

bles through their bio-data, which is quantified, processed and
sed to make inferences about their biological states, the inac-
uracies of this data and its interpretation present challenges
o a child developing feeling of agency, particularly because it
s unlikely that they understand the limitations of the device
nd/or because they may not be able to meet the objectives set
ut as targets by the device or others who set those targets for
hem (Goodyear, 2017; Goodyear et al., 2019).

Biowearables may have negative impacts as illustrated by
hese two speculative scenarios. In the first scenario, if a child
ses a consumer-grade EEG headset and brain training video
ame to learn to focus their attention, but the data is imprecise
nd inaccurate relative to their attentive state, the child may
evelop a sense that they do not have agency. That is, they cannot
ontrol their mental state because they cannot control the game.
imilarly, if imprecise data is used to generate goals or advice
uring the game, which may be unattainable, this will surely
mpact a child’s developing sense of agency when they cannot
eet their goals (Illes et al., 2019). In the second scenario, a child
ses an Apple Watch to track their fitness. However, when the
ata is inaccurate and misses steps or activities, it may not only
mpact their self-esteem but provide them with evidence that
hey do not have agency—the ability to positively impact their
orld, which would negatively impact their developing sense of
gency.

https://www.canr.msu.edu/news/the_little_toddler_that_could_autonomy_in_toddlerhood
https://www.canr.msu.edu/news/the_little_toddler_that_could_autonomy_in_toddlerhood
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3.3.1. Ethical guidance
The only guidance we could find relating to issues of agency

ith biowearables for children and youth comes from Goodyear 
t al. (2019) who recommended that adults can help young 
eople better manage their engagement with digital health tech-
ologies and ensure young people have access to feedback where
hey can critically examine their subjective feelings about their 
wn health and bodies. It also seems likely that helping children 
nd youth understand the limits of these devices would medi-
te feelings of lack of control when devices do not perform as 
nticipated.
There is some guidance on agency that pertains to adults, but 

ight also apply to children and youth. Several papers have men-
ioned that empowering users to self-monitor can help support 
the feeling of agency, and that this could be achieved by giving 
control of feedback or outputs and the rules that govern the 
input–output mappings over to the users themselves (Bye et al.,
2019; Nakazawa et al., 2016; Sengers, Boehner, Warner, et al., 
2005). It may be possible to do this through educational means. 
Moreover, we should allow users, perhaps with adult support
as mentioned above, to explore their own personal directions 
and goals without telling them what to do (Howell et al., 2018; 
Sanches et al., 2019).

3.4. Case 4: Authority

The developmental construct of Authority refers to the sources 
of information that a child refers to that tells them about them-
self, in this case about themself, in their daily lives. From a child’s
perspective, authority refers to the question, ‘‘What information 
do I believe?’’ These sources may be internal (e.g., how the child is 
feeling) or external (e.g., what a parent tells them they should be 
feeling). The development of understanding of authority sources 
strongly impacts what a child takes to be ‘‘true’’ about themselves
or others.

Research has shown that technological devices in general may 
represent sources of authority, in particular to children (Frauen-
berger, Antle, Landoni, Read, & Fails, 2018). Over time, children 
may come to trust or rely on quantified data as a source of
authoritative information about themselves, and as a result they 
may begin to trust and depend on this knowledge about them-
selves and their peers rather than developing critical thinking 
skills and/or learning to seek out multiple sources of information
bout themselves (Illes et al., 2019). Again, this issue is attenuated 
n many cases of biowearables where data or algorithms produce 
imprecise or inaccurate information, convey information in ways 
that are not intelligible to children and/or encode biased assump-
tions about what well-being or productivity look like (Gasser 
& Cortesi, 2016). In some cases, when a technological device 
presents information to children in ways they do not understand 
or mis-understand it may cause undue anxiety if they accept it as 
a valid source of information and do not have skills to assess its 
validity (Goodyear, 2017).

Biowearables may have negative impacts as illustrated by
these two speculative scenarios. In the first scenario, if a child
wears a stress tracking necklace that continually tells them they 
have a high stress level and urges them to practice relaxation, 
not only may it impact their developing sense of identity, but it 
ould be confusing or harmful in cases where some stress (high 
arousal) is beneficial, such as before an exam or sports events. In 
the second scenario a young teen developing as an athlete may 
use a smartwatch connected to a training application to try and
enhance their strength, endurance and/or motor skills. However, 
there are many things about a youth’s developing body that 
cannot be sensed or considered by the application, in particular
as a youth’s body grows and changes during puberty. As a result
the advice it offers, if followed because it represents a sense
of authority, could physically harm a child and undermine their
own developing awareness of, and trust in how they are feeling
(e.g., tired, hungry, and burned out), which are critical elements
to be able to sense for a developing athlete.

3.4.1. Ethical guidance
Guidance on ethical issues surrounding authority suggests

that designers identify the potential risks and harms, then show
how their design plans to mitigate risks with the aim to bal-
ance risk with opportunity for growth and learning (Goodyear,
2017). Young people are often not given a voice in technol-
ogy development, so some researchers have suggested co-design
with children and youth in order to give them some authority
over the sources of information about themselves (Potapov &
Marshall, 2020). Similarly, Morrow and Richards (1996) recom-
end that designers use a multimethod strategy that involves
articipatory methods, including member checking with children
nd youth so that they feel they have authority over the final
roduct. Southgate et al. (2017) recommend taking a human
ights view: ‘‘How a child is viewed (object, subject, social actor
r co-researcher) determines whether the child holds rights in
he project and to what extent the child’s existing and emerging
ompetencies are valued. . .’’. When designing technology for chil-
ren, in this case virtual reality but the guidance could be more
roadly applied to biowearables in general, the same authors
uggest four ethical questions to ask yourself: (1) expertise—do
ou have research experience with children?; (2) orientation—
ow are children involved?; (3) design—what are the ethical
mplications and considerations?; and (4) developmental—what
re the potential impacts on children’s development? Finally,
oodyear et al. (2019) point out that although we make think of
iowearables as having ‘positive’ and ‘negative’ effects, we must
cknowledge that many young people are critical users of digital
echnologies who are able to judge for themselves the relevance
f information for their age and their bodies, and are capable of
avigating inappropriate content.
The guidance derived from the literature focused on adults and

iowearables in respect to authority seems to apply to similar
uidance for children and youth. First, sensor capabilities should
e accurate and transparent in what they can represent and tell
he user about themselves (Heikkilä et al., 2018; Merrill et al.,
2019; Sanches et al., 2019; Steinert & Friedrich, 2020). Second,
designers must acknowledge assumptions, biases, normative val-
ues, and how that can potentially impact the user (Burr et al.,
2020; Bye et al., 2019; Owens & Cribb, 2019). Third, involve users
and stakeholders in design (Bye et al., 2019; Kapeller et al., 2020;
Mittelstadt, 2017). Fourth, provide space for the user’s own reflec-
tion and interpretations (Heikkilä et al., 2018; Howell et al., 2018;
Sanches et al., 2019). Fifth, focus on moral improvement and
self-knowledge rather than physical improvement (Gabriels &
Coeckelbergh, 2019). Finally, regulate risks through government
olicy (Baker, 2020; Kapeller et al., 2020). In regards to children
nd youth, the take-away message here seems to be that rather
han telling users about their bodies or instructing them to do
pecific things, biowearable devices should aim to suggest and
rovide space for the user’s own reflections and interpretations.

.5. Summary

Taken together, these four areas of concern constitute a start-
ng point for exploring ethical issues that may result from neg-
tive or unforeseeable impacts of different forms and designs
f biowearables used by children and youth. The guidance we
ave gleaned from the literature was largely taken from work
ith adults, and it is likely that both concerns and the need

or guidance about ethical consideration to negative impacts are
eightened for biowearables to children and youth who are still
n formative stages of development.
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4. Discussion

In this paper we proposed four cases where biowearable use
ight negatively impact the development of children based on

our important constructs in child development. To address our
irst research question: In what ways do biowearables pose a threat
o children’s identity, autonomy, agency, and authority? we explain
ach construct and then argue for some of the ways that biowear-
bles might have negative impacts on a child’s development for
ach construct. We highlight some of these issues using fictional
peculative scenarios. These cases serve as exemplars of the kinds
f issues that may arise when persuasive, on-body technologies
re used by children.
Our argumentation focused on highlighting areas where chil-

ren may be particularly susceptible to negative impacts for one
r more developmental constructs. While these constructs may
e similar to those identified in the adult literature, the impacts
ay be more salient because children may be going through
eriods of rapid change and/or because their development may
e more readily influenced and mediated by digital tools than
dults. We suggest that some of these negative impacts dur-
ng development could have life-long implications on a child’s
evelopment.
We acknowledge that there may be other developmental con-

tructs worthy of exploration: for example, personhood, which
an be defined as an individual child’s unique set of capabilities
nd traits based on the particulars of how their brain and body
re constituted. Although most biowearables are non-invasive,
esearchers have questioned the impact they may have on chil-
ren’s neurological development given its plasticity during child-
ood (Tamburrini, 2009). If biowearables significantly affect a
hild’s behavior this may result in brain changes, challenging
otions of personhood (Burwell et al., 2017). Another construct
f interest is authenticity. Authenticity may also be challenged
y biowearables that interrupt enjoyment that comes from being
resent in the moment (Harris, 2019), and if they cause chil-
ren to experience negative effects when they do not live up to
xpectations (Anthes, 2016).
We address our second research question: What guidance is

available to designers around these issues that will help steer the de-
sign of biowearables towards a positive agenda focused on children’s
well-being as they develop? through our review of the literature,
highlighting guidance where available from research with chil-
dren or from where research with adults that may be applicable.
We group and synthesize available guidance across the four cases
and present it below as seven areas for consideration.

One key consideration is the importance of personalization, in
particular because children develop and self-identify in ways that
vary broadly in terms of characteristics and trajectories. Personal-
ization is also important to support a child’s developing decision
making abilities (through success and failure) around issues re-
lated to their own well-being (autonomy) and to take action
through related behaviors (agency). Self-determination theory
suggests that children develop healthy decision making skills
about their well-being when they are supported, at age appropri-
ate levels, to set and monitor their own goals, rather than have
them imposed by adults or devices or author sources of authority.

A second key consideration is the importance of transparent
and clear communication of information in ways that do not
unduly influence children through lack of visibility or force as
pointed out by Frauenberger (2019). Communication must be
accessible at an age appropriate level to ensure children learn to
develop skills in selecting and analyzing sources of information
about themselves (authority). In addition, information should be
communicated in ways that are not coercive but enables freedom
of choice (autonomy), even if those choices may not appear to
meet societal norms for well-being, again at age appropriate
levels of risk or harm to the child. Taking care to avoid messaging
that may produce anxiety through miscommunication is also
critical (Hall, Gertz, Amato, & Pagliari, 2017). Another consider-
ation is to provide information in ways that support children to
develop their own sense of authority about themselves, rather
than replace it with digitalized information. And as pointed out
by Rughiniş et al. (2015), what constitutes this type of commu-
nicative messaging warrants further study, likely both across and
between different ages and cultural groups.

The impact of physiological and societal norms leads to a third
consideration that impacts guidance. Norms are often assumed,
unarticulated and/or based on stereotype users (norms around
identity), negating the importance of personalization and the
development of autonomous and intrinsic motivation. Another
concern raised by Klein et al. is what counts as normal vs ab-
normal and thus what needs supporting or correcting is often
derived from what can be sensed technically (Klein et al., 2015).
n addition, feminist and disability critiques suggest that pre-
ailing norms around productivity, efficiency and effectiveness
arry negative connotations and fail to account for the ways in
hich environments are inhospitable to variations in individual
bilities. A more transparent and nuanced view of the role of
orms in biowearable designs (e.g., targets, messages, rewards),
n approach in line with value-sensitive design (Friedman, 1997),
s needed when designing for children’s well-being.

A fourth area of importance is guidance that explicates what
e mean when we say that a particular biowearable applica-
ion is empowering children to track and monitor their physical
nd mental health (Burr et al., 2020). A tension exists between
mpowering children to make age-appropriate autonomous deci-
ions and ensuring they avoid harm and proceed along trajecto-
ies of healthy development in terms of their perceptions around
elf-identity and actions they subsequently take (agency). Guid-
nce from elderly patients (e.g., those with dementia) may apply
ere since they may have limited capabilities (e.g., see Margot-
attin and Nygård (2006, 2006)) and warrants exploration for
elevancy. We propose an approach to empowerment through
nvolving children in bio-making workshops, described below
nder future research approaches.
Another consideration that deserves more attention based on

iscussions in medical ethics is the role of parents and guardians
n determining and influencing children’s use and choices dur-
ng use of biowearables. For example, McDougall and Notini
2014) discuss the conflicting guidance concerning decision mak-
ng around health care decisions involving children where deci-
ions involve ethical issues. They present nine ethical frameworks
hat explore how conflicts between medical practitioners’ rec-
mmendations about treatment options and parents’ decision
aking may be resolved. In particular the framework on ‘‘best

nterests’’ is applicable and brings into question what we mean by
he well-being of children and their network of family members.

A sixth relevant area of guidance is to design around alter-
ative ways of knowing as opposed to quantifying biodata as
he only way to get information about ourselves (Howell et al.,
018). While numbers derived from biodata can have their place
n understanding our bodies better, the context of how and when
he data were sampled needs to also be considered when inter-
reting their meaning or else risk misunderstanding or giving
nwarranted authority to these data over our internal sense of
ur well-being. Alternative forms of representing our biodata are
eeded so that children and adolescents may learn to develop
elf-regulation skills rather than relying on the narrow, quantified
iew that devices give about who they are and what to do; these
kills are important for well-being and healthy psychological
evelopment.11

11 https://www.childhealthindicatorsbc.ca/overview/dimensions-health-well-
being.

https://www.childhealthindicatorsbc.ca/overview/dimensions-health-well-being
https://www.childhealthindicatorsbc.ca/overview/dimensions-health-well-being
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Lastly, we also propose children need to better understand 
he issues they may face. As such, teaching design ethics during 
technical literacy education is critical as pointed out by several 
researchers (Iversen, Smith, & Dindler, 2018; Kafai, Proctor, & 
Lui, 2019; Tissenbaum, Sheldon, & Abelson, 2019; Van Mechelen 
et al., 2020). For issues specific to biowearables, this work may 
proceed in parallel, but it behooves us to conduct more research
that investigates what the issues might be, both from our own 
perspective as researchers, but also from the perspective of chil-
dren and youth in order to determine their perspectives on issues
and guidance.

To address our third research question: What research oppor-
tunities exist that might identify more areas of potential ethical 
areas of concern of biowearables on children’s lived experiences? We 
proposed that future research is needed to explore all the issues 
discussed here and to reveal other areas of ethical concern. For 
example, we have yet to explore how biowearables might impact
personhood and authenticity (as above) or self-regulation (e.g. ad-
dictive device checking). Taking a broader lens than individual 
child development, there is an opportunity for future research 
to explore the diversity of trajectories of child development and 
how it may be influenced by biowearables. Again using a broader
lens, research is needed to consider the breadth of socio-cultural
norms and values that are used to design biowearables and in-
terpret their outputs. Research, and likely policy and regulation 
advocacy, is needed to understand how socio-economic factors 
mediate biowearable design and resulting impacts, as discussed 
in detail in Baker (2020). For now, we have begun this important 
dialog at the level of individual child development using fictional
scenarios that are agnostic to age, culture or social norms and do 
not address economic forces or the need for policy and regulation.
It is a start.

In our own recent research work, we are exploring one way
o move forward with an investigation that contributes to this 
ongoing dialog. While new technologies, such as biowearables, 
can provide significant benefits to children, realizing these ben-
efits requires the participation of children in both research and 
co-design of technologies themselves (DiSalvo, Yip, Bonsignore, 
& DiSalvo, 2017; Illes et al., 2019; Walsh, Foss, Yip, & Druin,
2013). We are examining the ethical areas of concern proposed 
in this paper through a critical making workshop methodology 
for supporting reflection and eliciting ethical discourse with chil-
ren during the process of making biowearables. Our approach 
s grounded in Nucci’s work on the moral development (Nucci, 
reane, & Powers, 2015) and Ryan and Deci’s self-determination
heory (Ryan & Deci, 2000), and informed by practices from VSD 
echnical investigations (Friedman, Hendry, & Borning, 2017) and 
ritical making (Ratto, 2011), all adapted for use with children. 
ritical making draws on recent work in HCI, including specu-
ative and critical design (Dunne & Raby, 2013) and reflective 
esign (Sengers, Boehner, David, & Kaye, 2005). However, in 
ritical making, participants focus on technological making as 
onstructive processes in which they also engage with scholarly 
ontent, such as ethical constructs. The prototypes that result 
rom critical making are considered a means to an end and
ttain value through the shared act of construction, reflection and 
iscussion. Critical making begins with a set of concepts, which 
re the four developmental constructs and related ethical issues 
escribed in this paper as well as personhood and authentic-
ty. Next, participants are involved in technical and conceptual 
rototyping over a period of weeks, and explore these concepts 
hrough making. Lastly, an iterative process of reconfiguration,
iscourse and reflection on prototypes offers a means to explore, 
xtend, and critique the original concepts. We have run two 
nline, distributed critical making studies with youth aged 12–
4, which are described in Antle et al. (2021), Dao-Kroeker, Antle, 
itson, Murai, and Adibi (2021), Murai et al. (2021).
Taken together, we have identified four potential areas of
ethical concern related to negative impacts on biowearables on
well-being and child development with nascent guidance that
points to related but tangential ethical discourse and suggestions
for moving forward into this research space. This work constitutes
a small step towards addressing this pressing and growing social
issue. We invite you to join the dialog!

5. Conclusion

Biowearables are not value neutral. How they are designed and
how their outputs are interpreted significantly impact how they
do, or do not contribute to well-being. In this paper we have ar-
gued, through the lens of individual child development, for some
of the ways that biowearables pose a threat to children’s well-
being as conceptualized as positive development of their identity,
autonomy, agency, and authority. Based on ethical guidance avail-
able related to biowearables and emerging technologies, both for
children and where relevant from work with adults, we have
proposed seven considerations for those researching and design-
ing biowearables for children. Consideration of the importance
of designing for children as individuals requires support for per-
sonalization features, flexibility around use of physiological and
society norm used as targets, ways of making data (in)accuracy
visible and transparent, and the need for multiple alternative
interpretations and representations of biodata that accommodate
the needs and situations of individuals. Designers should also
be cognizant about what age appropriate empowerment entails,
addressing the roles parents and guardians have in helping chil-
dren understand what biowearables can and cannot tell them
about themselves. Lastly, we advocate for children’s participation
in biowearable design and the need for teaching children about
potential negative impacts through design ethics, such as our
critical making workshop approach. Taken together consideration
of these themes may support researchers to address knowledge
gaps and designers to steer the design of biowearables towards a
positive agenda focused on children’s well-being.

Overall, our work contributes to ongoing discussions on the
design ethics of emerging technologies and design for digital
well-being by:

• Identifying and describing four areas of ethical concerns re-
lated to key theoretical constructs in children development
where biowearable use may negatively impact children;

• Summarizing potential guidance as seven considerations
that may be used to address these concerns; and

• Opening up the discussion around new research avenues
that may move this ethical discussion forward.

Our work is part of a larger dialog investigating the philosophical
and social implications of recent developments in biowearables
in order to open up a dialog within academia and industry about
unique areas of ethical concern that must be considered now as
this field emerges.
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