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Abstract

In recent years, the global technological landscape has witnessed a significant shift, with the
widespread availability of consumer-level Augmented Reality (AR) and Virtual Reality (VR)
devices. This democratization has opened doors for individuals from diverse backgrounds

to start exploring the creative potential and tinkering with AR/VR applications.

The primary objective of this dissertation was to understand and support the needs and
challenges encountered by new AR/VR creators, particularly those without formal training
in designing and implementing immersive experiences. In pursuit of this goal, I conducted
research involving a diverse group of AR/VR enthusiasts, including UI/UX designers, lin-
guists, psychologists, and software engineers, each bringing their unique perspectives yet all

being novices in AR/VR creation.

I first conducted interviews with 21 AR/VR new creators, which revealed that the barriers
these creators faced in AR/VR, such as implementation, debugging, and testing, were more
pronounced than in traditional web and mobile application development, mainly due to
the rapid evolution of AR/VR hardware and software and the plethora of unknowns faced
by creators. This rapid pace often left participants struggling with where to start and
understanding the current state-of-the-art. To mitigate the challenges AR/VR new creators
faced, I designed, built, and evaluated PONI platform allowing new AR/VR creators to
locate relevant projects based on their programming and 3D modeling skills, development

goals, and any constraints, such as time or budget.

Finally, recognizing a need for observational studies to complete our picture of new creators’
process of learning about AR/VR development, I conducted an observational study with
12 software developers. This study assessed how developers new to AR approach the initial
creation processes using a simplified development framework, the information resources they
seek, and how their learning experience compares to the more mainstream 2D development.
This stage shed light on the unique needs and challenges of emerging developers and impli-
cations for designing user-centered training and learning approaches for new developers in
this field.

The central thesis of this dissertation is that providing new AR/VR creators with personal-

ized learning resources and assistance tailored and appropriated to their specific challenges
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can offer a useful and usable means to overcome their challenges in the initial stages of this

multifaceted learning process.

Keywords: AR/VR development; End-user development; Personalization; Software learn-

ability; Information-seeking
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Chapter 1

Introduction

1.1 Motivation

Historically, Augmented Reality and Virtual Reality development was predominantly the
domain of large tech corporations and gaming companies, focused primarily on creating
high-end experiences. Access to specialized hardware and software was limited and costly.
However, the landscape is rapidly changing as consumer AR glasses and VR headsets become
more affordable and accessible. The increased availability of these devices is not only making
AR/VR technologies more mainstream but also opening doors to new consumer-oriented
opportunities [202].

This shift in availability is allowing a broader spectrum of users to explore a wide
range of applications beyond traditional gaming and entertainment [202]. For example,
includes artists are utilizing AR to display their artworks in interactive art installations
[248], educators are incorporating VR into their classrooms to convey complex concepts such
as geometry [24, 114], and architects are leveraging VR to create virtual visualizations of
their designs [136, 24]. Individuals with diverse skillsets and backgrounds are now tinkering
with AR/VR applications, bringing unique perspectives to the field and experimenting with
the versatility and expansive capabilities of these immersive tools.

Despite the increased availability of AR/VR hardware and software, creators face techni-
cal challenges in AR/VR authoring environments [25] and difficulties in designing engaging
user experiences [24, 202]. Although there is a growing focus in the human-computer in-
teraction (HCI) community on novel interaction techniques and experiences in AR/VR
environments, there is a lack of understanding about how creators utilize current state-of-
the-art authoring tools and the challenges they encounter. Preliminary surveys, interviews,
and workshops with AR/VR creators have primarily shown isolated aspects of these au-
thoring tools [24, 159]. A significant gap still exists in comprehending the characteristics,
motivations, needs, and barriers of AR/VR creators, particularly among those creators who

have little to no formal training in the relevant technologies and programming frameworks.



Understanding the practices of new AR/VR creators who lack formal training in AR/VR
development is crucial for several key reasons. First, relying solely on large companies for
AR/VR development risks a concentration of power and limits innovation. By enabling in-
dividuals and smaller entities to design their own AR and VR applications, we democratize
these technologies. This democratization is essential for fostering a diversity of content,
ensuring that the development of AR/VR technologies is not monopolized by a few large
players but is instead a collaborative and inclusive field where a multitude of voices and ideas
can contribute. In addition, professionals from various sectors bring their domain-specific
knowledge to the table, creating tailored, task-specific applications. This cross-pollination
of expertise leads to more effective problem-solving and the emergence of innovative appli-
cations that might not occur to technical developers [48, 97].

Lastly, empowering a wider range of creators enriches the AR and VR landscape with
diverse perspectives, making these technologies more relevant and impactful across differ-
ent industries. This is especially more important than ever with the recent advent of tools
like the Apple Vision Pro, which launched with over 600 apps and is expected to reach
the masses [13]. A more varied creator base means AR and VR applications can be devel-
oped that cater to a broader audience, addressing a wide array of needs and challenges.
This diversity in creation could lead to more robust, versatile, and innovative AR/VR envi-
ronments, ultimately enhancing the overall impact and utility of these technologies in our
lives.

Lastly, the integration of Al in software development, with tools like ChatGPT, is also
transforming development practices across various tasks such as data wrangling [180], web
development [128], and code summarization [229]. Al-assisted tools present unique oppor-
tunities for generating foundational code and accelerating the authoring process. Such tools
have demonstrated potential in aiding end-user programmers to identify suitable starting
points [155], an aspect particularly noteworthy for exploration in a complex domain like
AR/VR.

The primary objective of this dissertation was to understand and support the needs and
challenges encountered by new AR/VR creators, particularly those without formal training
in designing and implementing immersive experiences. In pursuit of this goal, I conducted
research involving a wide range of AR/VR enthusiasts. This diverse group included indi-
viduals from various fields, such as UI/UX designers, linguists, psychologists, and software
engineers, each bringing their unique perspectives yet all being novices in AR/VR creation.
1.1).

In my first study, I initially explored the diverse motivations of a wide range of new
AR/VR creators with varying technical skills and training in programming, user research,
and UX design. This exploration led to identifying key barriers they faced, including under-
standing the landscape of authoring tools, and the complexities of designing, prototyping,

implementing, debugging, and testing AR/VR experiences. Recognizing the unique needs,



Prior experience in AR/VR creation Roles
UI/UX designer, Psychologist,

All (21) had tried to create an AR/VR entrepreneur, Design
Chapter 3 AR/VR experience in the past but instructor, Linguist, Biomedical
still self-identified as novices engineer, Cognitive scientist,

Audio designer

12/16 completely new to AR/VR
creation

Chapter 4 4/16 had tried to create an AR/VR
experience in the past but still
self-identified as novices

Software engineer, UI/UX designer,
Industrial designer, User researcher

No prior experience in creating CS researcher, Software engineer,

Chapter 5 AR/VR CS student

Table 1.1: Diversity among new AR/VR creators across various phases of my research,
highlighting their varied backgrounds and skillsets despite all being newcomers to the field.

goals, skills, and resources of each creator, I developed and evaluated PONI (Personalized
Onboarding Interface), designed to support new AR/VR creators in the early stages of
the authoring process. PONI helps users find relevant projects aligned with their skills and
constraints by providing a personalized list of curated AR/VR examples. The goal was to
observe how new creators adapt to the AR/VR creation process when provided with tailored
resources.

These studies highlighted that new creators often gravitate towards traditional 3D game
engines like Unity or Unreal for their ease in integrating 3D experiences with various tools
but still faced challenges in realizing their immersive projects [197]. To understand the
complexity of AR development and the specific hurdles faced by developers, I did detailed
observations of developers new to AR using a simplified development environment. This
approach provided deeper insights into these developers’ use of online resources, self-teaching
methods, and how their development strategies compared with mainstream 2D development
tasks. This phase highlighted the challenges they faced in applying their existing skills to
the 3D context of AR, the generality of common information sources, and the limitations
of Al-assistance.

At its core, this dissertation posits the following thesis:

"New creators in the fields of Augmented and Virtual Reality often struggle with
grasping the intricacies of the authoring process and in finding suitable learning
materials. Providing them with personalized learning resources and assistance
tailored and appropriated to their specific challenges can offer a useful and us-
able means to overcome their challenges in the initial stages of this multifaceted

learning process."



1.2 Research Overview

Overall, this dissertation takes inspiration from the ethnographic concepts of making work
visible [238] and employs a design-based [266] research approach in exploring and sup-
porting the early experiences of creating AR/VR experiences. It particularly emphasizes
understanding the initial challenges faced, the tools utilized, and strategies for personal-
ization in the AR/VR creation process. The overarching research questions guiding this

dissertation were:

1. How do new creators experience the initial process of learning about and authoring
AR/VR experiences?

2. How can we better support new AR/VR creators’ authoring needs?

I began by conducting an in-depth interview study with 21 AR/VR newcomers based
around these high-level questions. The study revealed that despite varying motivations
and backgrounds, AR/VR creators, including hobbyists, domain experts, and professional
designers, commonly encounter a range of obstacles in their design, implementation, and
testing processes. Eight key barriers were identified, spanning from initial difficulties in
understanding the AR/VR landscape and selecting appropriate tools, to challenges in de-
signing for immersive experiences and debugging. The study also uncovered that many
creators, particularly those not part of professional design teams, lacked formal UX design
approaches, leading to challenges in creating user-centric designs.

Through this initial study, I found that one of the major challenges for newcomers was
identifying a clear starting point in the vast and rapidly evolving AR/VR domain. I found
that newcomers often need to first explore existing AR/VR projects and understand the
possibilities for design and programming which I referred to as the onboarding stage of the
AR/VR creation process as it consists of preparatory activities that newcomers do before
actually tinkering with any of the authoring frameworks or development environments.
The array of available tools and technologies was overwhelming, and the difficulties were
compounded by the lack of effective online learning resources that newcomers could easily
understand and apply, given the specialized terminology and complex integration of different
software and hardware components.

These specific challenges led to deriving a set of design goals and the design of "Per-
sonalized ONboarding Interface" (PONI), that facilitates early stage AR/VR creation for
newcomers to AR/VR creation. PONI is an interactive tool that uses examples and sim-
plified descriptions to incrementally introduce the nomenclature and stages of the AR/VR
creation process. It uses a rule-based approach [37, 36] to generate a user profile that cap-
tures the user’s technical skills, development or design goals, and any constraints, such as
time or budget. Based on the user profile, PONI retrieves a ranked list of projects tailored to

user needs and characteristics from a database of curated AR/VR examples. To accommo-
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date user navigation and support recognition over recall [187], PONI provides visual cues
to show the extent to which each user input matches the retrieved project’s characteris-
tics. Users can further customize the suggestions by defining the importance of the factors
impacting the ordering of the results or by applying filters on the suggested projects. In
designing and building this system, several more specific research questions arose about

better supporting AR/VR new creators’ learning needs:

1. How effectively does a personalized onboarding approach facilitate new creators’ un-
derstanding of AR/VR development?

2. What impact does personalization have on the usability and utility of onboarding
tools for new AR/VR creators?

3. How do new creators perceive the personalized suggestions and resources provided by
PONI?

To address these questions, I carried out an observational usability study involving 16
newcomers to AR/VR. This study involved a comparative analysis between PONI and a
non-personalized, keyword-based BASELINE interface, both of which I developed. The aim
was to assess the efficacy of PONI’s personalized approach against the more traditional
method represented by the BASELINE, thereby gauging the impact of personalization on
the usability and learning experience of AR/VR newcomers. Findings of this study indicated
that the majority of participants perceived PONI as more intuitive, beneficial, and engaging
than the BASELINE. Specifically, they highlighted PONT’s effectiveness as a centralized
resource for acquiring knowledge about AR/VR terminologies and requirements, as well
as for gaining inspiration for feasible projects aligned with their skill sets. A significant
benefit of PONI, as noted by the participants, was its facilitation of systematic, self-directed
exploratory learning, which offered a structured alternative to the often inefficient trial-and-
error approach. This aspect of PONI was particularly appreciated for its role in streamlining
the learning process and making it more accessible for newcomers to AR/VR development.

While the initial approach in understanding AR/VR creation and information-seeking
revealed valuable insights, it was clear that attitudinal and interview-based studies were
limited in capturing the behavioral nuances of how newcomers approach AR/VR develop-
ment. To address this gap, I shifted my research focus to observing individuals who were
new to AR/VR but had substantial programming experience in other contexts. This fo-
cus was particularly pertinent, echoing previous research [159, 182, 183] that underscored
the significance of programming skills in AR/VR creation. The decision to concentrate on
individuals already proficient in programming stemmed from findings in my initial study,
which identified programming as a key skill in AR/VR development. A key insight from
my previous studies was that access to various development tools requiring no coding was

rarely useful; for creating comprehensive experiences, AR/VR creators often resorted to
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tools that necessitated coding such as Unity [242] and Unreal [82]. These tools simplified
the integration of their creation with various tools, Head-Mounted Displays (HMDs), and
SDKs (e.g., AR-kit, ARcore, Vuforia, etc.). By engaging with participants who already pos-
sessed the necessary technical programming skills, the study could delve into understanding
how such foundational knowledge impacts their learning curve and adaptation strategies in
AR/VR, providing valuable insights into the behavioral aspects of this transition. Lastly,
this research phase coincided with the launch of Apple Vision Pro, featuring hundreds of
in-house apps, showcasing significant enthusiasm among developers for this innovative plat-
form. This underscored the necessity of studying software developers as another emerging
group of new creators of AR applications.

My work revealed significant findings about how seasoned software developers, already
adept with standard help resources in mainstream software development, initiate their jour-
ney into AR/VR development. Furthermore, this research line was pivotal in exploring how
AT tools like ChatGPT could potentially alter the strategies new creators use in AR/VR

development. In particular, this work provided answers to the following key questions:

1. How do software developers new to AR approach the creation process and how do
their learning and information-seeking experiences compare with traditional 2D de-

velopment?

2. What are the specific challenges faced by new AR developers in applying their 2D

development experience to the 3D realm of AR?

3. How do developers use online resources and self-teaching methods in AR develop-
ment, and what is the effectiveness of these strategies compared to mainstream 2D

development tasks?

To address these questions, I carried out an observational study with 12 software de-
velopers new to AR creation in the context of using a simplified development environment.
This study revealed that these developers often began by seeking code examples rather than
breaking down complex problems, leading to challenges in visualizing the AR experience.
They encountered issues with unfamiliar vocabulary and found trial-and-error methods in-
effective due to a lack of familiarity with 3D environments’ physics and motion. MY study
showed that that conventional code reuse strategies in mainstream development may be
less effective in AR development tasks. Additionally, this study revealed that developers
often struggled to form a mental model of the underlying Large Language Models (LLMs)
and to express their intentions accurately. While detailed, context-rich questions yielded
more useful responses from ChatGPT, challenges arose when participants lacked sufficient

context or the ability to validate responses.
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Figure 1.1: List of contributions in each chapter and main research questions addressed in
this dissertation.

1.3

Contributions and dissertation structure

The main contributions presented in this dissertation are:

1.

Empirical insights into the unique motivations and backgrounds of new AR/VR cre-

ators using today’s authoring environments (Chapter 3).

. A synthesis of eight key barriers commonly faced by new AR/VR creators, rang-

ing from understanding the AR/VR development landscape to challenges in design
exploration, prototyping, implementation, and testing (Chapter 3).

Several implications and opportunities for future HCI research, focusing on supporting
end-user developers as an evolving group of AR/VR creators, integrating learning
opportunities into AR/VR tools, and designing AR/VR authoring tool-chains that
integrate debugging and testing (Chapter 3).

. The design and implementation of PONI, a novel personalized onboarding interface

that allows new AR/VR creators discover learning materials tailored to their individ-

ual skill levels, objectives, and constraints (Chapter 4).



5. Observational usability study findings demonstrating the effectiveness of a personal-
ized onboarding approach in aiding newcomers in self-directed, exploratory learning
within the AR/VR domain (Chapter 4).

6. Detailed insights from observations and interviews indicating how developers new to
AR approach the development process, and their use of various online information

resources and Al-assisted tools (Chapter 5).

7. An analysis of the common challenges faced during AR development, particularly
in navigating the complexities of 3D environments, and identifying gaps in existing

coping strategies to address these challenges (Chapter 5).

8. Identification of potential avenues and implications for the design of learning tools
and methodologies to assist future AR creators, facilitating a smoother transition

from mainstream software development to AR (Chapter 5).

The remainder of this dissertation is structured as follows:

Chapter 2 provides an outline of relevant research literature and other works forming
the background for this dissertation. It integrates insights from previous studies on AR/VR
authoring tools, observations of AR/VR creators, and the concept of end-user development
in AR/VR. In addition it draws upon findings related to software learnability, innovations
in help and tutorial systems, personalization in learning and software systems.

Chapter 3 describes my in-depth study that explores the experiences of AR/VR cre-
ators, examining their motivations, design and development practices, and the various chal-
lenges they encounter in creating AR/VR applications.

Chapter 4 introduces PONI and describes the user-centered design process that I
followed to create it and evaluate its usability for new creators of AR/VR experiences.

Chapter 5 delves specifically into the journey of software developers transitioning to
AR development for the first time using a simplified development environment, examining
their unique strategies for acquiring AR-specific knowledge and overcoming the distinct
challenges of this specialized field.

Chapter 6 and 7 reflect upon the broader takeaways for designing

Portions of this dissertation have been previously included in peer-reviewed publications
(or are in submission for publication). Specifically, the material in Chapters 3 to 5 is largely
derived from conference papers that I have authored. The original sources of these papers
are duly cited at the beginning of each respective chapter. Additionally, select segments of
Chapter 6 incorporate content from these same publications, as indicated in the relevant

sections.



Chapter 2

Background and related work

In this chapter, I first position my work within the broader research literature surround-
ing the current state-of-the-art in authoring AR/VR experiences and draw upon insights
from existing research on developing AR/VR authoring tools and observations of AR/VR
creators in different contexts. Then, I discuss empirical studies on software learnability and
user expertise in motivating research on the emerging domain of AR/VR authoring. Fur-
thermore, I discuss the core ideas and innovations in software personalization and potential
opportunities and challenges of using a personalized approach in the onboarding stage of
AR/VR creation. Though individual chapters 3-5 each provide a more focused discussion
of the literature most relevant to their respective studies, here I offer an overview of the

major research areas that best contextualize my work as a whole.

2.1 State-of-the-art in authoring Augmented and/or Virtual
Reality (AR/VR)

Within this section, I explore the significant developments and emerging trends in AR/VR
authoring tools, highlighting the shift towards a more user-centric tool creation approach. I
also examine how new AR/VR creators are increasingly contributing as end-user developers

in this evolving field.

2.1.1 Current developments and innovations in AR/VR authoring tools

AR/VR experiences are designed to offer a deeply immersive experience to their intended
audience. Achieving such fidelity demands that their creators possess expertise in a variety of
skills, including spatial mapping, mathematics, physics, 3D modeling, interface design, and
programming [184]. Unsurprisingly, a significant proportion of those responsible for crafting
such experiences are seasoned professional developers with years of expertise in this field. As
AR/VR devices and technologies become increasingly accessible, even amidst the inherent

complexities of crafting immersive experiences, a growing number of non-technical creators,
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Figure 2.1: Classification of AR/VR Authoring Tools by Fidelity and Skill/Resources Re-
quirements. Adapted from Nebeling et al. [184], this diagram categorizes AR/VR authoring
tools based on (x-axis) potential fidelity in AR/VR experiences and (y-axis) required skills
and resources (e.g., 3D models, 360 photos, hardware). An "ideal" class of tools would be
positioned towards the far right, indicating high fidelity, yet requiring low skills and re-
sources. Despite a wide array of digital tools for interactive prototypes, support for AR/VR
content and interactive behavior is often limited and dispersed, necessitating diverse skills.
(This Figure is reused from Michael Nebeling and Maximilian Speicher, "The Trouble
with Augmented Reality/Virtual Reality Authoring Tools", 2018 IEEE Interna-
tional Symposium on Mixed and Augmented Reality Adjunct (ISMAR-Adjunct), Munich,
Germany, 2018, pp. 333-337, doi: 10.1109/ISMAR-Adjunct.2018.00098. © 2018 IEEE.)

such as artists, architects, and educators, are now exploring and experimenting with these
applications [248, 114, 24, 136].

A multitude of research and commercial tools now cater to creators from diverse back-
grounds and skill sets. For instance, established commercial AR/VR development platforms
like Unity and Unreal offer robust support for high-fidelity prototyping, tailored interactions,
and comprehensive implementation of AR and VR applications, complete with powerful
physics engines to facilitate lifelike interactions. These platforms, while delivering high ca-
pability and flexibility, are feature-rich and primarily cater to experienced AR/VR creators.
Packed with an abundance of features, they demand prior proficiency in programming, 3D
modeling, and animation [184] (see Figure 2.1 for a detailed analysis of the current AR/VR
development tools introduced in [184]).

In academia, a more user-centric approach towards AR/VR creation tools have emerged

to simplify development for non-technical creators. For instance, authoring tools such as
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DART [159] and HoloBuilder [233] enable creators to upload 360-degree photos for im-
mersive scene creation and basic interactive behaviors through image maps with anchors.
Another tool category focuses on AR camera interactions, including early research examples
like ARToolKit [113], Tiles [205], Studierstube [114], and ComposAR [221]. Recent industry
solutions like Meta’s Spark AR Studio [173], Adobe Aero [5], and Snapchat’s Lens Studio
[109] offer libraries of trackers (face, hand, plane), 2D /3D objects, video masks, and anima-
tions, empowering users to create interactive, shareable camera effects responsive to their
surroundings.

While these initiatives contribute to certain aspects of AR/VR authoring, they no-
tably fall short in providing a foundational comprehension of the distinct categories of
non-professional creators and their unique demands, and fall short in providing support
for the whole process of designing, implementation, and testing AR/VR applications [184].
In Chapter 3 and 5, I will delve into a comprehensive exploration of this critical aspect,

offering a more detailed analysis to bridge this knowledge gap.

2.1.2 AR/VR creators as end-user developers

In the evolving landscape of technology, the rise of user-generated content and development
has marked a significant shift in how digital tools and applications are created and used.
This trend, known as end-user development, has become a focal point in the HCI research.
End-user development has involved a diverse group of individuals, often without formal
training in computer science, who are increasingly contributing to the development of inno-
vative solutions [130, 38]. These end-user programmers, coming from various backgrounds,
initiate learning programming to enhance their professional tasks, personal projects, or
leisure activities [154]. Their growing interest, the challenges they encounter in existing
programming environments, and the utilization of various auxiliary learning resources have
been extensively documented [60, 255, 45, 148, 162, 199].

Just like these end-user programmers, non-technical creators venturing into AR/VR
share a similar profile. They are often non-formal learners of such skill with diverse back-
grounds, not necessarily in computer science, who learn coding to augment tasks in their
educational, work, or leisure contexts. This group mirrors the opportunistic and sometimes
unplanned approach of many new AR/VR creators, a trend highlighted in several surveys
[215, 27].

Therefore, insights from the research on end-user development are invaluable for sup-
porting the emerging community of AR/VR creators. In chapter 3 and 5, I examine how new
AR/VR creators as end-user programmers adapt to multidimensional authoring environ-
ments, and the strategies they employ to overcome their unique challenges. This exploration
delves into the ways in which the principles and methodologies of end-user development can
be tailored to better suit the specific needs of AR/VR creators.
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2.2 Supporting software learnability and information-seeking
in HCI

In HCI research, there is a significant focus on understanding how to improve the learnability
of complex, feature-rich software applications, a challenge that also extends into the domain
of AR/VR development. This research is crucial in identifying ways to "lower the barriers"
of usage, making the steep learning curve associated with these advanced technologies more

manageable for users.

2.2.1 Approaches to learning and seeking help

Insights from early HCI research, particularly from the 1980s and 1990s, shed light on
software help-seeking behaviors. This was a time when written manuals were the norm for
software assistance. Studies suggest that users often shied away from these manuals and
formal documentation, favoring self-directed experimentation or trial-and-error methods
instead [209, 208]. Carroll, in his work [40], coined this as the "Paradox of the Active User",
based on observations from various user studies at the IBM User Interface Institute. He

noted:

"Users seldom read manuals, choosing to directly engage with the software. Their
focus is on completing immediate tasks, not on comprehensively understanding

the system or spending time on initial setups or learning packages."

Further studies delved into why users tend to avoid consulting available help materi-
als, and instead engage in free-form interface exploration [193, 192, 10, 194]. A key factor
identified was the "vocabulary problem" — a disconnect between the user’s mental model, the
application’s terminology, and the language used in help documentation [192, 78]. This issue
made it challenging for users to find relevant information within help systems, which were
often lengthy and complex, and used the same unfamiliar terminology as the application
interface [41, 10, 192, 123].

Given these challenges, many users tend to prefer more interactive and social forms of
learning. Instead of relying on official documentation, which might be dense and jargon-
heavy, they often turn to online forums and community resources. These platforms can offer
more direct and practical solutions to specific problems, reflecting a broader trend in adap-
tive learning behaviors in the face of intricate and novel technologies [141, 163, 227, 228].
This shift in help-seeking behavior is particularly pertinent in various software domains,
including AR/VR, where the rapid evolution and deprecation of tools and resources make

personalized, task-specific learning resources increasingly essential.
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2.2.2 Innovations in help and tutorial systems

In response to learners’ difficulties in finding relevant learning materials, prior work focused
on enhancing the retrieval of learning materials and supporting help-seeking activities, par-
ticularly in the context of complex software environments.

One prevalent method to aid tutorial usage involves embedding in-context help within
the applications themselves. This is achieved through overlays that guide users to appropri-
ate commands or provide Q&A support, as seen in systems like Stencile [116]. Additionally,
leveraging video-based learning resources has become increasingly popular for understand-
ing feature-rich applications. Common instances include Google’s "suggested video clips and
Bing’s "smart motion preview". Researchers have further refined this approach by imple-
menting techniques such as timeline markers [168, 96, 126, 125, 18|, thumbnail images
[125, 93, 18, 157, 44], transcript text [125], and clickable elements overlaid on the videos
[185]. These tools help learners navigate video tutorials more effectively and control the
progression of their learning experience [203]. Other innovative strategies aim to reduce the
cognitive load of learning. These include adding gamification elements [152] and augment-
ing tutorials with user community input [46, 251, 169], making the learning process more
engaging and interactive.

Despite the general applicability of these learning and help systems to AR/VR authoring
processes, new creators of AR/VR still might encounter specific challenges even at the onset
of their authoring journey. They often struggle with fundamental questions like: Which tools
are most suitable for my needs? How do these tools differ in terms of required skills, and
which align best with my specific project requirements? These inquiries are not just general
queries, but are deeply intertwined with the individual tasks and specific activities unique
to each creator’s objectives. Addressing these questions requires a nuanced understanding of
each user’s context and goals. Within chapters 3-5, I will delve into specific user needs that
emerge through the AR/VR creation process and assistive approaches that new AR/VR

creators found to be usable and useful given specific contexts they required help with.

2.3 Core ideas and innovations in the field of personalization

The impact of individual differences and how different users learn and experience technology
has been widely acknowledged in the HCI community [59, 66, 65, 32]. Understanding user
expertise and awareness of where the user is along the progression could have important
implications. For instance, systems can tailor the interface to meet a user’s level of experience
[108, 198], information can be delivered in a personalized manner, and interfaces could
provide adaptability by providing different amounts of complexity given the user expertise
[223, 70, 71, 80]. In this section, I provide a comprehensive survey of the literature on
software personalization and related concepts for improving the current process of new

AR/VR creators in locating relevant learning resources.
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2.3.1 Classifying personalizations along several axes

While there is no universally agreed-upon terminology, the literature on personalization
has identified a range of distinct types of personalized interactions. Opperman and Simm
[196] categorize these interactions into two primary types: (1) interface adaptations, involv-
ing changes to the appearance and accessibility of interface features, and (2) functionality
adaptations, concerning how the system operates. Interface adaptations might include mod-
ifications like altering menu visibility, adjusting screen layout, or changing the interface’s
visual theme or color scheme. Functionality adaptations, conversely, could involve adding
plugins or add-ons, creating custom macros or shortcuts, and writing scripts to alter appli-
cation behavior.

Bentley and Dourish [20] distinguish between surface personalizations, such as choosing
from predefined options, and deep personalization, which involve more complex changes
like adding new system behaviors. This distinction underscores the varying levels of user
expertise required. Haraty and McGrenere [100] define advanced personalization as modi-
fications that extend beyond aesthetic changes to include functional alterations. Marathe
[164] introduces a similar classification, differentiating between functional (task-based) and
cosmetic (presentation-based) personalizations.

Bunt [34] offers another perspective, dividing personalization into graphical user inter-
face (GUI) customizations and content customizations. Content customization specifically
refers to adaptations in the delivery, presentation, and timing of content. This form of cus-
tomization is especially relevant in educational technology, where content is often tailored to
individual students’ needs, as seen in intelligent learning systems [9, 51, 225]. In Chapter 4,
I draw inspiration from the concept of content adaptations, specifically in offering varying
levels of complexity of learning materials tailored and visualized to the specific needs of
each newcomer of AR/VR.

2.3.2 Methods of personalization
Adaptive and adaptable interfaces

In the realm of personalized learning systems, two key approaches have been introduced
as adaptable and adaptive interfaces. Adaptable systems allow users to modify system
characteristics themselves, placing the adaptation initiative in their hands [196]. In contrast,
adaptive (or self-adapting) systems autonomously adjust their characteristics to suit user
needs, often using artificial intelligence and user-tracking mechanisms like user models [115].

Both approaches have their merits and challenges. Adaptable interfaces offer full control
to users but add complexity to interactions and require effort from the users themselves,
which may not always enhance their success or productivity [160, 161]. Adaptive inter-
faces automate the personalization process but may lack user control, predictability, and

transparency, potentially impacting user performance negatively [110].
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The debate on the effectiveness of these approaches continues [224, 172], with empirical
evidence suggesting varying preferences in different contexts. For instance, the GRAPPLE
system in educational settings has shown success with adaptive learning environments [28],
while some e-commerce site users prefer self-customization over automatic personalization
[195]. Comparisons of adaptive interfaces with static alternatives have yielded mixed results,

indicating the context-specific nature of their benefits [61, 28].

Information retrieval systems

Personalization extends to how information is presented to users, particularly relevant in
scenarios like AR/VR creators searching for tutorials or learning materials. The challenge
of information overload [156] can be addressed by recommender systems, which offer per-
sonalized content based on user profiles or interaction history [37].

These systems use various algorithms categorized into collaborative filtering (CF'), content-
based recommendations, and hybrid approaches [156]. CF bases recommendations on the
preferences of similar users [31], while content-based methods rely on past interactions and
user behavior patterns [201]. Both methods have limitations, including the cold start prob-
lem and over-specialization, which hybrid systems aim to overcome by combining techniques,
thus enhancing recommendations [37]. In chapter 4 in the design of PONI [14], I utilized
a static, rule-based approach [216, 89] to construct user profiles reflecting technical skills,
development or design goals, and constraints like time or budget. While a hybrid approach
combining static and dynamic methods like collaborative filtering offers great promise for
delivering suitable learning materials, it requires historical data and user behavior traces.
Due to the absence of such data, I opted for a static rule-based personalization as the
primary method to create user profiles.

It is also worth to mention, I primarily focus on how users interact with adaptable sys-
tems, where users are responsible for making the adaptations themselves. This contrasts
with adaptive recommendation systems in information retrieval research, which automati-
cally personalize search results based on personal factors like interests and search history
[201]. While adaptive systems provide valuable insights and inform some aspects of my
designs, my core focus is on the explicitly user-controllable elements of the system. This ap-
proach prioritizes user control over the implicit, algorithm-driven, and often less transparent

forms of adaptive personalization.

2.3.3 Methodologies for detecting software expertise

Declaring software expertise

Effectively delivering personalized content and interactions begins with accurately deter-
mining user characteristics and needs. In this context, Grossman and Fitzmaurice [94] have

identified four key methods for assessing software expertise, each with its own strengths
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and challenges. The first method, self-assessment, involves users ranking their own exper-
tise level using questionnaires or interactive dialogues [167]. This method, while easy and
common in usability studies, might suffer from reliability issues [190] but can mitigate the
cold start problem [216]. The second method, expert assessment, involves evaluations by
one or more judges, potentially offering more reliable results. The third, laboratory tasks,
involves users performing controlled tasks in a lab setting, with collected metrics analyzed
for expertise assessment [86, 107]. The fourth method, in-situ measurements, captures data
such as usage metrics [6, 139, 153] and lower-level input activities [79, 72] during actual

software usage.

Measuring software expertise

Norman’s "The Design of Everyday Things" [191] conceptualizes expertise by highlight-
ing the differences between expert and novice behaviors, noting that well-practiced skills
minimize the need for conscious control. Bhavnani [21] differentiates experts from novices
based on strategic knowledge, where novices rely on familiar strategies rather than optimal
methods. Lafrance [138] echoes this by defining experts as having more complex knowledge.
Bhavnani & John’s [21] application of GOMS analysis on CAD tasks further illustrates this,
identifying key differences in command combinations used by novices and experts.

On the quantitative side, various methods have been explored to measure software ex-
pertise. These include assessing low-level operations like pauses [203], menu access time
[107], mouse motions [86], frequency of command usage [91], and usage heatmaps [244].
Tutorials” difficulty has also been assessed using machine learning [212] and social voting
mechanisms [251]. However, these methods often focus on single-system tasks, lacking a

comprehensive understanding of user skills across multiple applications.

2.3.4 Personalization in formal learning and education

The concept of personalization in education and learning, deeply rooted in educational the-
ory [117, 118], aims to foster student-centered practices and design tailored interventions to
support instructors in individualizing and appropriating learning strategies. This approach
enables the accommodation of diverse learning requirements, which might be challenging to
meet in traditional educational settings. By applying personalized methods in curriculum
delivery, instructors can adapt to the unique pace of each student, offer customized assign-
ments for better assessment of mastery, create learning paths tailored to individual needs,
and strategically group students for optimal learning outcomes [54].

The effectiveness of personalized support is evident in its ability to guide students clearly
through their learning journey [260]. Non-tailored support, on the other hand, can lead to
student disengagement, resulting from tasks that are either too challenging or insufficiently
stimulating. An study by Van de Pol et al. [247] demonstrated that students achieve greater

academic success with high levels of personalized support than with limited personalization.
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While the advantages of personalized learning in formal educational environments are
well-established, extending these methodologies beyond classroom settings presents an im-
portant research challenge. In Chapter 4, my focus shifts to understanding the specific needs
of new AR/VR creators initiating their initial projects as they use personalized learning
materials tailored to their specific needs and skills. I explore the design implications for
learning systems that provide instructional materials suited to this complex and multi-

faceted process.

Impacts of personalization on learning outcomes

Research evaluating personalized learning systems has consistently shown that such systems
can significantly enhance the learning process. Personalizations tailored to general or specific
learner characteristics are effective and efficient, leading to a range of learning outcomes from
modest to substantial improvements.

A study by Conati [50] exemplifies this, demonstrating larger learning gains in physics
problem-solving through the use of a self-explanation coach. The impact of personalization
extends beyond academic performance to influence the user’s psychological state. Marathe
and Sundar [164] found that spending time personalizing a web page can significantly en-
hance a user’s sense of control and identity. This suggests that tailoring features to the user
needs can play a pivotal role in shaping self-representation and promoting self-realization.

Personalized learning platforms have also been positively linked to learners’ satisfaction.
Studies indicate strong correlations between student satisfaction and factors such as motiva-
tion, retention, and recruitment [217, 63, 250]. To ensure the effectiveness of personalization,
it is crucial to maintain the quality and relevance of the learning database. In Chapter 4,
I elaborate on how PONI addresses this challenge by incorporating expert annotation of
learning resources, providing a diverse array of AR/VR projects, ensuring the stability and
usability of the information retrieval system, preserving user control and flexibility, and

offering transparency in the decision-making process of the recommender system.

2.4 Summary

The field of AR/VR authoring has witnessed significant advancements in recent years,
largely driven by the proliferation of cutting-edge tools and technologies. However, there
remains a substantial gap in our understanding of how individuals new to creating such
multifaceted experiences, who often lack formal training in the requisite skills, navigate
the design, implementation, and testing processes. My research endeavors to address this
gap by initially delving into a comprehensive exploration of the needs, motivations, and
current practices of new AR/VR creators in relation to available devices, authoring tools,

and learning resources.
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Building upon this enhanced understanding, I have designed the PONI platform to
serve as a resource for newcomers in the AR/VR domain. PONI aims to support new
AR/VR creators during their initial stages by assisting them in locating pertinent learning
resources and authoring tools. It achieves this by presenting personalized recommendations
based on their individual skills, goals, and project-specific requirements. Furthermore, PONI
offers the capability to explore these tailored suggestions through appropriated learning
materials, visual representations, and the flexibility to customize recommendations and

ranking systems.
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Chapter 3

Creating Augmented and Virtual
Reality Applications: Current
Practices, Challenges, and
Opportunities

In my first study !, I conducted a series of one-on-one interviews to investigate the practices
employed by newcomers in the domain of Augmented Reality (AR) and Virtual Reality
(VR) creation. Given the rapid advancements witnessed in AR/VR creation platforms and
devices, the primary objective of this research was to offer an up-to-date overview of the
utilization patterns of today’s state-of-the-art authoring tools by new creators in this field,
alongside an exploration of the challenges they encounter. This study employed a broad lens,
aiming to understand how individuals new to AR/VR creation navigate the technological
landscape in this field, the factors influencing their tool selection and creation practices,
as well as the obstacles they confront in the process of learning about and crafting such

immersive experiences.

3.1 Introduction

The increased availability of AR/VR-equipped devices is opening the door to exploring a
wide range of consumer-oriented applications and opportunities beyond gaming and en-
tertainment [202]. Although interest in creating AR/VR applications is rapidly growing,
creators are often dealing with a number of technical hurdles with AR/VR authoring envi-

ronments [25] and struggle in designing compelling user experiences [24, 202].

!Portions of this chapter were originally published in Narges Ashtari, Andrea Bunt, Joanna McGrenere,
Michael Nebeling, and Parmit K. Chilana. 2020. Creating Augmented and Virtual Reality Applications:
Current Practices, Challenges, and Opportunities. In Proceedings of the 2020 CHI Conference on Human
Factors in Computing Systems (CHI ’20). [15]
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While research on novel AR/VR tools is growing within the human-computer interaction
(HCI) community, we lack insights into how AR/VR creators use today’s state-of-the-art
authoring tools and the types of challenges that they face. Findings from preliminary sur-
veys, interviews, and workshops with AR/VR creators mostly shed light on isolated aspects
of the proposed AR/VR authoring tools [24, 159]. We especially lack an understanding of
motivations, needs, and barriers of the growing population of AR/VR creators who have
little to no technical training in the relevant technologies and programming frameworks.

In this chapter, we describe a semi-structured interview study with 21 AR/VR creators
that investigates how they approach design and implementation in AR/VR. To better un-
derstand the diversity in AR/VR creation practices, we recruited participants with a wide
range of motivations, backgrounds, skill levels, and experiences. For example, we included
hobbyists creating their own games, researchers trying to apply AR/VR for domain-specific
problems, and professional designers working on enterprise-level AR/VR products. These
creators worked on a variety of applications, such as in-home design, sports and rehabilita-
tion, medicine, cultural studies, and games, among many others.

Our overall findings indicate that, although AR/VR creators vastly differ in their moti-
vations and skillsets, they experience similar challenges in designing and building AR/VR
applications. We synthesized 8 key barriers described by AR/VR creators: from under-
standing the initial landscape of authoring tools, to designing and prototyping AR/VR
experiences, to implementation, debugging, and testing.

While almost everyone mentioned the importance of creating a good user experience,
most of our participants who were not in professional design teams were not aware of any
formal UX design approaches and proceeded to development environments. In contrast, most
participants who were designers tried using UX principles to prototype and test AR/VR user
experiences, but constantly struggled with available design methods and tools, and felt that
most required "too much coding." Compared to web and mobile application development,
we found that the barriers that AR/VR creators faced during implementation, debugging,
and testing were more acute as creators had to deal with "too many unknowns" and keep
up with the rapidly evolving AR/VR hardware and software. Overall this work makes the

following contributions:

1. Producing empirical insights that portray the unique motivations and backgrounds of

AR/VR creators using today’s authoring environments.

2. Providing a synthesis of 8 key barriers that were common across all AR/VR creators:
from understanding the landscape of AR/VR development, to exploring designs and

prototypes, to implementation and testing challenges.

3. Identifying opportunities for future HCI research to support end-user developers as a

growing population of AR/VR creators, to build learning opportunities into AR/VR
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tools, and to design AR/VR authoring toolchains that integrate debugging and test-

ing.

3.2 Related work

To situate our study findings in the broader HCI literature, we draw upon insights from
existing research on developing AR/VR authoring tools, observations of AR/VR creators in

different contexts, and how we can look at emerging AR/VR creators as end-user developers.

3.2.1 AR/VR authoring tools in research and practice

Previous research on AR/VR authoring has addressed the specific development needs of
creators across a wide spectrum. For example, early tools such as ARToolKit [113] and
Studierstube [114] provide a low-level framework requiring the creator to have a strong
programming background. Commercial AR/VR creation tools, such as Unity, Unreal, Visor,
and A-Frame, are starting to provide new capabilities that make high-fidelity prototyping
easier but still require some coding. Overall, the landscape of AR/VR authoring tools
appears to be fragmented [184] and creators are required to learn multiple different tools.

Some research tools have explored how early stages of AR/VR prototyping can be fa-
cilitated without the need for programming (e.g., DART [159], ProtoAR [183], 360proto
[182], ARtalet [98], iaTAR [146, 145], and Amire [263]). Although these approaches have
been instrumental in opening a new space of AR/VR authoring, they are designed to work
on specific predefined tasks and are usually not compatible with multiple platforms, frame-
works, and hardware. Furthermore, these tools do not cover the full design cycle from
prototyping to development and testing on AR/VR devices.

Despite the recent research progress in authoring support for AR/VR, we know little
about how AR/VR creators (particularly those who are not professional developers) are
using the tools available today. Our study provides such empirical insights, detailing how
AR/VR creators approach the learning process, and where they face barriers during design

and development activities.

3.2.2 Observations of AR/VR creators

A number of AR/VR authoring tools that have been developed in HCI research have often
included formative studies or evaluations with AR/VR creators. However, as is common
with system evaluations [144], most have a limited scope to demonstrate the benefits of the
tool. The closest work that aligns with our project is "DART, ten years later" [84], a study on
AR prototyping that investigated the work of 8 AR creators with design backgrounds using
the DART timeline-based visual AR authoring tool that reduces the need for programming

[159]. Similar to results reported in that study, we found that even creators with technical
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backgrounds had difficulty in debugging and wanted to minimize the extra effort required
to integrate more tools into their existing workflows.

Another relevant study focused on extending AR applications for cross-device collab-
oration [231]. The authors reported findings from a survey with 30 designers, developers,
and end-users. This study asked participants to consider two scenarios of an available AR
application and to discuss challenges they would expect to face when implementing them.
Findings of this study provided insights on technical challenges of AR development, such as
crossdevice communication, calibration, environmental mapping, obtrusiveness of authoring
platforms, gesture definition, and tracking in collaborative settings.

Our findings complement these prior works by adding insights from a more diverse pool
of both AR and VR creators: hobbyists, domain experts, and professional designers. We
also provide new empirical insights into the AR/VR authoring process by considering the
full spectrum of user research, prototyping, development, and testing, as part of AR/VR
creation. In addition, we illustrate differences between AR vs. VR during different stages of

authoring.

3.2.3 AR/VR creators as end-user developers

Since our study includes participants with a wide range of technical expertise and motiva-
tions, we look toward the literature on end-user development to situate our findings. End-
user development has been a core topic in HCI for decades [38, 130]. End-user programmers
are non-professional developers with a variety of backgrounds (often other than computer
science) who learn to write code as complementary to a task they are assigned in their edu-
cational or work settings or for leisure [154]. These types of programmers are opportunistic
in terms of coding and do not always have a clear plan for their development needs. A dra-
matic rise in the number of such end-user programmers has been reported in several studies
[215, 27], shedding light upon the learning areas in which these programmers show more
interest, the bottlenecks they face while working with existing programming environments
[45, 60, 255], and the use of their peripheral learning resources[162, 199, 148|. Various stud-
ies have demonstrated that many end-user programmers are reluctant to learn high-level
concepts, showing more interest in informal learning and trial and error [64, 208, 209].
Our work adopts a similar perspective and focuses on the emerging community of
AR/VR creators, such as hobbyists and experts in domains other than AR/VR, who in-
formally learn development in a contextualized manner. While prior work on end-user pro-
grammers’ learning process shows that novice end-user programmers’ strategies differ from
the ones who learn programming in a formal learning setting [41, 95, 264], we have limited
insights into how end-user programmers participate in multidimensional AR/VR environ-
ments. Our study reveals that beyond challenges of prototyping and selecting the most

suitable development framework, AR/VR creators also have to deal with a wide range of
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hardware challenges, such as selecting proper headsets targeted to their project and dealing

with lengthy installation procedures specific to headsets and other peripherals.

3.3 Study design

To investigate current AR/VR design and development practices, we used a qualitative
approach, conducting semi-structured interviews with 21 creators who had recently worked
on an AR/VR project for work or for leisure. The goal of our interviews was to better
understand AR/VR creators’ design, implementation, and testing approaches and to learn

about any challenges that they faced along the way.

3.3.1 Participants and recruitment

To obtain a broad overview of AR/VR creation practices, we focused on recruiting partici-
pants who were new to AR/VR and excluded experienced AR/VR developers. We recruited
AR/VR creators by connecting with local AR/VR meet-up groups in person and through
their mailing lists. We also recruited creators by advertising posters at local educational
organizations, and through personal connections and snowball sampling. We aimed for a
diverse participant pool in terms of the backgrounds of the participants and the types of
projects they worked on.

We ended up with 21 participants (10F /11M) who had diverse backgrounds and roles, in-
cluding user experience designers, gaming enthusiasts, instructors, and academic researchers
(summarized in Table. 3.3.1). They ranged from having several years of programming ex-
perience to having no technical training, working on AR/VR projects ranging from en-
terprise products, to games, to biomedical studies. Our participant pool covered a range
of age groups: 18-24 (23%), 25-34 (52%), 35-44 (5%) and 45-54 (20%). Although most of
the participants were recruited from the greater Vancouver area, we also conducted phone

interviews with creators from 6 different cities in Canada and USA.

3.3.2 The interview protocol

Before conducting the interviews, we collected demographic information from the partici-
pants via a questionnaire (e.g., age, gender, occupation, previous experience in program-
ming, education, and AR/VR creation tools they use). We started the interview by asking
participants to describe their current or recent AR/VR project and to describe if there was
a team involved. Next, we asked about factors that influenced their initial encounter with
AR/VR, their learning process, and the resources they used for getting started. Next, we
asked participants to describe their creation and tool selection process, and methods used
from the design step to the final product (prototyping, to coding, to evaluation). Through-

out the interviews, participants with programming and design backgrounds were asked to
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ID | Tools

\ Occupation

‘ Example Projects

Professional Designers (PD)

P4 | Unity AR/VR entrepreneur AR work safety training app
P10 gﬁi?;l g;slils;g:zﬁzstor/ VR-based vection research
P14 | Unity AR/VR entrepreneur AR Work training app

P16 | Unity UX designer AR medical education app
P17 | Unity UX designer VR social platform

P18 | A-Frame | UX designer AR doodling app

P19 | Unity AR/VR entrepreneur VR Wilderness training app
P21 | Unity UX designer AR storytelling app

Domain Experts (DX)

P1 | Unity Biomedical engineer Research in stereo deficiencies in AR/VR
P2 | Unity Biomedical engineer VR-based sports & rehabilitation training
P8 | Unity Cognitive scientist Research in human lucid dreaming in VR
P12 | Unity Linguist Research in culture revitalization (AR)
P15 | Unity Psychologist Research in attention (VR)

P20 | Unity Audio designer Research in sound design (AR & VR)

Hobbyists (H)

P3 | Unity CS student Temple run game in VR
P5 | Unity Tangibles researcher AR Christmas card/ games
A-Frame, AR 360° city showing app/
P6 Unity Web developer VR flight game
Argon.js, P
P ATrame French language student | AR home design app/ games
P9 | Unity Info Viz researcher VR Maze game
P11 | Unity Software developer VR game
P13 | Unity Gaming instructor Various AR/VR projects

Table 3.1: Summary of study participants.

describe differences in their AR/VR practices from their other types of development (e.g.,
mobile/ web).

3.3.3 Data analysis

To investigate the workflows, tool preferences, and challenges of AR/VR creators, we coded
all of the transcripts and analyzed them using the Atlas.ti software. We used an inductive
analysis approach [53] and created affinity diagrams using the gathered data to explore
the themes around our main research questions. Two members of the research team first
began with an open coding pass to create a list of potential codes. Through discussion and
use of affinity diagrams, we arrived at a single coding scheme. During the coding process,
we focused on the motivations of different groups towards AR/VR creation, and the steps

involved in the AR/VR authoring process, including prototyping, development, and testing.
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3.3.4 Organization and presentation of result

We present our main findings by first describing the motivations of AR/VR creators in
our study and how we categorized interviewees based on differences in their backgrounds,
motivations, and the types of projects they pursued. This gives context to our findings and
demonstrates the variety of AR/VR projects created by our participants. Despite many
differences between groups, we found that most of our participants expressed similar chal-
lenges when pursuing AR/VR projects. We synthesized these challenges as 8 key barriers in
AR/VR creation (Table. 3.3.4) and explain how each manifested in the experiences shared

by our participants.

8 Key Barriers in Authoring AR/VR Applications

1. Difficult to know where to start:

problems related to understanding the AR/VR landscape and selecting tools.
2. Difficult to make use of online learning resources:

problems related to understanding the nomenclature, formulating search queries,
and finding relevant and up-to-date information.

3. Lack of concrete design guidelines and examples:

problems related to knowing what is good design in AR/VR relative to good
design in other types of development and lack of example projects.

4. Difficult to design for the physical aspect of immersive experiences:
problems related to the design of natural VR experiences and understanding of
human motion, gesture, and audio design.

5. Difficult to plan and simulate motion in AR:

Problems with planning targeted experiences in AR and forecasting users’
actions/movements.

6. Difficult to design story-driven immersive experiences:

problems related to providing a compelling, distraction-free AR experience.

7. Too many unknowns in development, testing, and debugging:
problems related to constant changes in AR/VR technology and viable
debugging strategies.

8. User testing and evaluation challenges:

problems related to understanding of viable testing methods, users’ knowledge
of tool usage and accessibility to AR/VR devices.

Table 3.2: Summary and description of eight key barriers described by participants.

3.4 AR/VR creators and their motivations

Our 21 participants had a variety of different motivations for getting involved in AR/VR
creation. The participants also varied in their technical skills and formal training in user
research and design (UX design). Based on these differences, we saw three groups of partic-
ipants emerge from our data: 1) professional designers who worked on creating consumer-
facing commercial AR/VR products; 2) hobbyists who tried out AR/VR projects as a hobby
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or out of curiosity; and, 3) domain experts who used AR/VR as a new approach to tackle
a domain-specific problem.

Professional Designers: Many of our participants (8/21) were professional designers,
including user experience/interface designers and design consultants. These participants
were typically asked to work on a range of commercial AR/VR products as part of their
job and were motivated to keep up with the evolving landscape of AR/VR technologies and
evolving design practice. For example, one designer explained what motivated him to learn
AR/VR design guidelines:

"When you put on [a] VR headset, you immediately understand that this is going
to be a part of the future...from a design perspective, I realized that there’s a
lot of new principles and guidelines I have to learn and follow if I want to get
ahead of the market." (P18-PD)

All of the professional designers in our study had formal training in UX design and half of
them (4/8) also had training in CS. However, only 3 of them had worked on AR/VR design
projects during their training—the rest were all learning about design methods in AR/VR

on the job:

"I already had experience designing mobile apps and desktop. .. but I didn’t know
anything about [design in] VR or AR.... I was really interested in getting in-
volved and exploring those fields just to see how it works." (P16-PD)

Although all designers believed that UX design techniques were critical to designing
compelling AR/VR products, compared to other types of design, these participants felt
that the UX learning curve in AR/VR was steeper and they thought it was particularly

important to understand the engineering effort required in AR/VR creation:

"Compared to the traditional apps and games that 've worked with. .. you just
have to be really involved [with VR]...you actually have to try to understand how
your developer works, how your software engineer works, and what it actually

takes to implement a certain design. .. or a certain behavior." (P14-PD)

Hobbyists: Another group of our participants was comprised of hobbyists (7/21) who
were not working on commercial products and mostly described gaming-related personal
projects. They often stumbled upon AR/VR creation out of curiosity or simply to try out

something "new and trendy":

"...we started googling app ideas and things like that. And, we came up with
a few things that used AR and we thought that would be cool, especially after
Pokémon GO was so successful..." (P7-H)
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Most of the hobbyists (6/7) had formal training in CS or engineering and felt confident
in tinkering with new technologies. However, none of them had any formal training in UX

design and felt that they lacked the knowledge to create intuitive interfaces:

"I played a lot of games before and I was pretty confident that I knew how a game
should look like. But, it turned out that I had limited knowledge. So, there was
this ome point where I was personally satisfied, but when I showed my project to

[others], everybody commented on the experience being unintuitive." (P9-H)

Domain experts: As shown in Table 1, participants categorized as domain experts
(6/21) were mostly researchers and subject matter experts in areas such as sports and
rehabilitation, cognitive science, biomedical engineering, and cultural heritage preservation.
These domain experts commonly saw a new approach in using AR/VR to tackle a domain-
specific research problem. For example, a cognitive scientist explained how she used VR to

better understand human behavior around lucid dreaming:

"...lucid dreaming is something you can’t experience in normal life. It’s really
hard to train for it, and learn it...you can’t watch somebody have a dream. So,
this [VR] is one way to experience that same thing. I don’t see really any other

medium that could really give you that same experience.” (P8-Dx)

Most of the domain experts (5/6) in our study did not have any formal training in CS and
did not feel confident in starting AR/VR projects from scratch. They looked for existing
examples of projects online and sought methods for showing a "proof of concept." Some
domain experts informally talked to end-users during their research process, but similar to
the hobbyists, none of the domain experts found it easy to translate their knowledge to
AR/VR:

"My degree was in anthropology. I worked in a community where there’s no
electricity and no technology. I do interviews. I know how to hold focus groups
and all those things. Which is a lot of what HCI does, but I was like, "I don’t
know what I'm doing." (P12-Dx)

Overall, our participants got involved in AR/VR creation for a variety of reasons and
came with a range of backgrounds and skillsets. However, when they started designing and
building AR/VR applications, they expressed common difficulties (Table 2), as we discuss

below.

3.5 Barriers in understanding the AR/VR landscape

Our participants reported a variety of formal and informal strategies that they used to

understand the AR/VR authoring landscape, highlighting three major challenges that they
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faced along the way: difficulty in knowing where to start, making use of online learning

resources, and dealing with the lack of design guidelines and examples.

3.5.1 Difficult to know where to start

Given the pace at which the landscape of AR/VR hardware and software is evolving, a
major difficulty our participants experienced was in knowing how to even get started and
understanding what is "state-of-the-art." Some barrier-to-entry issues were related to know-
ing about and having access to the current AR/VR hardware and software versions. For
hobbyists and domain experts, not understanding the hardware was particularly problem-
atic. For example, one hobbyist participant who was keen on AR development shared his

frustration:

"I think we should have played around a little more with it [AR.js] and seeing if
it really met our needs. We got somewhere really fast and then we found out it

doesn’t support what we wanted in the middle of the implementation." (P7-H)

Another issue that participants explained was that there were few relevant experiences
available in AR/VR to draw upon, unlike web and mobile application development which

are well established today:

"It was hard to get started in terms of choosing what we were going to do. No
one knew what was possible. We didn’t have a model list. There’s no AR app
for language revitalization out there. .. It was like, I don’t even know what I'm
doing." (P12-Dx)

Our participants also indicated that they usually failed on their own to find an AR/VR
authoring tool that would meet their exact needs. We learned that AR/VR creators relied
on their own personal and professional contacts to get recommendations and begin the

creation process:

"I needed to develop something that can run on different platforms and there
[are] a lot of graphical things going on there... I was talking to my buddy and
then he said, you can use Unity...And, then since he was using Unity, he knows
all the stuff. I said why don’t you just walk me through it? And that’s why I
chose Unity." (P5-H)

Most participants (19/21) reported using Unity as the first and main platform they used
for AR/VR creation. For example, another participant explained why his team often chose

Unity even at the prototyping stage:
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"Usually, not everyone on the team knows how to use them [other prototyp-
ing apps]. Teams are fairly large and most people already know how to use
Unity. . . they just don’t want to add that extra effort to learn something if they
already know something else. Unity might not be perfect, but it’s enough for
them." (P10-PD)

Although Unity is widely used among professional developers [235], our participants
reported a number of issues in getting started with it. For example, participants reported

difficulty wrapping their heads around the new programming structure in Unity:

". .. problem with Unity is that you have to fight to get it to work. ..you kind of
have to learn how to make it work instead of the opposite way around. . . if you’re

creating your own system, you need to work with their rules.”" (P10-PD)

While there are many other authoring tools available that are easier to access and use,
including many of those created in research, most participants said that they were not aware

of other options.

3.5.2 Difficult to make use of online learning resources

Our participants reported using many different learning resources in their AR/VR creation
process. The main resources used for learning included online search, video channels (e.g.,
YouTube), Unity forums, Stack Overflow, and Online MOOCs (e.g., Coursera or EDX).
Despite the growing availability of online learning resources on AR/VR creation, several
participants said that these were either difficult to locate, not comprehensive enough, or

became easily outdated:

"...if I look at some higher-level tutorials fon YouTube], I don’t really understand
it as I don’t know what I should’ve learned before I learn this one... YouTube
sometimes has some short videos that are for some specific small projects.” (P2-
Dz)

AR/VR creators also shared examples of their struggles in locating relevant tutorials,

dealing with different platforms, and new versions of previously familiar technologies:

"A-Frame itself keeps updating. It keeps updating or upgrading its versions but the
documentation is not there, and not enough for us for more advanced usage."(P18-
PD)

"I used to develop for Oculus and Vive...but for the Windows Mixed Reality
[framework/, I had a lot of difficulty since the documentation is either not updated
or without many examples.” (P1-PD)

29



Even when a relevant resource was located, several participants (7/21) struggled with
technical jargon and unfamiliar AR/VR terms. For example, if one creator wanted to know
the position of a specific item [in Unity], the keyword transform would be needed to get
relevant results. As an extreme case, one participant reported that he struggled with search

keywords for two months due to his lack of knowledge in platform nomenclature:

"I always start by Google, hopefully there’s some tutorial... My first big issue
took me like a month or two and the problem was that I didn’t understand Unity
enough and the nomenclature of it to actually figure out what was going wrong

[with my search]." (P4-PD)

As a result, given the difficulties in finding useful learning resources, many of our partic-

ipants relied on more informal trial-and-error methods for learning AR/VR development.

3.5.3 Lack of concrete design guidelines and examples

A key deficiency noted by participants was that compared to other mediums like mobile
or web development, AR/VR development lacked concrete design guidelines and examples.
This problem was particularly acute for hobbyists and domain experts with no background

and little experience in UX design. For example, a hobbyist explained:

"We didn’t have any guidelines...I mean, they say [in documentation] . .. you have
some assets in this Unity package, like standard buttons or standard windows.
You can use them. But, they didn’t say how to use them." (P11-H)

Although professional designers’ backgrounds in designing user interfaces gave them
some intuition about good design, they reported that the available AR/VR guidelines were
not only scattered all over the Web but also not suitable for supporting many complex

scenarios:

"We were trying to apply some scattered guidelines from Medium, Apple or
Coursera, but they were superficial. . . for example, when Google is designing for
the Google Map, they pay attention to reminding users of "you don’t want to
stare at your phone all of the time." This is not something that’s implemented

in VR applications I've interacted with nor the design guidelines.” (P17-PD)

"There [has] been tons of research on how to approach designing for 2D experi-
ences. .. But, for VR I think we’re so early that we really require everyone’s input
into what makes a design good. .. So, depending on what your experience is in
VR, you should know what makes it comfortable. .. what makes it not comfort-
able? What is good design to [users]? What is bad design to them?" (P19-PD)
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In fact, participants noted that the available guidelines (mostly through Apple and
Google) still fell short when confronting the complexity and ambition expressed by many
designers. At this stage, Apple and Google limit their focus to simple, single scene appli-
cations and make little allowance for complex mechanics or anything beyond simple object
placement and sticker-like functionality. In particular, we found that guidelines were lack-
ing for participants designing applications with interactive features such as object selection,
conditional actions, scene flows or storyboards driven off of user behaviour, and movement

between scenes using teleportation.

3.6 Barriers in designing and prototyping AR/VR experi-
ences

The next set of barriers described by participants related to their struggles in trying to
design interactive AR/VR experiences. Although some of these challenges manifested both
in AR and VR, participants differentiated some struggles that were unique to either AR or
VR.

3.6.1 Difficult to design for the physical aspect of immersive experiences

Some participants explained that while VR might look easier than AR in terms of maintain-
ing the users’ attention, VR experiences mostly fell short of providing natural and realistic
experiences. This problem was reported due to two underlying reasons. First, as has been
reported previously [232], designers described the difficulty they faced in simulating models

and in providing realistic gestures:

"T was not satisfied with having the same idle movement for all bipedals...it
wasn’t realistic at all. I was like, I have to figure out a way to randomize idle
states, while they’re just standing around doing nothing. So, I built a randomizer
[such] that it chose different actions." (P10-PD)

According to the professional designers, while the initial user research step of design
in AR/VR shared many similarities with designing 2D desktop/mobile applications, the
physical aspects of designing immersive experiences were particularly difficult to address.
For example, participants described how user research for AR/VR involved designing the
posture of users, reducing fatigue, and eradicating simulators’ sickness. In addition, our
participants pointed out the importance of the cognitive aspect of how users navigate and

how to maintain their attention via audio design.

"There’s the challenge of landmarks [in VR]... for example, some experiments
can’t have any landmarks, so [we are] really stripping away anything that would

help them [users] figure out where they’re oriented." (P8-Dx)
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Some designers explained after extracting user journeys and different use case scenarios,
they would follow up with a couple of brainstorming sessions to generate design ideas. As
the first step of converting ideas to semi-tangible products, some designers (3/21) exploited
methods such as 360° storyboarding, while others used role-playing (6/21) to illustrate
immersive experiences.

One of the important differences between 360° storyboarding and flat storyboarding
was having no control over the users’ actions. In VR and AR experiences, users are not
primed to perform specific interactions designed by the experience creator. This unlimited
nature of the immersive experience is a significant departure from the 2D mobile/desktop
experiences. While storyboarding was reported to be an effective method for conveying ideas,
participants reported role-playing as a more effective, faster, and easier way to portray their
thoughts. For example, one participant who had experience teaching VR prototyping to high
school students reported the effectiveness of this method in easing the learning process for

newcomers to VR:

"We do some storyboarding and sketching. Then we do some ’acting it out’
because, paper prototyping kind of works, but it doesn’t really get the feeling
of what you want to do. So often we do kind of role-play of like, if you were in
VR, what would you do?" (P10-PD)

Our overall results revealed that prototyping for AR/VR was open-ended and non-
representative of the real VR experience. Methods like role-playing or physical prototyping
can simulate the real experience to some extent but were still not considered to be accurate
in visual aspects (as has been shown in prior work [182]) and many other variables such as
lighting and audio. For example, one UX designer reported the ineffectiveness of available

methods in the representation of the real experience:

"In either AR or VR settings, the world is all around you. So the tilt, frame,
or angles to show actually matter compared to 2D [prototyping]...it’s going to
involve multiple people. . .it’s inevitable if we’re making [mock up] videos from
the objects that we create with paper, those objects are relatively small compared
to our body [when showing the interactions], so the whole scene will look a little
bit messy." (P17-PD)

3.6.2 Difficult to plan and simulate motion

Another aspect of having limited control over users’ actions was the difficulty designers faced
when providing users with a targeted experience. Designing AR experiences can involve
multiple users with different physical characteristics, different usage trends, and a variety of
environments where the application may be used. Our participants reported having difficulty
anticipating users’ behavior and the way users hold their phones based on their different

preferences in designing marker-based AR experiences:
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"We have wvery practical usability issues...It’s really awkward to hold a phone
above a page. .. I actually programmed it to hold it perpendicular. But a lot of

people go directly above.” (P12-Dx)

Another participant shared difficulties in simulating multiple use case scenarios as a limi-
tation of existing AR prototyping tools. This participant described a potential workaround,
but felt that it involved a lot more coding effort than she was willing to expend during

prototyping:

"

. to demonstrate that kind of process [different user scenarios] we have to
use a lot of animation tools to simulate that...I can make 2 to 8 simple codes
to access turnarounds or the phone’s orientations because I know how to code.
But, that kind of thing would be more challenging for designers because if they
don’t know how to code, they have to simulate everything in animation tools."
(P18-PD)

3.6.3 Difficult to design story-driven immersive experiences

Storytelling is a crucial aspect of creating immersive experiences [33]. In immersive experi-
ences, end users are not just watching a story, but are actually a part of the story. While
storytelling matters both in AR and VR, our participants explained some differences that
they had experienced. In particular, participants who had worked on both AR and VR re-
ported that they had an easier time authoring a compelling experience for VR applications.
Compared to AR, VR lent itself more to storytelling due to the encompassing and limited

nature of the experience:

"I see VR more as a storytelling medium than AR...That’s not always true, but
AR tends to lend itself towards shorter experiences. A lot of AR experiences are
collection-based experiences. So, they’re short. They don’t involve much story
unless there’s a background story to why you should be collecting an object.”
(P20-Dzx)

Since the story in VR is driven by the context and the environment around the user, a
key challenge in VR is creating a virtual environment that tries to provide the sensations
and engagement of the real world.

On the other hand, the restricted environment of VR actually reduces the distractions of
the real world. In contrast, AR relies on an uncontrolled physical environment to drive the
story. In fact, AR creators gave several examples of problems that they had in understanding
where augmentation would affect the user experience and how to maintain users’ attention

while experiencing the real world around them:
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"We have a lot of questions within AR; like, how do we want the user to look
around and what do we want them to see while they’re already experiencing the
real world? How we are going to maintain their attention, and for how long
before they’re distracted by the real world." (P18-PD)

3.7 Barriers in implementing and testing AR/VR applica-
tions

Another set of barriers that emerged in our interviews was the nuances of implementing
AR/VR experiences. In doing so, participants described various challenges in debugging

and testing their applications.

3.7.1 Too many unknowns in development, testing, and debugging

Since the hardware and software needed for AR and VR development are constantly evolv-
ing, participants felt that they were always dealing with "too many unknowns" and had to

plan ahead to anticipate and deal with problems:

"I think it really is the unknown unknowns. .. you just don’t know until you start
to program. ..when you start to create, these problems surface. .. [we have to]

anticipate and plan for problems." (P20-Dx)

Compared to hardware available for 2D applications, rapid changes in hardware made
things become obsolete more quickly in AR/VR industries. Persistent changes in AR/VR
industries made it hard for creators to keep up-to-date and survive when the application

might not be supported by the next generation of hardware to come:

"You're working in an environment where not everyone has figured out what’s
possible on that particular HMD. Or, you try your best to create an AR experi-
ence for the Samsung. . . and it doesn’t work on any other Android phone. And,
the client wants it on multiple phones. So, suddenly the team faces persistent
changes." (P20-Dz)

Another aspect of having persistent changes in hardware was that AR/VR creators found
it difficult to locate relevant technical support. In cases where most of the contributors to
AR/VR technologies are start-up companies, tools can have a short lifespan and creators

end up losing support:

"I own headsets that you can’t get [an] SDK for any more. . .you spend $2,500,
get on the early adopter program of something that seems to be viable and you
use it for a year and then next thing you know they go bankrupt because their
venture capital funding is pulled out. .. If they get bought up, their IP may go

away and you don’t have access to it anymore." (P13-H)
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Participants noted several times how current development tools were not flexible in
supporting diverse interactions. This sometimes forced creators to switch platforms in the
middle of development as new requirements came up, which introduced even more unknowns

in the creation process:

"When programming all these different interfaces. .. maybe I want to use an
Apple watch that can change the visuals instead. .. I would have to go in and
reprogram everything to include that. It would be great if there was something
that’s more flexible [such that] it recognizes the device and then you can just map
it to whatever..." (P8-Dz)

"One of the main problems is that AR change is very fast...the technology, the
SDKs, the platform, the library that you use to create changes very often...I had
to work with 8 different libraries, just because every time I worked in a library,
it got canceled and I had to switch to a different one.” (P10-PD)

The issue of dealing with unknowns made it especially difficult to debug AR/VR ap-
plications. Participants identified many variables, including the dimension of motion and
the complex structure of programming with Unity, as posing many difficulties in the de-
bugging process. For example, one domain expert explained the difficulties she faced in

systematically finding the location of errors:

"I don’t like the debugging experience in Unity. .. sometimes the bug comes from
Unity. . . like if I didn’t attach some piece of code to objects in Unity. Sometimes
the bug actually is in the code itself. So, the debugging becomes confusing. "(P2-
Dzx)

In another example, one professional AR/VR creator described the physical aspects of

the debugging process that remain neglected in online tutorials:

"It’s good to see the person doing what they say they’re doing physically. Maybe
all the code is correct but what you’re doing with your body in VR is incorrect.
And usually people don’t write about that aspect.” (P10-PD)

An important part of debugging AR/VR experiences involves checking the application
behaviour by testing and inspecting the interactions visually. Our participants reported
problems in referencing bugs that manifested visually but were hard to pinpoint in code,
expressing a lack of efficient ways to control multiple, often concurrent, events without losing
track:

"How am I going to make 400X number of targets? Also, every single target

corresponds to a different audio clip: how am I going to keep a visual reference
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to what that audio clip is? What happens if my files get mized up? Fssentially,
I had to create a way of keeping track of what was going on and then figure out
a way that I could debug these targets.” (P12-Dzx)

In both AR and VR implementations, participants explained how locating the originat-
ing bug can be a difficult task. For example, the environment the application is being tested
and the lighting can affect the object tracking process. Moreover, in marker-less AR with

new tools like ARCore or ARKit decent knowledge in programming is usually required:

"It’s just like it either works for me or it doesn’t work and then there’s no way
to fix it my background does not involve any sort of computer vision (CV) and
stuff. I believe there’s this part in AR [that] is CV and tracking or recognition...
I have no idea how those work. So those are like a black box [for me]." (P5-H)

3.7.2 User testing and evaluation challenges

As described in the barriers above, AR/VR technologies are "bleeding edge" at this stage
and most of the effort is expended on getting things to work. The sheer number of barriers
we identified implies that creators are busy dealing with many other issues, leaving little
time for formal user testing or evaluation.

When there was interest in doing user testing, most AR/VR creators did not know how
to do it properly. In particular, hobbyists and domain experts explained that they were not
familiar with any usability evaluation methods, even if they wanted to improve the user

experience of their applications:

"I pulled up old Xerox documents on user testing and pulled up their articles,
and read about what they do. I picked up some books in the library and was like,
"I need to learn how to do user testing. Let’s read up on user testing, and how
to do this." (P12-Dx)

Even for the professional designers who were invested in user-centered design and eval-
uation, there were major challenges in translating the UCD guidelines to AR/VR. They
often attempted to test their applications with UX methods they had learned, but ulti-
mately most participants in this group felt that their approaches fell short. Since most end
users are still unfamiliar with AR/VR technologies, participants explained how there can
be a long onboarding process for them. In addition, for many types of users, their lack of
familiarity with the AR/VR technologies introduced unanticipated variables that affect the

output of the experience:

"The moment it [VR headset] is placed on a user’s head, it’s one of the biggest
challenges. . . especially if it’s a new user, you’re suddenly asking them to be blind

and reach out and find their controllers. .. they see a virtual representation of it,
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so they have problems to grasp that connection in their minds that what they

touch is the equivalent of what they’re seeing virtually." (P20-Dzx)

As mentioned in the prototyping section, a key challenge for authoring AR applications
was designing a compelling experience with minimum distractions. While the points of
distraction are expected to be gleaned from user testing, a challenge resulting from low
control over experiment variables was the lack of ability to pinpoint the specific sources of
distraction.

Another point of difficulty in conducting user testing was the hardware used by both
test participants and developers. The constant transition between the virtual world and
the debugging console caused nausea and fatigue among AR/VR creators, often leading to

either prematurely releasing an application or engaging in a long iterative testing process:

"...in almost every way it’s more difficult [in VR]...you can’t look at what
you’'re experiencing in VR, and then also look at what’s happening on the screen
on the Unity window. And also, you have controllers, it’s a two-handed experi-

ence and so you can’t use your keyboard and mouse at the same time as well."
(P18-PD)

From the perspective of users testing a VR application, the heaviness and warmness
inside the HMDs posed additional difficulties. In some cases, VR, controllers were not deemed
to be representative of interactions in the real world and were confusing for users, as shown
in other research [171]. With a longer onboarding process to help users pick up the new
methods of interaction, the actual testing sessions tended to be time-consuming not always

insightful for creators.
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Table 3.3: Summary of different AR/VR creation approaches and key activities among different groups of creators

Understanding the landscape

Designing and prototyping

Implementing and testing

Professional
Designers (PD)

attended local meetups (5/8),
asked technical colleagues (3/8),

asked questions in internal
Slack (2/8)

used their prior experience/
resources in 2D design (6/8)

used their prior experience
in testing 2D apps (8/8),
took formal courses in
testing and implementation
online and in person (4/8)

Domain Experts
(Dx)

sought inspiration via online
search (5/6),
asked social contacts (4/6)

skipped this phase (3/6),
mimicked similar
online projects (3/6)

followed implementation-
focused online tutorials and
patched together code
examples, but had trouble
with debugging (6/6),

skipped usability testing (5/6),
failed to implement the
project (1/6)

Hobbyists (H)

inspired by seeing interesting
online videos/posts (6/7),
heard from or asked

social contacts (3/7)

skipped this phase (4/7),
some ideation by
sketching code on paper

(3/7)

followed implementation-
focused online tutorials and
had functional apps (7/7),
skipped any form of
usability testing (5/7),
performed QA testing (2/7)




3.8 Discussion

Our findings overall illustrate the current state of practice of AR/VR creation in our rela-
tively diverse group of participants in terms of how they design, implement, and test AR/VR
applications (summarized in Table. 3.7.2). In particular, we have highlighted 8 design and
implementation barriers (Table. 3.3.1) that were common between our participant groups.
We now reflect on the implications of our findings for future research in HCI. In particular,
we discuss the importance of considering end user developers as a growing population of
AR/VR creators, how we can build learning opportunities into AR/VR tools, and the need
for building AR/VR toolchains that integrate debugging and testing.

3.8.1 Important to consider needs of AR/VR end-user developers

A lot of the current hype for AR/VR is among professional developers who can usually
access cutting-edge tools on-the job. But, as illustrated in our findings, hobbyists, domain
experts, and designers can have different needs for prototyping, programming, debugging,
and testing AR/VR applications. Given that there is already a lot of momentum in HCI to
better understand and support end-user developers [38, 130], we consider our study to be
a starting point for looking at modern AR/VR development through this lens.

Most notably, we found that domain experts and hobbyists may not even know where
to start and rely on ad-hoc social recommendations to select their authoring environments.
This can result in choosing a tool that, while fitting their project need, may not fit their
level of experience, and even if there are no major issues in the design phase, the issues tend
to be aggravated during implementation and testing.

The frequent AR/VR hardware and software updates can make end-user developers feel

especially left behind and struggle to keep up. One of our participants put it as:

"The industry [is] trying to solve the problem to get as many headsets in con-
sumer’s hands as possible. .. but at the same time, they’re leaving the developers

behind." (P13-H).

Several of our participants expressed a similar level of frustration and considered giving
up because of the dramatic hardware or software changes they experienced and the lack
of relevant expertise that they had in getting back on track. This is an important finding
for future tool developers, where it would be worthwhile to consider techniques such as
progressive enhancement from web development (also suggested in [231]), to help users

manage these transitions.

3.8.2 Building learning opportunities into AR/VR tools

Our results show that AR/VR creators used two main classes of authoring tools. The most

prominent category consisted of professional, feature-rich frameworks, such as Unity, which
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was originally designed as a game engine and only recently grew into a popular platform
for AR/VR. Since these tools are more established, there is often a larger community of
AR/VR creators to provide support and examples for learning [154, 177]. However, the large
feature set poses issues with tool explorability and has a steep learning curve. The second
class of tools was more targeted at AR/VR development, but consisted of tools created
in start-ups (e.g., Torch), or tools developed in research (e.g., Argon.js). Our participants
found these tools were often less refined and had a relatively smaller user community, with
fewer accompanying examples and more limited support.

In light of the authoring-related issues described by AR/VR creators, we discuss poten-

tial avenues for HCI research.

Supporting early-to-middle-stage AR/VR prototyping

Some current work is already exploring methods for lowering the barrier to entry in AR/VR
development. For example, Torch tries to provide a code-free experience for designers such
that they can quickly prototype their ideas. However, such tools may, in fact, be too high-
level and abstract away all the design and development challenges. This can lock creators
into the tool and make it hard to transition to more powerful platforms such as Unity,
which they will ultimately need when going beyond the prototyping stage. One approach
could be to adapt the principles from emerging prototyping tools, such as ProtoAR [183]
that use Play-Doh props as 3D model stand-ins or 360proto [182] for new paper prototyping
templates, and integrate them with advanced tools like Unity as a way of supporting early-to

middle-stage prototyping even in developer tools.

Personalizing AR/VR authoring tools based on expertise

Our hope for future authoring tools is that they can find a better match between expressiv-
ity and learnability—end user developers in AR/VR can benefit from starting with a simple
development environment but with the opportunity to learn the more advanced concepts
directly inside the tool. One way to do this could be to draw upon the adaptive interfaces
literature to tailor feature-rich interfaces of complex authoring environments according to
users’ expertise level [34, 71]. Another direction could be to explore ways of making AR/VR
authoring tools more collaborative such that novice creators could express ideas and explore
interactions while more experienced developers could take the ideas through to implemen-
tation [92, 166]. This could also be extended to use online and on-demand developer com-
munities [43, 88].

Integrating access to learning resources within implementation workflows

We identified several learning barriers experienced by AR/VR creators: lack of understand-

ing and background knowledge in nomenclature, problems finding relevant tutorials, and
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figuring out what basic knowledge is important before jumpstarting an AR/VR creation
task. Just like with the problem of constantly evolving tools, the updating rate for the tu-
torials and contents does not map with the update rate of the technology. This means that
tutorials quickly become outdated and put the creation process at stake. Future work can
draw upon learnability research for feature-rich software [95, 123] to better understand and
support the learnability of AR/VR authoring tools. An interesting challenge here would be

the interplay between hardware and software and design of help for immersive experiences.

3.8.3 Building AR/VR toolchains with integrated debugging and testing
facilities

A recent review of the AR/VR tool landscape [184] shows that there is a rapidly growing
number of authoring tools, but only a few transition points between them. Our interviews
confirmed this, highlighting many difficulties when designing for the physical aspect of
immersive experiences and the need to plan for and react to users’ motions. The need to
constantly transition between a VR headset and the console made it especially difficult to
debug and properly test applications.

This opens up the design space for new AR/VR tools where debugging and testing
facilities could be an integral part of the authoring experience. Although it would be difficult
and not even desirable to build a tool that fits all needs, it is worth exploring how to design
transition points into authoring tools. For example, this could mean that AR/VR creators
could move from a transition point focused on prototyping, to different ones focused on
implementation and debugging, to again different ones focused on testing. Future work
could also explore more interactive debugging tools like the WhyLine [132] and investigate
how they can be extended in these virtual environments to help people locate bugs and
discern why their applications are not behaving as intended.

A lot of promising work in HCI is already considering testing and evaluation issues
for AR/VR. For example, Dey et. al’s comprehensive review of ten years of AR usability
[57] reported 369 AR user studies. However, we found that most AR/VR creators, even
in professional design teams, are not using these “more research-style” approaches. It may
be worth thinking about what could be the parallel “discount usability” [188] methods for
testing AR/VR applications that can help practitioners. A starting point would be to revisit
and reconcile heuristics [68, 176, 240] proposed in prior research for evaluating specific AR
and VR applications.

Lastly, even when creators had user tests set up, they often struggled to get experienced
AR/VR test participants. Although some participants had experience with a certain AR/VR
headset, that experience did not always transfer to a different device. It would be worth
exploring emulator designs that can help with parallel testing and level the playing field in
AR/VR creation.
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3.8.4 Limitations

One limitation of our study is that it presents perspectives of AR/VR creators from North
America only. Given the qualitative characteristic of our study, there should be some caution
used in generalizing the findings. Future research can complement the insights from this
study with large-scale surveys or other approaches that include more geographically diverse

groups of AR/VR creators.

3.9 Conclusions

In our study, we gathered insights from 21 AR/VR creators with diverse backgrounds
using current authoring environments. Among the eight barriers we identified, a critical
issue was helping newcomers find a clear starting point in the expansive and rapidly evolv-
ing AR/VR domain. New creators often need to first familiarize themselves with existing
AR/VR projects and the possibilities for design and programming as part of their prepara-
tory activities, prior to engaging with authoring environments. The overwhelming variety
of tools and technologies, coupled with the scarcity of individualized learning resources that
can be easily understood and applied, exacerbates the challenges faced by these creators.

In the subsequent chapter, I introduce PONI, a platform designed to mitigate these issues
by helping users locate relevant and personalized learning resources and project examples
for inspiration.

Our long-term vision is to broaden participation in AR/VR authoring so that end-user
developers can solve domain-specific problems and create more compelling and meaningful

user experiences.
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Chapter 4

Using a Personalized Onboarding
Approach for Getting Inspiration

and Learning About AR/VR
Creation

To support the initial learning needs of new AR/VR creators from different backgrounds,
I designed and implemented a novel Personalized Onboarding Interface (PONI) ! that al-
lows users to locate relevant projects based on their programming and 3D modeling skills,
development goals, and any constraints, such as time or budget. In this study, I adopted
an experimental lens and examined how AR/VR newcomers make use of the personalized
onboarding approach in their initial stage of learning about AR/VR creation. In addition, I
discussed ways in which the personalization could be further enhanced and how the potential

of PONI could be explored to improve onboarding in contexts beyond AR/VR development.

4.1 Introduction

As consumer-level augmented reality (AR) and virtual reality (VR) devices are getting
cheaper and easier to access around the world, there has been growing interest in creating
new types of AR/VR applications. This growth has led to a proliferation of different AR/VR
authoring tools and development environments. For example, commercial frameworks such
as Unity, Unreal, and A-Frame allow developers to create industry-level games and other
types of creative AR/VR experiences. There is also another class of emerging tools with
simpler user interfaces that aim to lower the barrier-to-entry for AR/VR development (e.g.,

Vizor.io [3], CenarioVR [1], and Cospaces.io [2]). Research in HCI is also pushing the bound-

'Narges Ashtari, Parsa Alamzadeh, Gayatri Ganapathy, and Parmit Chilana. 2022. PONI: A Personalized
Onboarding Interface for Getting Inspiration and Learning About AR/VR Creation. In Nordic Human-
Computer Interaction Conference (NordiCHI ’22). [14]
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ary of AR/VR prototyping by exploring tools that eliminate the need for programming or
3D modeling to make AR/VR creation easier to access (e.g., [181, 159, 183, 182, 232, 146]).

How would you like to see your contents? @

g ¥

Virtual Reality Simulations 0 VR
(VR) %

»wm are VR Simulations? What is 360VR?

Smartphones Tablets Websites HMDs | don’t know!
please suggest

What is the model of your head-mounted display in case you own one?

1@T o@o By = gy

] ) Google Oculus I don’t know!
HTC Vive Oculus Rift Cardboard Quest 2 please suggest

Augmented Relality Story Telling | don’t know! How much are you planning to spend on making your project?
(AR) please suggest
$0-50 $50-200 $200-500 $500-1000 1000-2000

What is ARY What is VR Story Telling?
Top matches based on your selections

(Most relevant shown first):
Earthguake Simulation in VR

How do you define your level of experience in programming/coding? N Programming: Beginner

| haven’t done any programming.
| have done 1 to 3 basic projects (50-150 lines of code).

3D Modeling: Intermediate
D o s i

8 Category: Similations
i
(5 Qutput Type: o
— e
S Budget: From $209 to $1320
—— e =
(G Lime: 11 wecks
Y o o a—
| have never worked with 3D modelling software.

| have basic experience with 3D modelling software. Spatial - A Collaborative Work Environment

Programming: Beginner
o e e

| have done a few intermediate projects (200-1000 lines of code).
| am experienced in programming (more than 1000 lines of code).

How do you define your familiarity with 3D modelling?

| have intermediate experience with 3D modelling software.

| have advanced experience with 3D modelling software. 3D Modeling: Intermediate
—e—a—

How long are you planning to spend on making your project? Category: Simulations

Output Type: HUD
s el e
Budget: From $299 to $1320
—— c— e

Less than 1 week (<40 hrs) 1-5 weeks (~40-200 hrs) 6-13 weeks (~240-500 hrs)
More than 25 weeks (>1000 hrs) Time doesn't matter to me

Time: 11 weeks
e e e

Figure 4.1: An example of a user journey in PONI that simulates the scenario described in
Figure 4.8: a) The user first determines the type of immersive experience they want (AR or
VR); b) Based on the type of experience, the user selects the category of experience (e.g.,
in VR, they can select simulations, 360° VR, story telling, or leave it open by indicating
I don’t know; c¢) The user then specifies their intended way for experiencing the output
(e.g., for VR, the options include smartphones, tablets, Web/desktop, and HMDs) and any
budget constraints or targets; d) The user specifies their background in terms of technical
skills, such as programming and 3D modeling; e) Based on the answers, PONI generates
a user profile and directs the user to the suggestion module which shows a ranked list of
projects matching the user profile.

In chapter 3 we demonstrated that, despite the availability of several options for author-
ing AR/VR applications, getting started with AR/VR development still presents a steep
learning curve for newcomers to the field [15]. Newcomers often need to first explore existing
AR/VR projects and understand the possibilities for design and programming. We refer to
this as the onboarding stage of the AR/VR creation process as it consists of preparatory
activities that newcomers do before actually tinkering with any of the authoring frameworks
or development environments. This onboarding stage can be particularly problematic for

the growing community of AR/VR creators who come from a range of different domains and
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may have limited or no professional training in software development, design or engineering
[15]. These creators can include artists who are exploring AR to showcase their creations in
art installations [248], teachers who are tinkering with VR in their classes to convey complex
ideas like geometry [24, 114], and architects who are trying to create virtual physicaliza-
tions of their designs [136, 24]. These diverse non-professional AR/VR creators are often
not familiar with relevant terminology and concepts and find it difficult to understand the
full landscape of AR/VR techniques [15].

To locate examples and learning materials, most new AR/VR creators currently start
their informal onboarding process by initiating a web search and peruse through resources
such as MOOCs, YouTube videos, and online forums [15]. However, since these creators
are not familiar with the AR/VR nomenclature and do not fully understand the interplay
between different hardware and software components, they have difficulty in formulating
their queries and expressing their desired goals (e.g, should they be choosing marker-based
or marker-less AR?). Another key problem for these creators is assessing the suitability
and reliability of the retrieved materials relative to their own skills in programming, 3D
modeling, or other technologies as demonstrated in my initial study [15]. For example, a
newcomer may not realize that the tutorial that they are looking at requires advanced
knowledge of 3D geometry or skills in adapting a particular API. Furthermore, creators
may be working within the constraints of a timeline or a specific budget and the examples
or tutorials that they find online may not be possible to recreate within these constraints.
As a result, in chapter 3 we saw that creators can get entangled in inefficient trial-and-error
processes as they look for relevant examples and guidance.

Given the difficulties that new AR/VR creators face in understanding the landscape
of different design possibilities and determining the suitability of tutorials for their own
needs, we wondered how we could use a personalized approach to support these creators’
onboarding process. In particular, our research question is: How can we design a person-
alized onboarding tool for helping new AR/VR creators retrieve learning materials that
are appropriate for the creators’ level of technical skills, desired goals, and a given set of
constraints?

In this paper, we present the design and evaluation of a "Personalized ONboarding
Interface" (PONI), that facilitates early stage AR/VR creation for newcomers. PONI is an
interactive tool that uses examples and simplified descriptions to incrementally introduce
the nomenclature and stages of the AR/VR creation process. It uses a rule-based approach
[216, 89] to generate a user profile that captures the user’s technical skills, development or
design goals, and any constraints, such as time or budget. Based on the user profile, PONI
retrieves a ranked list of projects tailored to user needs and characteristics from a database
of curated AR/VR examples. To accommodate user navigation and support recognition
over recall [187], PONI provides visual cues to show the extent to which each user input

matches the retrieved project’s characteristics. Users can further customize the suggestions
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by defining the importance of the factors impacting the ordering of the results or by applying
filters on the suggested projects.

To evaluate PONI, we ran an observational usability study with 16 AR/VR newcomers
and compared PONI with another non-personalized keyword-based BASELINE interface.
We found that almost all of the participants found PONI to be more intuitive, useful,
and engaging compared to the BASELINE. In particular, participants indicated that PONI
served as a useful centralized hub for learning about AR/VR terminologies and requirements
and to get inspiration for potential projects that were actually feasible given one’s skill sets.
A key advantage of PONI for participants was that they could engage more in systematic
self-directed exploratory learning instead of relying on trial-and-error.

The main contributions of this paper are: (1) the design and implementation of PONI,
a novel personalized onboarding interface that allows new AR/VR creators to discover
learning materials tailored to their skill levels, goals, and constraints; and, (2) insights from
an observational usability study that demonstrate the utility of the personalized onboarding
approach for newcomers and how it could be used for self-directed exploratory learning. Our
findings confirm that one-size-fits-all approaches do not work well for the differing needs
of AR/VR creators and that personalization techniques could provide a fruitful starting
point for supporting nuances in onboarding. Overall, our work highlights the importance of
adopting a user-centred interaction design perspective for designing personalized systems

in the context of supporting informal learning.

4.2 Related work

This work builds upon prior research on challenges in getting started with AR/VR creation,

innovations in software learnability, and personalization approaches used in formal learning.

4.2.1 Challenges in creating AR/VR applications

New AR/VR creators can face a number of different challenges in getting started as they
need to understand the capabilities of various platforms, tools, and devices and determine
how they work together to create a cohesive AR/VR experience. Currently available cre-
ation frameworks can vary widely in terms of system structure and hardware constraints
to support intended use-cases and relevant features [231, 184]. In most cases, experiences
created with one framework only run on one kind of device, and repurposing it to another
framework or adjusting it to support more devices is either complicated or expensive. For
example, marker-based applications are created entirely differently than ones that work with
spatial mapping. In addition, in chapter 3, we saw that while a newcomer may start with
a quick web search, identifying an appropriate tool-chain requires experience and domain

knowledge [15]. This even makes it harder for newcomers to understand the strengths and
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weaknesses of different frameworks, understand different creation processes, and figure out
ways to best combine available resources to satisfy application requirements [184].

One approach for lowering the barriers to entry is automating some of the technical
aspects of AR/VR creation, such as generating the initial prototypes [214, 182, 119, 22,
145, 143]. However, in chapter 3 we saw that such approaches may not work for AR/VR
creators who have little to no software development experience and lack a conceptual model
of the overall creation process. We also learned that new AR/VR creators, such as hobbyists
and domain experts, face difficulty in knowing where to even start, lack access to concrete
design guidelines and examples, and struggle in making use of online learning resources.
Other research on AR/VR creation [23, 231] has also identified the struggles that creators
face with the fragmented landscape of AR/VR authoring tools and how newcomers often
fail to select appropriate programming languages, authoring tools, or testing hardware that
meets their project-specific needs. Lastly, in chapter 3 we revealed that most newcomers
try to draw inspiration from existing example AR/VR projects and use them to jump-start
their design, but struggle in finding learning resources that contain an appropriate amount
of high-level (e.g., general rules and strategies of the AR/VR creation process) and low-
level details (e.g., software, hardware, and devices used for a particular AR/VR experience)
[15, 184]. This makes it difficult to determine the feasibility of a given project that matches
an individual’s needs and constraints.

Considering the challenges that new AR/VR creators face during onboarding, in this
research we attempt to lower the barriers of entry through the design of an interface that
1) personalizes newcomers’ initial learning experiences considering their background and
constraints, 2) helps them gain domain knowledge through exploration of example projects,

and 3) helps them assess the suitability of learning materials.

4.2.2 Innovations in software help and tutorial systems

Although consumer-level AR/VR creation has only recently started receiving attention in
HCI, there is a long history of research on software learnability and supporting help-seeking
activities. Since beginners are known to struggle in locating relevant learning materials
[123], some research advocates embedding the relevant help in the form of tutorials and
Q&A within the target application through overlays and other in-context techniques [74,
46, 251, 168, 169]. Researchers have also explored techniques for improving interaction with
video-based tutorials (e.g., [116, 134, 75, 125, 203, 200, 18]), which tend to be more popular
way of learning about using a feature-rich application [123]. Other approaches have tried
to lower the learning cognitive load by adding gamification elements [152] or augmenting
tutorials with input from the user community [204, 140, 35]. Although the general concepts
in this software learning and help systems can be applied to specific AR/VR authoring

tools, prior work shows that newcomers face challenges in even knowing what tools to select
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in the first place and their first onboarding need is understanding the overall landscape of
AR/VR development.

Individual differences in training and technical expertise also play a significant role when
a user starts learning a new programming language or works with a new feature-rich applica-
tion [65, 59]. Some works have explored ways of detecting software expertise [94] to support
users coming from different backgrounds and differing in skill levels, often using low-level
operations such as pauses or dwells [203], time of access to the menu [107], mouse motions
[86], and usage heatmaps [244]. While these approaches can be effective after a considerable
amount of user interaction with the system, they suffer from cold start problem and cannot
provide much advantages to the user without exposure to actual user profiles or activities.
Another class of tools has explored ways of assessing a tutorial’s difficulty by using machine
learning techniques to automatically assess a tutorial’s difficulty (e.g., [212]) or by using so-
cial voting mechanisms to classify difficulty level of instructions [251]. But, these approaches
only consider one type of application-specific expertise and, in practice, most software activ-
ities span multiple applications. To accomplish this type of activity learners need to equip
themselves with a "tool-belt" [239] often differing in characteristics, commands, and out-
put, but we are only starting to see some work in HCI exploring application-independent
learning support (e.g, RePlay [76]).

In summary, most existing works only provide targeted help for specific tasks that are
performed within a single system without acquiring a deep understanding of the user needs,
characteristics, and target project. In contrast to the existing approaches in learning and
help-seeking, PONI presents a novel design that focuses on personalized onboarding. PONI
applies a rule-based [101] method to provide an opportunity for newcomers to declare their
own backgrounds and intents. Users can see an overview of the chain of tools used in the
creation process of various AR/VR projects activities that is personalized for their needs
and level of experience in programming and 3D modeling. Furthermore, PONI personalizes

tool suggestions based on user’s access to devices and budget constraints.

4.2.3 Personalization in formal learning

Personalization in education and learning has a long history [117, 118, 26]. The goal of
personalization in formal learning is to adopt student-centered practices and design inter-
vening mechanisms to help instructors better individualize learning strategies. They take
into account differences in students’ skill levels, needs, and interests, and assist learners to
succeed at a task [170, 206]. By drawing on this method during the delivery of the curricu-
lum, instructors can allow students to move at more individualized paces, assign customized
assignments to assess each student’s mastery, devise a path that is customized to address
each student’s needs at the moment, and cluster students strategically [54]. When person-
alized support is provided [260], the student knows which steps to take and how to proceed

independently. When support is non-tailored to students’ understanding, students often
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withdraw from the task as it is beyond or beneath their reach causing frustration or bore-
dom. One large-scale study [247] of a personalized learning classroom intervention program
showed that students’ achievement (measured with a multiple-choice test and a knowledge
assignment) increased with high levels of personalized support compared to limited levels of
personalizations in student advising. But, how these interventions could be designed beyond
a classroom or formal learning setting is an open research question.

Our work takes inspiration from personalized learning approaches in classroom settings
and explores personalization for informal learning practices, such as looking up technical tu-
torials and examples. Personalization requires information about the user, whether the data
are explicitly gathered by asking people to fill out forms (e.g., rule-based personalization
[101]) or implicitly through analysis of behavioral data (e.g., data-driven personalization
[36, 85] or collaborative filtering (e.g., [219]). The latter techniques require historical data
and digital traces of user behavior to tailor the learning materials to user needs. In design-
ing PONI, since we did not have prior access to user profiles or digital traces related to
onboarding, we could not use data-driven and collaborative filtering approaches for recom-
mending relevant content. We instead used a rule-based personalization technique to build
user profiles that take into account a user’s background, skills, and constraints to offer them

tailored onboarding content.

4.3 Design considerations and goals

In this paper, we explore the design of a personalized onboarding interface that helps new-
comers get familiar with the landscape of AR/VR technologies and terminologies, and allows
them to retrieve learning materials relevant to their interests, skills, and constraints. Majorly
based on my initial work in chapter 3 as well as the rest of the related work discussed above,
we considered different aspects of designing and structuring the personalized onboarding
process for new AR/VR creators and derived five design goals:

DG1: Locate targeted learning materials given the creator’s background and
skills. Prior work in learning research shows that people build new knowledge based on
what they already know and believe [124, 69, 254] and personal variables (motivations, goals,
and self-efficacy) may be predictors of engagement in a development activity. Onboarding
approaches for AR/VR creation should take into account learners’ prior knowledge (e.g.,
programming and 3D modelling skills) and should be flexible enough to adapt to learner
differences [15, 184].

DG2: Locate targeted learning materials given the desired creation outcomes
and constraints. Creating AR/VR experiences requires working knowledge across a chain
of software and hardware tools. For example, designing a VR 360° experience for YouTube
could consist of an initial 3D prototype in Blender with mock ups and animations added

in Unity, and use of the YouTube video player for testing, or optimization for a more
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Walkthrough of a House

Wateh on (3 Youlube

Project General Info:
Category: Simulations

Target Audience: e« Architects « Infrastructure Desianers » House Brokers s House renters

Complexity:

Complexity is the difficulty of the project based on your programming and 3D modelling level as well as your familiarity with 3D modelling
tools/programming languages.

- This project is a bit hard for you to create as a Newbie in programming.
- This project is fit for you to create as a Beginner in 3D modelling.
Duration:

Duration is calculated based on two factors: 1) Time it takes for learning the materials you need, in your case Programming and 3D modelling
2) Time it takes for Finding/gathering materials, in your case 3D models and a Story (narratives).
- Estimated time to complete the project: 10 weeks

Figure 4.2: An example simplified project page that provides minimal technical terms and
specifications, allowing a novice user to quickly determine the suitability of the project in
light of their own background, skills, and personal goals.

immersive experience in an Oculus headset. However, newcomers often fail to find examples
and tutorials that cover this entire process [15, 184]. Moreover, newcomers usually have
different constraints based on their allocated budget and time commitment [15]. Onboarding
for AR/VR creators should allow creators to locate a personalized set of learning materials
that are appropriate and feasible for their desired creation outcomes and constraints.
DGS3: Get inspiration and browse relevant example projects. Although a plethora
of learning resources are available online (MOOCs, YouTube videos, tutorials, forums), they
are laden with device-specific or application-specific instructions [15, 184]. However, new-
comers often do not even know where to begin as they not understand the landscape of
possibilities and are less familiar with the vocabulary used in tutorials [15, 78]. Onboarding

for AR/VR creation should facilitate the early stages of exploration by offering examples
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that creators can use to see design possibilities at a high-level and simplify the descriptions
of needed components.

DG4: Assess relevance of learning materials in relation to the creator’s back-
ground and desired goals. A key challenge for newcomers often is recognizing relevant
projects and tutorials from a list of search results as they lack a mental model of the un-
derlying application [123]. Onboarding techniques should use visualization to provide an
intuitive “at a glance” explanation for suggested learning materials. For example, highlight-
ing matching metadata when presenting recommended content has been shown to be a
useful technique [102]. Moreover, features like adding contextual cues to search results can
provide information scent [74, 67] that can help users more quickly and easily navigate the
results.

DG5: Offer freedom and flexibility in personalizing and exploring relevant
learning materials. A known drawback of personalization and profile-based recommender
systems is that the underlying algorithms can be opaque to the end user, especially if the
system is not open to user inspection or modification [103]. Instead, onboarding should be
both adaptable (e.g., allow for manual configuration by the user), as well as adaptive (e.g.,
provide proactive personalizations to satisfy the needs of the user) [189]. If the adaptation
logic is defined in the form of rules, users can gain control over the system by being able
to inspect, understand, and modify the underlying adaptation model. This is particularly
important for supporting the wide range of AR/VR creation possibilities and diversity

among new creators.

4.4 PONI: System design and implementation

Based on the above design considerations, we followed an iterative design approach con-
sisting of rounds of sketching and wireframing, and elicitation of user feedback [266]. We
designed PONI, a novel personalized onboarding interface to help AR/VR newcomers with
diverse backgrounds, skill levels, and range of development goals to locate relevant learning
materials. The design splits across three main modes of interaction: (1) the input module
where the users specify their background, skills, desired outcomes, and constraints; (2) the
suggestion module, which suggests relevant learning materials based on user input and al-
lows users to assess the suitability of each resource; and, (3) the project description module
allows users to see details of each retrieved result and assess their relevance using metadata

such as the required hardware, authoring tools, and programming languages, among others.

4.4.1 Input Module: Defining user characteristics and desired outcomes

Since PONT is a new design concept, we did not have access to users’ information in advance.

For providing personalized onboarding experience, we decided to use a rule-based approach
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[216, 89] that focused on incrementally asking for various user characteristics, preferences,

and constraints related to AR/VR development.

Determining the type and category of immersive experience

Fulfilling DG2, the input module enables users to identify their target project by learning
about the general concept and vocabulary used in creating immersive experiences. PONI
prompts users to choose the type of immersive experience (Figure 4.1.a) among two available
options (Augmented Reality or Virtual Reality). We arrived at using AR and VR as the
primary representative categories of immersive experiences and excluded Mixed Reality
(MR) from available options due to the ambiguity and disagreement in the definition of
MR in the literature [230]. Next, PONI prompts users to specify the category of experience
(Figure 4.1.b) within AR or VR technologies [127, 230] by adopting the clustering introduced
in existing approaches [265, 230, 127]. This step helps users further specify the type of
desired immersive experience (e.g., a marker-based vs a location-based AR experience or
a simulation vs. 360° VR experience) by browsing examples (more details can be found in
Table 4.1).

Specifying the target tools and type of outcome

To address DG2, PONI also prompts users to specify their intended ways of experiencing the
output. Following DG3, all tools are shown with images to provide learning opportunities
and to support recognition over recall (Figure 4.1.c) [187]. Moreover, users with budget
constraints are provided with an option to specify a budget range for further customization
and user control. PONI provides an "I don’t know; Please assist" choice to accommodate
the decision-making process and facilitate learning through exploration if users have no

particular preferences or are unsure what to choose.

Determining user skill sets and constraints

Considering differences in technical skills and motivations of the creator base of AR and
VR experiences (DG1), PONI prompts users to self-define their programming experience,
3D modeling familiarity, and approximate the time they want to spend on their desired

AR/VR project (Figure 4.1.d).
4.4.2 Suggestion module

Locating relevant learning materials

In keeping with DG4, PONI’s results page (Figure 4.1.e) lists projects in ranked descending
order of match relevance (the matching algorithm is detailed in 4.4.4). Each example project

is introduced by a card containing a representative image and information about the factors
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Type Categories Description

Also known as marker-based experiences.
This AR experience looks for a specific
image pattern in the environment and
superimposes the virtual objects on top of it.
Also known as marker-less experiences.
Object-Independent AR detects objects or
characteristic points of a scene without any
prior knowledge of the environment.
Location-based AR ties augmentation to a
specific place and works by reading
Location-Based AR data from a device’s camera, GPS, digital-
compass, and accelerometer while predicting
where the user is focusing as a trigger.

Object -Dependent AR

AR Object-Independent AR

This is a semi-immersive experience with

minimum capabilities for interacting with
360° VR virtual environment and zero to low-
dependency on VR-enabled technologies
such as HMDs and controllers.
While having several similarities with 360°
and simulation experiences, VR storytelling
mainly focuses on the content of the VR
experience and how to gain the user’s attention.
Simulations as fully immersive experiences
requiring VR~enabled devices. This category
of VR experiences encases the audio and
visual perception of the user in the virtual
world and cuts out all outside information
to ensure a fully immersive experience.

VR VR Story Telling

VR Simulations

Table 4.1: To create augmented reality experiences, users are asked to identify the method
used for triggering augmentation action. PONI adopts the clustering used in [214, 24, 256]
to offer representative modes of interaction in AR and VR.

such as programming level, 3D modeling level, category, output type, and estimated com-
pletion time (Figure 4.3). The suitability of each factor is portrayed through four colours
from green being exact, yellow being close, red being weak, and grey being no match to
reduce users’ cognitive load and support recognition over recall. By clicking on each project

card, users gain access to in-depth details of a given project’s creation details (see 4.4.3).

Customizing suggestions

Applying DG5, PONI offers user control by allowing users to manually customize the impor-
tance of factors influencing the ordering of suggested projects (Figure 4.4). To simplify the

interpretation of the numeric schema used in the background algorithm (see 4.4.4), PONI
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Exact match: Close match: Weak match: Not match:
D G G | — ) — | — [ ] S| e—} | — e— —

What happens inside your body? @

Programming: Intermediate
| —| e— a— ]

3D Modeling: Advanced
[ Je ] e—
Category: 360 Tours
LI 1 ]

Output Type: Phone, HMD
LI 1 ]

L
v

INSIDE THES:.
(HUMAN BODY, ;s &

{

Budget: From $30 to $134
D D G

RQFELE e

Time: 15 weeks
-—

The video is a brief walkthrough of the different processes taking place in the human body. The narrator demonstrates how our various

Target Audience: Teachers, Students, Biology lovers, Students, Teachers, Anyone interested in Human Anator
activities right from when we are just about to get up, to the time we get ready for office, affect the working of the organs inside our bm@

Figure 4.3: An instance of a project card that constitutes a single result retrieved by PONI.
It has three main parts: (a) a header showing the project’s title, (b) a preview image from
the project, and (c) color-coded bars showing to what extent each project matches the user
inputs (e.g., programming, 3D modeling, category, output, budget, time), and (d) a brief
project description and the target audience.

presents the importance of each factor using a descriptive schema (e.i., not very important,

somewhat important, and very important).

Customize Priorities

Please indicate the importance of each factor on the results:
Time: Budget: Category':

Somehow y Not very Somehow Very Not very Somehow Very
important im important important mportant impaortant important important
Programming: 3D Modeling:

Very
important

Somehow Very Not very Somehow Very
important important important important impartant

Figure 4.4: The results page contains customization options for users to define the impact
of each user input on showing the ordered list of matching projects. The initial importance
(explained in 4.4.4) of each factor is highlighted in blue and can be updated by the user.
When the user changes the importance of any factor, the order of the results update ac-
cordingly to revised user preferences.

Filtering suggestions

By default, PONI presents all matching projects ordered from most to least relevant. How-
ever, addressing DGH, users can also apply hard filters and reduce the size of their search
space (e.g., only show projects related to simulations). PONI applies these filters over the

system’s initial suggestions (see Figure 4.5).
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Filter Results
Your initial preferences based on your answers are highlighted in blue.
Programming Level: Beginner Intermediate Advanced
3D Modelling Level:  Beginner Intermediate Advanced
Category: 360* Tours - Exhibitions Simulations Storytelling
Output Type: Smart Phone Tablet HMD
Min Budget:  $0-50 $50-200 $200-500 $500-1000 $1000-2000

Time: less than 1 week (<40 hrs) 1-5 weeks(40-200 hrs) 5-13 weeks(200-500 hrs) 13-25 weeks(500-1000 hrs)
More than 25 weeks(>1000 hrs)

Figure 4.5: The filtering tool presents the choice for users to limit recommendations to
projects that strictly follow the defined criteria. The user’s initial inputs are shown as
highlighted to support recognition over recall.

4.4.3 Project description module

Following DG1 and DG4, each project page is personalized and designed to offer an appro-
priate level of information based on different user characteristics. In particular, there are
two types of project pages:

1) simplified project pages (Figure 4.2) that target non-technical creators and minimize
jargon to allow users to quickly see whether or not the project fits their needs.

2) intermediate project pages that target creators with intermediate to advanced skills
in 3D modelling and programming. This page provides more detailed information about the
recommended and optional programming languages, frameworks, 3D modeling tools, output
devices, and the hardware requirements for creating a similar project. If a newcomer to

programming sought more details of a given project, PONI directs them this page template.

4.4.4 Implementation

PONI is a platform-agnostic web-based application written in HTML, JavaScript, and
Python in the Django framework. The goal was to create a proof-of-concept implemen-
tation of the personalized onboarding concept with real-world data that could be evaluated
with real users. Once a user submits their initial preferences questionnaire (described in
4.4.1), PONI matches user preferences (described in 4.4.4) against its back-end curated
database of AR/VR projects (explained in 4.4.4). In the current implementation of PONI,
the database consists of a manually-curated collection of over 100 AR and VR example
video projects and tutorials (this database can be made available to other researchers upon

their request).

Gathering example projects and tutorials

Given the popularity of video tutorials in self-directed learning practices [123], we populated

PONT’s database with English-speaking YouTube videos. We aimed for diversity in the
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AR/VR technology used, level of complexity in 3D modeling and programming, authoring
software, and project topics (see Table 4.2). We ensured that all videos showcase at least

one project and excluded general explainer videos on AR and VR.

Technology Category Topic Device
Augmented Reality Marker-based AR Education Oculus Quest/Quest2 examples
Virtual Reality Marker-less AR Industry HTC Vive/Pro examples

Location-based AR, VR storytelling Marketing Google Cardboard examples
AR/VR showcase VR simulations Biology Microsoft Hololens examples
AR/VR tutorial 360 videos/tours ~ Games Phone AR examples

Table 4.2: Examples of the keywords used for finding AR/VR projects or tutorials on
YouTube. We aimed for diversity in the technology used, level of complexity in 3D modeling
and programming, hardware, software, and topics of the projects.

Curating gathered projects

Two of the authors with prior experience in AR/VR creation independently annotated
videos gathered from YouTube. To construct a consistent annotation schema, these authors
looked at prior work on roles of user expertise interacting with user interfaces and feature-
rich software [94] and challenges of non-professional AR/VR creators [15, 184]. As a final
schema (see Table 4.3), the authors annotated each project based on the type and category
of experience within AR/VR, the difficulty level of 3D modeling and programming of each
project, estimated budget (including physical equipment and general software licences) and
time to complete a project given level of difficulty, recommended and optional creation
platforms, 3D modeling software, hardware, and relevant keywords used in the creation
of the project. The annotations also included a general project description and possible
target audiences of each project. The authors had two rounds of discussions to ensure
the consistency of annotations. In the first round, researchers looked for similarities and
differences in the curation to reach agreement in annotations. In the second round, after
completing the curation on both sides, an inter-rater reliability test was applied to ensure

annotation consistency, achieving a Kappa score of 0.81.

Presenting ranked list of projects

Based on the responses collected through the input module (see 4.4.1), PONTI’s internal
algorithm starts to match user inputs against its curated database (see 4.4.4). The ranked
list of matches consists of individual project cards (see 4.4.2). We defined a scoring function
to sort and present a ranked list of matching projects using two criteria: closeness of match
between user input and the corresponding curated project attributes, and the importance of

each of the attributes (e.g., programming, 3D modeling, output, budget, time). To visually
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Category Frameworks Modeling Tools Output Type HMDs

Marker-less AR Unreal Blender Desktop Google Cardboard
Marker-base AR, Unity 3Ds Max Web HTC vive
Location-base AR Cry Engine  SketchUp Smart phones Oculus Quest2
Simulation VR ARK:it Turbo squid HMDs Hololens 2

360 VR ARCore Free3D Playstation VR
Storytelling VR ARWeb CGTrader Oculus Rift & Go

Table 4.3: The schema used for the curation of AR/VR projects. Authors curated each
project by assigning them appropriate type, category, programming and 3D modelling level,
output type, and development frameworks (Types, categories, and output type are based
on categories introduced in [24, 214, 256].

demonstrate the extent to which each attribute matches user input, PONI renders the
closeness factor using the color schema introduced in 4.4.2 (Figure 4.3).

Closeness of Match: this considers the extent to which the user preferences match the
curated project attributes (i.e., No Match, Weak Match, Close Match, and Exact Match)
with respective values of 0, 1, 2, and 3. We compare eight attributes of each project’s
annotations and the user’s answers to: type TY, time T', budget B, category of experience C,
head mounted display H, output devices O, 3D modeling experience M, and programming
experience P questions. If the user was unsure about any of the mentioned factors (e.g.
answered "I don’t know"), that factor was considered as an Exact Match in the score function
to exclude its effect in the final ordering. To calculate the closeness of match, based on the
data type of each eight attribute (i.e., numeric, nominal, or ordinal), we applied the following

rules:

o Numeric data (time and budget): Each numeric attribute is assigned a close
match threshold T, and a weak match threshold T,,, which delineate the cutoff distances
for close and weak matches, respectively. In the questionnaire, the user selects a range
X for each numeric attribute (see 4.1.4), which is then compared with each project’s
corresponding attribute value y. If y € X, the closeness for that attribute is equal
to 3 (exact match). Otherwise, the closeness is determined by whether the distance
between y and the boundary of X lies within the thresholds T, (closeness 2), T,

(closeness 1), or neither (closeness 0).

o Nominal data (type [AR/VR], category of experience, output device, and
HMDs): For each project in the database, a closeness of 3 (exact match) is assigned
when the user’s selected value is equal to that project’s corresponding attribute value.

Otherwise, a closeness of 1 (weak match) is assigned.

o Ordinal data (programming and 3D modeling experience): Similar to nominal
data, but non-exact matches yield a closeness of 2 (close match) when the user’s

selection is greater than a project’s corresponding value (i.e., when the user has more
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experience than required). A user’s selection that is smaller than the project’s value

still yields a closeness of 1 (weak match).

Importance of Attributes: PONI determines how each of the above factors are im-
portant for ordering (e.g., Low, Medium, and High with respective weights of 1, 2, and 4).
The importance of each factor can also be customized by the user on the results page. The
importance of each factor can be customized by the user on the recommendation page. To

set default parameters for initial recommendation list we applied the following logic:

o Low importance (3D modeling and budget): 3D modeling skill is essential for
AR/VR experiences that need customized models. However, due to the availability of
online pre-made models (e.g., TurboSquid or CGTrader), users’ lack of 3D modeling
expertise does not affect their ability to complete a project. Also, due to the variety
of available devices used for AR/VR creation, users of varying budget allowance can

create most of the projects.

o Medium importance (Output devices, HMD, and time): AR/ VR experiences
can be tested through most output systems (e.g, even desktops) since they are the
initial places where the experiences are built. However, if users want to experience their
creations through a specific platform (e.g., HMDs or mobiles), some limitations need
to be considered before initiating a project. Moreover, newcomers may be imprecise
in their estimation of the needed time commitment due to their limited grasp of the
AR/VR creation landscape. Hence, time can be an important factor in the creators’

initial project planning and decision-making.

o High (programming experience and category of the experience): Given the
differences in the newcomers’ skillsets (see DG1) and that coding skills are necessary
for AR/VR creation, the importance of programming experience is set as high. Also,
since the category of experience can define the devices and skill sets, it is important

for generating accurate relevant recommendations.

The ranked list of matches consists of individual project cards (see 4.4.2). To visually
demonstrate the extent to which each attribute matches user input, PONI renders the
closeness factor using the color schema introduced in 4.4.2 (Figure 4.3). Project cards are
sorted in a descending order based on the scoring function S calculated with the equation
4.1.

S =w1.TY +wy. T + w3.B + ws4.C + ws.H + wg.0 + wy. M + wg. P

(4.1)
w; € {1,2,4} TY,T,B,C,H,0,M,P € {0,1,2,3}

To handle cases where users select the "I don’t know" option, PONI excludes the selected

factors from equation 4.1.

58



4.5 Usability study

To evaluate the extent to which the personalized onboarding concept introduced in PONI
helps AR/VR creators find examples and tutorials, we compared PONI to a non-personalized
keyword-based retrieval approach which resembles the "status-quo" of finding online mate-
rials. We ran a usability study with 16 users who were new to AR/VR creation and assessed
their perceptions of usability (ease of use), utility (ease of locating relevant materials), and
engagement (feel of control, confidence, and system demand) (Figure 4.6) using quantitative

and qualitative methods.
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Figure 4.6: An overview of participants’ responses to post-test questionnaire options assess-
ing usability (ease of use), utility (ease of locating relevant materials), and user engagement
(feeling of control, confidence, system demand, and reuse value).

4.5.1 Baseline interface used for comparison

To evaluate how the personalized learning materials suggested by PONI are perceived by
users, we implemented another retrieval interface (which we will call BASELINE hence-
forth) that incorporated the same database of AR/VR projects used in PONI but did not
personalize the retrieval. This interface (Figure 4.7) provided a keyword-based query inter-
face and matched user queries against the curated metadata used in PONI. The formatting
of the search results displayed in BASELINE was similar to PONI in that users could see
each project’s metadata through project cards. However, the key difference was that BASE-
LINE did not provide any visual cues indicating to what extent each factor matches user
inputs. Since no personalization was provided within this condition, all users saw the default

project description page that provided full access to all of the metadata.
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AR intermediate programming @

Results matching your search query:
5 Use Cases of AR for Education @

Project Type: AR
Budget: From $399 to $3500
Category: Object-Dependent

Programming: Intermediate

3D Modeling: Beginner

Project Type: AR

Budget: $0

Category: Object-Independent
Programming: Intermediate

3D Modeling: Intermediate

Figure 4.7: The BASELINE interface consists of a search bar (a) where users issue queries
using keywords. The list of results shown only match the user’s search query and there is
no personalization. Similar to PONI, (b) the projects are listed in separate cards indicating
metadata. But, unlike PONI, BASELINE does not provide any visual cues indicating to
what extent each factor matches user inputs.

4.5.2 Participants

We focused on recruiting participants who were new to AR/VR and excluded any experi-
enced AR/VR developers so that we could study their perceptions of the onboarding process
and reduce any prior learning effects. To obtain a broad overview of AR/VR creation prac-
tices, we recruited a diverse pool of participants (9F/7M) from different backgrounds (CS,
Architecture, Arts, UI/UX design, Industrial Design). Our participants were all between the
ages of 18-34 and had different levels of education (7 Bachelor’s, 6 Master’s, and 3 PhDs).
All participants reported their initial interest in AR/VR creation. The majority (12/16)
of participants were completely new to AR/VR creation while a few (4/16) had tried to
create an AR/VR experience in the past but still self-identified as novices. We recruited
these participants mainly from university mailing lists and personal connections in the local

community.
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4.5.3 Study design and tasks

We used a within-subject design to minimize the impact of high variation among partici-
pants. Participants completed four tasks in total under two conditions (two using BASE-
LINE and two using PONI) where each task asked them to select learning materials using
one of the interfaces. Participants were asked to locate at least three relevant learning re-
sources for a given AR/VR creation scenario and creator persona (an example is shown in
Figure 4.8. We defined personas and tasks based on documented experiences of newcomers
to AR/VR [15, 127].

Task Description

Armstrong school is planning to run a competition with the goal of exposing students to new tech trends.
As a starter, the school is running a VR competition. Students are encouraged to be creative and try to
build a Simulation experience through which they teach other students any topic they find interesting.
The competition is going to happen in 12 weeks. Imagine you are volunteering to encourage students to
enter this competition and create a VR simulation experience. A student, Emily, has been assigned to you
who has never done any programming and has intermediate 3D modeling experience. To encourage her
to continue this path, her parents have allocated a $600 budget for her to buy a head-mounted display
device but they don’t know what their options are. Your job is to help Emily find example tutorials and
projects for developing a VR Simulation application. Please find 3 example projects that you think are
most relevant for learning about creating VR simulation projects reflecting Emily’s time and budget
constraints and her programming and 3D modeling background.

Figure 4.8: One example of the scenarios used in the user study.

4.5.4 Study procedure and measures

We conducted the study both in-person and remotely through Zoom, and participants re-
ceived a $15 Amazon gift card for their time. Participants were asked to log in to our web
portal with pre-assigned credentials. This portal allowed them to access both test systems
(PONI and BASELINE). To minimize user bias, each system was assigned a pseudonym
(e.g., Green for PONI and Blue for the BASELINE condition). Next, participants filled out
a pre-test questionnaire (via SurveyMonkey) that captured demographics and information
about prior experiences in AR/VR creation learning (e.g., familiarity with AR/VR creation
software and platforms, general experience in finding learning materials for AR/VR cre-
ation). We presented each of the tasks one by one in random order. After completing each
task, users filled out a post-task questionnaire (via SurveyMonkey) to assess their perception
of usability (ease of use), utility (ease of locating relevant materials), engagement (feeling of
control, confidence, and system demand), and system reuse. Lastly, we carried out follow-up
interviews to further probe into the strengths and weaknesses of each onboarding system
design. Sessions were video and audio-recorded for transcription, and the participants were
asked to share their screens through Zoom during the usability test. The usability test and

follow-up interview took approximately one hour.
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4.5.5 Data analysis

We used a combination of statistical tests and an inductive analysis approach [53] to ana-
lyze the study data. We ran Wilcoxon signed-rank tests with the nominal variable "system"
(having two levels: PONI and BASELINE) and ordinal variable "agreement" having five
levels (Strongly Disagree, Disagree, Neutral, Agree, and Strongly Agree) to quantitatively
determine the significance of the results. We analyzed the participant’s qualitative feedback
using affinity diagrams and explored themes around users’ perceptions of the personal-
ized onboarding concept. Through discussions with two members of our research team, we
categorized our findings and identified key recurring themes related to usability, utility,

engagement, and areas of improvements.

4.5.6 Results

Overall most of our participants preferred PONI (15/16) over the BASELINE condition for
locating relevant AR/VR learning materials. We next present users’ perception of usability,

utility, and engagement as they interacted with the two different conditions in our study.

Usability

Users found PONI (Mdn = 4) to be easier to use than BASELINE (Mdn = 3.5) and this
difference in perceived ease of use was significant (z = —3.14, p < 0.002). Participants found
the question and answer, step-by-step style of PONI to be “light” and “easy to manage” as
it provided them with an "intuitive" starting point (even when these creators had limited or
no understanding of what AR/VR projects they should look at). In contrast, the open-ended
nature of keyword search in BASELINE felt like a “black box” and left them “uncertain”
and “clueless” about what needs to be prioritized and what a meaningful query should even
look like:

"In [BASELINE] it got a little bit tricky to know which keyword I need to search
for...because, I can go through 10 results or change the keywords 6-7 times, but

because I had to check the suitability of them all, it was a bit time-consuming."
(P5)
Utility

Overall PONI (Mdn = 4) was ranked higher than BASELINE (Mdn = 3) in terms of ease
of locating relevant materials and this difference was significant (z = —3.39, p < 0.001)).
Participants explained that the simplified terms and examples used during input served as

"clues" and helped them with understanding the AR/VR nomenclature:
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"It [PONI] is just intuitive;...I appreciated the question and answer method; it
held my hand a bit more. Also, the features of filtering and prioritizing kinda

gave you some clues about the metrics and terms you need to look for." (P3)

In addition, participants indicated that PONI could be a useful "hub" for figuring out
what the requirements should be for a given project and what current standards are before

they even touch an authoring tool:

"It [PONI] helped me know what I need to be considering. Because in the begin-
ning, I do not have a set standard in my mind...I did not have to type anything,
and it meant that I did not have to figure out the words." (P1)

While our quantitative analysis showed that there was significant overall user preference
for PONI, some participants who were confident in their programming skills (known as
Hobbyists in [15]), visual cues and automatic ordering of the results were not enough for
locating relevant materials. These participants were ambitious with their learning goals,
and found that some of the retrieved results were perhaps "too easy", "limiting" or "not

challenging enough".

User engagement

Participants indicated that PONI (Mdn = 4) provided significantly higher control (z =
—3.13, p < 0.002) compared to the BASELINE condition (Mdn = 3). Users found PONI
helpful in making informed decisions as it allowed them to choose their priorities and main-

tain control over their preferences:

"...With this one [PONI] I am able to judge better whether those results fit my
criteria or if they do not fit how off or different they are from my criteria." (P3)

Another aspect of PONI that provided more control to participants was the centralized

way of presenting information:

"...when I was taking my class, I had little knowledge of AR/VR... I had to read
Reddit forums or Google Poly and post on them because that was the only way I
understood the terms and processes but still did not get a full picture.” (P9)

While PONI was helpful in anchoring participants to examples that fit their skills and
constraints, we observed that some users wanted to also find relevant materials based on
topics of interest (e.g., all classroom-related AR examples). The current version of PONI
was not able to provide this low-level of control over topic so that users could cluster projects
that are thematically similar.

PONI (Mdn = 4) was also ranked significantly higher than the BASELINE (Mdn = 3)
condition in helping participants feel confident about their selections (z = —3.03, p < 0.002).
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A recurring sentiment expressed by participants was that the simple language used in PONI
helped them take the appropriate next step and gave them more confidence about the
criteria and keywords they should look for. With BASELINE, all participants reported
frustration in formulating and re-formulating search queries from scratch as they struggled
to assess the relevance of the results.

Participants ranked interacting with PONI (M dn = 1) significantly less demanding than
the BASELINE (Mdn = 3) condition (2 = —3.49, p < 0.001). They also were more likely to
reuse PONI (Mdn = 4) than the BASELINE (Mdn = 3.5) tool in the future (z = —3.47,
p < 0.001). Participants noted that the visual cues provided in PONI made it easier to
peruse through search results and explore learning resource alternatives. With BASELINE,

users had to spend extra time and effort to determine relevance, usually with little success:

"I found it [BASELINE] cognitively demanding because I needed to memorize so
many different things at the same time. I was trying to make it easier by opening
multiple tabs so I did not forget the ones I liked...I felt the need to take a look
at all of them, but at the same time, I could not evaluate all of them in time."

(P7)

4.5.7 Areas of improvement

Although PONI was perceived to be significantly better than the BASELINE condition for
all of our measures, we did synthesize some potential areas of improvement for personalized
onboarding based on the user feedback. First, some participants in the interviews reported
a slight preference for using a combination of both the keyword-based and a rule-based
personalized approach. These participants indicated that they could initially benefit from
having PONI’s exploratory approach for understanding a project’s requirements, keywords,
and feasibility, but would like to be able to search by keywords as they gained more experi-
ence. Some participants also shared a need for a side-by-side comparison of projects and a
more in-depth analysis of how suggested projects map their individual profile. While PONI
was helpful for participants in locating and recognizing suitable learning materials, there
was no easy way for them to compare the pros and cons of a group of similarly relevant
projects. Users also indicated that they would feel more confident about trying out a project
if they could see how their skills (e.g., in 3D modeling or programming) map to the different

steps of a project’s creation process.

4.6 Discussion

4.6.1 Key Takeaways

We have contributed the design and evaluation of a novel personalized onboarding interface

(PONI) that helps AR/VR newcomers locate relevant learning materials tailored to their
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programming and 3D modeling skills, development goals, and constraints, such as time
or budget. Our initial evaluation indicates that for AR/VR newcomers, the personalized
onboarding process offered by PONI can be more intuitive, useful, and engaging compared
to exploratory keyword-based search methods. Our work complements ongoing efforts in
AR/VR authoring (e.g., [183, 182, 159]) to lower the onboarding barriers for creators from
different backgrounds by assisting them in understanding the landscape of AR/VR creation
and getting inspiration for projects.

Although our focus in this paper was on AR/VR creation, we believe that our approach
of facilitating personalized onboarding can be generalized to other complex design tasks,
such as 3D modeling [123, 122], and software development tasks [154, 47, 255, 133, 55] where
there is need to understand the landscape and relevant terminologies before beginning the
complex authoring process. Our approach complements other innovations in personalized
systems for learning and information-seeking by bringing in a human-centered lens and an
interaction design approach for tackling the problem. For example, most of the research
on personalized information retrieval has focused on the optimization of the underlying
algorithms [179, 39, 42], and it is rare to see explicit focus on the interaction design of these
systems that captures users’ perceptions. Our research shows the importance of observing
people using such systems and capturing their perceptions of the effectiveness and utility
of personalized results. Insights from this study reveal that there is more in play than just
the effectiveness of a retrieval algorithm and factors such as the UI design, user control,
transparency, and flexibility all impact users’ overall impressions.

We now discuss some limitations of our current work and highlight promising directions

for future work in HCI to further expand the design space of personalized onboarding.

4.6.2 Limitations

Although our implementation of PONI as a proof-of-concept web-based application was
useful for assessing users’ initial reactions and perceptions of personalized onboarding, more
research is needed to fully understand how users would interact with such tools in their
actual learning tasks (for example, through a longitudinal field study). Given the scope of
this research, the factors that we considered for curating existing projects in our database
may not be exhaustive and it is important to keep understanding and addressing the evolving
needs of AR/VR creators. However, given our current design and implementation, a natural
extension for expanding the curated database would be through the use of methods such
as crowd sourcing which have been successful in other learning contexts [259]. Lastly, our
current scoring function used for ranking the results only considers three levels for proximity
and importance, and future work can explore more granular levels to improve the distinctive

power and accuracy of the retrieval in more complex onboarding scenarios.
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4.6.3 Expanding personalized approaches

In our current implementation of PONI, we made use of a rule-based approach to retrieve
and suggest learning materials based on user input. While this approach has been shown
to be accurate in controlled scenarios, it can be blind to user context and may offer low
flexibility in supporting spontaneous user interactions [216, 89] (e.g., new items or users
that do not fit in any pre-defined clustering). In addition to rule-based approaches, more
flexible forms of personalized recommendations can be explored that leverage information
from user interaction. For example, collaborative filtering using ratings or other forms of
user-generated feedback [31, 105, 222] can determine preference commonalities between
groups of users and generate recommendations based on inter-user similarities, which can
be particularly useful for supporting the diverse needs of AR/VR creators. Furthermore,
content-based filtering [17] also can be used to generate finer-grained recommendations
based on the history of a particular user’s interactions. Our curated, labeled database of
projects can also be used to explore more sophisticated automatic approaches using machine
learning and similar techniques [212, 256]. But, some caution has to be used as retrieval
and recommender systems that rely on automation and predict user behaviour based on
current patterns can suffer from the cold-start problem [216, 89] when they initially lack
meaningful data for creating user models.

Based on the insights from our study and prior work on hybrid use of rule-based and
adaptive recommender systems [37], there could be some benefits in exploring a combina-
tion of both approaches. For example, it can be helpful to learn about user goals, skills,
constraints, and context through the initial input and the personalized onboarding systems
can adapt as learning progresses. It could be interesting to create experiences that support
the delivery of short-term contextual recommendations (e.g., what device is appropriate
for my end goal?) and higher-level long-term global recommendations (e.g., task flows and
different road maps for creating a target project). Such systems can also track and progres-
sively monitor newcomers’ progress when applying recommended solutions and completing
steps on authoring platforms, predict their needs, and recommend learning materials ap-
propriate to their context. Given the impacts of personalization on how a user experiences
and gets exposed to a technology, it can also be interesting to consider the effect of the
filter bubble [186] of personalization which can isolate people from a diversity of viewpoints
or content. An interesting challenge for the future research would be the investigation of

interplay between learner-directed exploratory and personalized learning methods.

4.6.4 Supporting long-term engagement

Accommodate high-level and low-level user learning needs.

AR/VR creation and other digital creative processes [76, 184] often require working across

a chain of different tools. Professional developers may be able to work with tools at the
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high end of the toolchain (e.g., Unity) since they have the relevant training and experience,
but newcomers often end up wandering around and working with a large patchwork of
tools or get stuck with sub-optimal solutions [184, 15, 123]. In the current design of PONI,
participants perceived every suggestion by the system to be click-through to provide a
reliable gateway without a need for user validation. This opens up the design space for
new support tools to focus on providing a project road map joint with relevant learning

materials.

Support learning through embedded communities and automated approaches.

While the current design of PONI was perceived to be effective in showing results matching
a user’s declared interests and backgrounds, there is opportunity to further expand the
richness of the retrieved results. For example, as pointed out by participants, having a way
to compare the merits of different results would help them make more informed selections.
Embedding in additional comments and shared experiences from other creators within each
project or tutorial (as has been explored in some recent work [35, 62, 252]) could further

enhance the learning experience for new creators.

Facilitate evolving needs and situational interests.

Currently PONT only allows users to declare intents once and offers only basic customization
and filtering options (see Figure 4.4). There is little support for users as their individual
needs evolve or their situational interests change (e.g., if they change mind about a particular
device) over time. A challenge for future work is to investigate flexible ways to provide
long-term support for evolving needs of the user. One approach could be providing multiple
roadmaps (similar to [134, 96]) for a given project through which users can flexibly change
their pathways (e.g., change their method, devices, completion time) based on their evolving

interests.

4.7 Conclusions

In this chapter, we have introduced the design of PONI, a novel personalized onboarding
interface that assists new AR/VR creators in locating learning materials that are tailored
to their programming and 3D modeling skills, development goals, and any constraints, such
as time or budget. Users found the step-by-step question-and-answer style, color-coded
suggestions, and personalized results to be intuitive, useful, and saw PONI’s potential as a
knowledge hub for inspiration and self-directed exploratory learning. Our findings provide
an initial lens into the potential benefits of personalization for onboarding and early stages
of learning about AR/VR creation and could be extended to other informal learning in

technical domains.
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While the focus in this and the previous chapter has been on the attitudinal feedback
from new AR/VR creators, we have yet to gain a comprehensive understanding of their
behavior, which is essential for a complete picture of their initial authoring and information-
seeking activities. Although PONI offered insights into the early stages of new creators’
journeys, it did not shed light on the subsequent steps these creators take after utilizing
learning resources. In the next chapter, we will explore the practical aspects of AR creation
by conducting an observational study with 12 new AR creators. This will provide us with
valuable insights into their hands-on experiences and the actual implementation processes

they undertake in AR development.
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Chapter 5

How New Developers Approach
Augmented Reality Development
Using Simplified Creation Tools

My initial studies provided valuable insights into newcomers’ attitudes and help-seeking be-
havior. These studies demonstrated that many newcomers gravitate towards traditional 3D
game engines, such as Unity or Unreal, that provide a simplified platform for integration of
3D experiences with various frameworks and tools and have evolved to offer extensive sup-
port and functionalities for AR/VR development [197]. Despite the appealing and simplified
AR development environments presented by modern game engines, many new creators still
find it challenging to realize their immersive development projects. To understand the types
of obstacles developers face in AR development, even with simplified environments, a deeper
insight into how new AR developers approach programming and debugging is essential !.
This became particularly relevant with the introduction of extended-reality tools such as the
Apple Vision Pro, which, with over 600 applications at launch [13], aims to bring a diverse
set of AR applications ranging from productivity to entertainment through mixed-reality
capabilities. This context underscored the importance of focusing on software programmers

as the new wave of AR/VR application creators.

5.1 Introduction

Designing and implementing Augmented Reality (AR) experiences is a complex, knowledge-
intensive endeavour that has predominantly been carried out by specialized experts in re-
search labs or professional game development studios. Unlike mainstream software develop-

ment for desktop or web environments where the focus is on flat graphical interfaces and

'Narges Ashtari and Parmit Chilana. 2024. How New Developers Approach Augmented Reality Devel-
opment Using Simplified Creation Tools: An Observational Study. Multimodal Technologies and Interaction
8, no. 4: 35. https://doi.org/10.3390/mti8040035. [16]
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standard input methods, AR developers are tasked with overlaying digital content and expe-
riences onto real-world environments via mobile applications or specialized Head-Mounted
Displays (HMDs) like the Apple vision pro. Developers usually have to navigate an intricate
web of development frameworks and hardware options to construct three-dimensional (3D)
interactions and heighten the realism of their projects [15].

When beginning AR application development, many newcomers gravitate towards tradi-
tional 3D game engines, such as Unity or Unreal, that have evolved to offer extensive support
and functionalities specifically for AR development [197]. Unity, for example, streamlines
the integration of diverse AR platforms, such as ARKit for iOS and ARCore for Android,
into a single, unified API. This integration enables the creation of AR applications that
are compatible across various devices and platforms without necessitating platform-specific
coding. Furthermore, developers can utilize additional built-in features and resources to
expedite the development process and engage with an expansive community of developers
[241, 83, 236].

Despite the appealing and simplified AR development environments presented by mod-
ern game engines, many new creators still find it challenging to realize their immersive
development projects [15, 14]. To understand the types of obstacles developers face in AR
development, even with simplified environments, a deeper insight into how new AR develop-
ers approach programming and debugging is essential. This need has become more pressing
with the advent of technologies like the Apple Vision Pro, which aims to bring hundreds
of AR applications, from productivity to entertainment [13], to the mass market with its
mixed-reality capabilities. It is crucial to support new developers and equip them with the
necessary skills to navigate the complexities of AR development. This support will empower
new developers to create diverse and innovative immersive applications that fully leverage
the potential of advanced AR technologies.

In this paper, we investigate how newcomers in AR approach the creation process us-
ing a simplified development environment and seek information to support their design
and programming needs. We carried out detailed in-lab task-based observations and semi-
structured interviews with 12 software developers who were implementing AR for the first
time using the Unity development environment. This choice was made as prior research
[15, 184] indicates that while new AR creators have access to a range of development tools
not requiring coding skills, they inevitably turn to tools that do require coding due to the
flexibility and a wide range of functions that allows developers create comprehensive ex-
periences. By focusing on participants who already have some programming and relevant
information seeking skills, this study directly explores how their foundational knowledge
affects their learning curve and adaptation strategies in immersive AR development.

Among our key findings, we found that new AR developers often relied on their previous
2D development experience and sought guidance from online code examples and tutorials.

However, these developers faced challenges in applying their 2D experience to the 3D realm.
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Their usual sources of information, such as online forums and YouTube, were too general
and failed to address the unique challenges of AR, including the prediction of 3D object be-
haviour and complex physics. Faced with increasing complexity in AR development, many
developers turned to Al-based assistance, only to find that this approach often led to incon-
sistent results. A primary issue was the developers’ narrow focus on finding code snippets,
which caused them to overlook the challenges of 3D spatial interactions and the intricacies
of AR’s hardware and software. Additionally, the tendency of developers to dive into coding
without a comprehensive understanding of the broader problem and its components proved
ineffective in AR development.

Our paper highlights the shortcomings of popular online learning resources and ap-
proaches in preparing new developers for the unique challenges of building interactive
AR applications. While there is a long history of empirical research exploring develop-
ers’ work habits in various engineering tasks [142], their learning strategies [73], and online
information-seeking behaviors [131, 124], our study adds new insights about how software
developers tackle interactive immersive experiences and how they navigate complex pro-
gramming structures and frameworks, and tackle debugging and testing tasks. The lessons
learned from our work can be used to invent tailored and more effective learning tools and
training programs that empower new creators to explore their own projects in AR. The

main contributions of our work are as follows:

1. Providing detailed insights through observations and interviews into how developers
new to AR make use of a simplified AR development environment, including their use

of various online information resources and Al-assisted tools.

2. Synthesizing the common challenges encountered during AR development, especially
related to navigating unfamiliar intricacies of 3D environments, and identifying gaps

in their coping methods to tackle these challenges;

3. Identifying opportunities and implications for the design of learning tools and ap-
proaches to support future authors of AR applications and help them make a smoother

transition from mainstream development.

5.2 Related work

This research builds upon insights from HCI and software engineering reflecting on the
current landscape of AR tool development, challenges of building domain-specific software,

and software developers’ information-seeking activities.

5.2.1 Tool innovations is AR application development

Prior work has explored various AR-specific authoring tools tailored to creators with diverse

skill levels and different fidelity stages of the resulting artifacts [184, 99]. Notable examples
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of such tools include Pronto [147], ProtoAR [183], GestureWiz [232], iaTAR [146, 145],
ARVIKA [77], Adobe Aero [5], Microsoft Maquette [174], and Reality Composer [12]. These
tools have significantly contributed to the field by focusing primarily on supporting the low
to medium fidelity prototyping stages of application development. Some of these tools strive
to minimize or altogether eliminate the need for extensive programming skills and reach a
wider creator audiences.

On the other hand, utility of simplified authoring tools is often limited as they are
overly-tailored to predefined tasks, restricting their adaptability to a wide array of platforms,
frameworks, and hardware configurations [135, 15, 184]. Secondly, some of these tools are not
universally accessible to end users, either due to their limited availability (beyond research
labs), lack of community, or the absence of comprehensive features. Moreover, a significant
drawback lies in the fact that these tools seldom cover the entire design cycle, from initial
prototyping to subsequent development and testing on AR devices, leaving a critical gap in
the seamless progression of the development process as demonstrated in my first study [15].

In practice, commercial AR/VR game engines and software development kits, such as
Unity [243], Unreal [82], ARKit [11], ARCore [90], A-Frame [165], and WebXR [253] have
emerged as the go-to choices for professionals and enthusiasts alike [15, 135, 184]. Such tools
have stood out due to their robust features, providing extensive documentation, tutorials,
and a supportive community for developers. Due to widespread use of Unity development
platform [242], we studied AR developers use of Unity to create their first AR application.
This work provides insights into developers’ challenges and strategies as they start their
first AR development project, complementing my prior works and other existing research

[15, 14, 135, 184], offering a comprehensive analysis of real-world AR development practices.

5.2.2 Domain-specific software development

In this paper, we are presenting an observational study of developers new to the domain
of AR. The challenges inherent in domain-specific software development have been well-
documented, highlighting the varying needs of different user groups across different stages
of design [48, 97]. For example, prior work has looked at artists using creative coding
languages [207, 154]. This research has identified challenges artists face in understanding
abstract representations and adapting to structured workflows [151], as well as efforts to
support them through platforms tailored to domain-specific requirements [207, 149]. The
discrepancy between general software engineering practices and their application in scien-
tific programming is also noteworthy, highlighting the need for domain-specific methods and
tools tailored to scientists’ needs [104, 220, 120]. Additionally, game development showcases
the unique aspects of specialized domains. It reveals significant differences from other cre-
ative industries [175, 8, 245, 137] and poses challenges to traditional software development

models’ predefined phases [234].
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Studies in domain-specific challenges of building interactive applications have focused on
managing the volatility of these environments, characterized by frequent changes in users,
devices, and software components [218, 129, 4]. This necessitates systems that can adapt or
degrade gracefully amidst changes and failures. The trend towards practical, educational,
and assistive technologies mirrors the need to address challenges arising from the dynamic
3D space, affecting user interactions and application requirements. In the realm of AR/VR,
my first work [15] (discussed in Chapter 3) provides insights into creators’ attitudes and
preferences by focusing on a broader creator population. This research is a complementary
work by focusing on observing new software developers in a lab environment and providing
insights into the practical challenges of building AR applications. It reveals nuanced aspects
of developers’ experiences transitioning from 2D to 3D environments, their information
seeking patterns, and use of Generative-AT tools such as ChatGPT as an emerging assistive

platform.

5.2.3 Information Seeking in Software Development Tasks

Prior studies of software developers have shed light on their work habits in writing, changing
and debugging software [142], their related cognitive processes [73], and their information
behavior and needs [131, 124]. Modern software development is known to be intertwined with
web search today [213, 155] with developers frequently issuing search queries to seek answers
about how to use an API, understand code functionalities, and troubleshoot various issues
[226, 150]. Earlier studies with developers [210] indicated that that official documentation
is often the first point of reference for developers when learning about a new API, but code
examples, peer discussions, and hands-on experimentation with APIs have also ranked high
[131].

The process of seeking relevant information presents several challenges for software devel-
opers. One key challenge is the "vocabulary problem," a term used to describe the difficulty
developers face when there is a mismatch between their understanding of the problem and
the language used in official documentation or help resources [78]. This can lead to consid-
erable time being spent on sifting through large and complex sets of documentation, often
resulting in reluctance to consult these resources [41, 192]. Another issue comes from the dis-
persion of relevant information across different sources, complicating the task of gathering
all the needed details [158, 210, 211].

We note that much of the existing research has primarily focused on conventional chal-
lenges in back-end development and maintenance tasks, rarely capturing the unique chal-
lenges faced by developers working in emerging fields like AR where the focus is on creating
a compelling user experience that can augment real-world activities. In these new domains,
developers are often tasked with creating interactive experiences that involve user input in
novel modalities, often through headsets [15]. Our study complements the existing research

on developers by shedding light on how developers new to AR approach the development
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process using a simplified development environment and to what extent they are able to
transfer their existing mainstream programming skills and information-seeking behaviors in

this emerging context.

5.3 Method

To gain deeper insights into the approaches adopted by software developers new to AR, we
employed a qualitative research methodology, including in-lab task-based observations and
semi-structured interviews. Our main goal was to understand how newcomers make use of a
simplified AR development environment, how they seek information to support their design
and programming needs, and how their practices compare to mainstream programming

tasks.

5.3.1 Participants and recruitment

Since we wanted to observe AR development process using a simplified creation framework
and our tasks required programming, we focused on recruiting participants who had train-
ing in software development but had not worked on any AR or VR projects in the past. We
employed multiple recruitment strategies, including advertising posters at local educational
organizations, leveraging personal connections in industry, and utilizing snowball sampling
techniques. By adopting these approaches, we aimed to ensure a diverse participant pool in
terms of their backgrounds and skills in programming and design. Our recruitment efforts
resulted in a total of 12 participants, with a mix of genders (5F/7M), each bringing unique
backgrounds and software development roles to the study, as summarized in Table 5.1. Par-
ticipants ranged from having 2-10 years of experience in programming using programming
languages such as Java, JavaScript, Python, HTML, C#, and C++. Only two participants
(P2 and P9) had brief experience working with Unity for 2D game creation.

5.3.2 In-Lab Observations and Task Design
Choice of platform

While platforms like A-Frame and Unreal offer similar functionalities for AR development,
we opted for Unity as a representative AR development platform in our investigation. We
selected Unity as a case-in-point due to its widespread use (with more than 60% of AR/VR
content being made by this platform [242]) and rich feature set, including an integrated
physics engine that significantly reduces the need for developers to delve into complex

physics and mathematics or write intricate code.

Task selection and refinement

In constructing the task for this study, we wanted to ensure that it was doable and cap-

tured a range of competencies and complexities in creating an interactive AR experience.
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ID  Gender (Age) # Years of programming & role Programming languages

P1  F (25-34) 7-10, Researcher (CS) Python, C, Java, R, MATLAB
P2 M (18-24) 4-6, Software engineer Python, C, Java, C#

P3 M (18-24) 1-3, Student (CS) Java, Python, JavaScript, HTML
P4 M (18-24) 4-6, Student (CS) C++, Java, Python, JavaScript
P5 M (25-34) 10+, Software engineer Python, HTML, JavaScript

P6 F (25-34) 4-6, Researcher (CS) Python, C++

P7  F (25-34) 4-6, Researcher (CS) Java, Python, C++, JavaScript
P8 F (25-34) 1-3, Researcher (CS) Python, HTML

P9 M (18-24) 1-3, Student (CS) JavaScript, HTML, C#, Python
P10 M (25-34) 4-6, Software engineer C++, Java, JavaScript, Python
P11 F (25-34) 4-6, Software engineer Python, HTML, JavaScript

P12 M (25-34) 7-10, Software engineer Python, C++, C#

Table 5.1: Participants’ demographic information, years of programming experience, role,
and programming language proficiencies. All participants indicated they had completed in-
troductory courses in 3D geometry and linear algebra, either at the high school or university
level.

Our goal was to assess how AR newcomers would approach the development problem and
seek relevant information when using a simplified development framework. We consulted
industry experts, ran three pilot studies with participants sharing the same characteristics
as our main study target group, and iterated on various task configurations to gauge their
feasibility.

The task was multi-layered, with each component tailored to test different skill sets
necessary in AR development. We provided participants with all of the required 3D as-
sets (see Figure 5.1). We instructed participants to create an AR model of Earth with a
continuous spinning motion around its own axis. This component was intended to assess
the individuals’ capability to introduce and manage elementary motion dynamics in an AR
environment. In addition to the spinning Earth, participants were required to incorporate a
Moon that would not only revolve around the Earth but also execute a spin around its own
axis. This layer of complexity ensured that participants dealt with coordinating multiple
synchronized motions within the AR space. In the next part of the task, we provided a 3D
model of a spaceship and asked participants to simulate a landing mission which required
a realistic, physics-driven animation sequence in the AR environment. This involved com-
mon AR tasks, including collision detection and defining movement trajectories in a 3D
environment. Lastly, the task asked for a simple menu embedded within the AR experience
that would have two interactive buttons: "Land" and "Fly Away." Activation of the "Land"
button would command the spaceship to initiate a landing sequence onto the moon’s sur-
face, while the "Fly Away" button would instigate the spaceship’s departure. The inclusion
of this component aimed to probe the participants’ ability to combine interactivity with

immersive visualization, a key proficiency in AR development.
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Figure 5.1: Schematic of the multi-layered AR development task for participants in Unity.
(a) The "Scene View" where participants interacted with the provided 3D assets. This
platform allowed participants to navigate and manipulate 3D objects. (b) The "Inspector
Panel" which provides properties of the selected 3D object(s) in the scene view. Through
this panel, participants were able to modify objects’ attributes like position, rotation, scale,
and attach components or scripts. (¢) The "Hierarchy Panel" which lists all the objects in the
current scene and provides an easy way to select, organize, and manage game objects. (d)
The "Project Panel" which is essentially the file browser within Unity and shows all assets,
scripts, prefabs, scenes, etc. (e) The "Visual Studio” integrated IDE often used in conjunction
with Unity for scripting and code editing. (f) The "Game View" where participants could
preview what they built as it would appear when running. Using this participants were able
to play, pause, and step through frames for testing.

All studies were conducted in-person. Each session lasted around 2 hours, with par-
ticipants having 90 minutes to complete the task and 20 minutes to complete post-task
questionnaire and answer follow up interview questions. Participants were informed that
they could proceed as far as they could within the 90-minute task time frame, and there
was no requirement to complete the entire task. Furthermore, the order of implementing
different parts of the task was entirely up to the participants; they were free to choose
the components they felt most comfortable with or interested in. All participants were in-
structed to take break as needed. The study facilitator was readily available throughout the
research, offering occasional hints to participants in the event of significant delays in their
progress. The facilitator remained discreet to minimize any potential impact on the study

outcomes while providing support.

Procedure

Prior to the study (at least five days before the study session), participants were sent com-

prehensive tutorials on how to use Unity, including guidelines for testing their creations,
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adding interactions, and navigating the interface. They were granted access to Unity along
with its built-in help features and encouraged to utilize any web resources available. To
capture an in-depth view of participants’ actions and thoughts, their audio and screens
were recorded, along with their browser histories, ChatGPT conversations if used (version
4 was set as a default option for all participants), and interactions within Unity UI. Before
starting the study tasks, participants completed a questionnaire covering demographic de-
tails, educational background, proficiency in various programming languages, and preferred
resources for seeking help and information. Participants then were encouraged to follow a
"think-aloud" protocol to keep the facilitator updated on their logic, creative process, and
any challenges encountered. Scheduled breaks were also provided to ensure participants
remained focused and comfortable throughout the study.

For a more nuanced understanding of AR deployment, participants were encouraged to
deploy their AR models on the HoloLens 2. This step was critical for assessing the robustness
of their AR experiences in a real-world, immersive setting. To streamline this process and
focus on the core objectives of the study, the actual deployment task was handled by the
research team (taking approximately 10 minutes), allowing participants to concentrate on

conceptualizing and building their AR models.

Post-task questionnaire

After completing the task, participants were asked to fill out a short survey questionnaire.
The questions aimed to gauge the perceived difficulty of programming in a 3D environment
as compared to mainstream, non-3D coding, the effectiveness of online resources in partic-
ipants’ information-seeking process, ease of transferring current programming skills to 3D
and AR development tasks, and the extent to which participants relied on their existing
programming skills to troubleshoot and solve technical problems while completing the study

tasks.

5.3.3 Follow-up semi-structured interviews

To reflect on the in-lab experiences and better gauge participants’ perspectives on AR de-
velopment, we carried out follow-up semi-structured interviews. Acknowledging the partici-
pants’ prior experiences in other domains of development, particularly 2D or other non-3D
environments, was a crucial component of the post-task interview process. This served to
draw comparisons and contrasts, aiming to understand how the unique complexities of AR
development diverge from or align with other forms of mainstream software development.
One key area that the interview focused on was whether and how the participants had to
adapt their existing skills and strategies to the nuances required by AR development. In

particular, semi-structured interviews explored:
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» Participants’ experience and skill transferability in AR vs. 2D /non-3D en-
vironments: This would focus on how participants’ previous experiences in other
environments translated to the AR task. It would also aim to identify skills that were

easily transferable and those that required significant adaptation or relearning.

¢ Challenges, strategies, and information-seeking behavior: This would combine
the specific challenges encountered with the resources and strategies employed to over-
come them. It could explore any changes in participants’ go-to platforms for assistance
and how effective these were, providing insights into their evolving problem-solving

process.

e Lessons learned and future approaches: This would capture personal reflections
on what participants would do differently in future similar AR tasks, revealing data

on the learning curve involved in AR development.

Each interview concluded with an opportunity where participants were encouraged to share
additional thoughts, feedback, or reflections not covered by the preceding structured ques-

tions.

5.3.4 Data analysis

To analyze the participants’ progress, we segmented our primary task into four distinct
sub-tasks (as explained in 5.3.2), each revolving around crucial interaction components.
Participants’ efforts were then aligned with the reference design’s sub-tasks. To gain insight
into how newcomers identify and utilize various help resources, we initially examined the
various phases of their information-seeking behavior in the lab. Additionally, we explored
how participants perceived these help resources, drawing on their in-lab interactions while
completing the task.

Analysis of help-seeking phases. For our lab-based analysis, we adapted and revised
an existing theoretical model on in-person help-seeking by Nelson-Le Gall [81]. Within this
framework, we categorized help-seeking behaviors into three main phases: 1) Identifying
resources; 2) Assessing resource relevance; and 3) Implementing the relevant assistance to
accomplish a task.

Identifying resources. In this initial phase, we evaluated how effectively participants
could articulate their need for help and locate relevant resources. Our assessment tools
included a query log analysis of search histories, Unity’s built-in help, and an evaluation
of participants’ engagement with Generative Al platforms, such as ChatGPT (where ap-
plicable). We sought to identify both relevant and irrelevant resources that participants
discovered. Additionally, we gauged the time required for participants to initiate their first
attempt at seeking help, examining their navigation strategies and the initial moments they

initiated using any available resources for assistance.
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Assessing resource relevance. During this phase, we studied what transpired when
participants arrived at a potentially relevant resource, as well as how well they could leverage
that resource to accomplish their task. For this part of our analysis, one researcher cross-
referenced data from participants’ browser navigation histories and screen recordings. This
helped to evaluate the relevance of the discovered resources and was further substantiated
by participants’ think-aloud reasoning data during the study.

Implementing help in task completion. In the final phase, we examined the degree
to which participants could apply the located help to their current tasks. For this, we
relied on browser navigation histories, screen recordings, and participants’ attempts at task
execution.

Understanding participants’ perceptions of help resources. To delve deeper into
participants’ perceptions regarding the usefulness of various help resources they encoun-
tered, we drew upon our observations and participants’ feedback from post-task question-
naires and semi-structured interviews. Using an inductive analysis method [52], we searched

for recurring patterns and themes in the collected data.

5.4 Results

We present our results by first summarizing the participants’ overall performance and ap-
proaches to developing an AR experience for the first time when using a simplified develop-
ment platform, revealing a preference for direct implementation over problem solving. We
next present key analysis of participants’ information-seeking activities, highlighting their
search queries, preferences for information resources and formats, and the use of generative
AT tools such as ChatGPT. We then delve deeper into the challenges participants faced,
which ranged from initial setup difficulties to the intricacies of 3D development and the

challenges of translating 2D development knowledge to 3D environments.

5.4.1 Overview of task completion

Our analysis showed that most of our participants faced difficulty in tackling their first
AR task: on average, our participants managed to complete a mere 35.8% of the primary
task (25% min - 75% max) with 34% accuracy (12.5% min-62.5% max). The participants
indicated that AR development was either much more difficult (8/12) or somewhat more
difficult (4/12) compared to mainstream 2D development tasks (see Figure 5.3-a). At the
onset of the study, participants had the option to sketch out or strategically plan their
development process. However, without exception, all participants chose to dive directly
into implementation, expecting to find a designated area within the Unity user interface for
writing code (which existed in the Unity UlI; see Figure 5.1). Despite being encouraged to
access tutorials about Unity’s interface and methods for adding interactions to 3D objects,

none of the participants had consulted these resources prior to attending the user study
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session. To initiate interaction with the provided 3D objects in the Unity environment,
9 out of 12 participants relied on a trial-and-error approach, while the remaining three
participants directly searched on Google. On average, it took participants 4.25 minutes to
initiate their first help-seeking attempt. Although all participants were given access to the
Hololens 2 headset to test their code, only 2 participants chose to do so; the remainder opted

for utilizing Unity’s built-in testing environment to demonstrate and test their projects.

5.4.2 Overview of information-seeking activities

0 Min 10 Min 20 Min 30 Min 40 Min 50 Min 60 Min 70 Min 80 Min 90 Min

Unity
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Figure 5.2: Timeline overview of participants and their information resource and develop-
ment environment navigation. Participants usually began with Google searches to locate
learning resources, often consulting official documentation, forums, and code snippets, with
an average of 13.9 queries per session. Despite having access to the basics of Unity prior to
starting the study, most participants favored learning by trial-and-error, frequently querying
Unity interface specifics. On average, they switched 11 times between coding and resources,
spending 44.5 minutes outside Unity. While initially favoring written documentation for
quick lookup, 7 out of 12 participants eventually consulted ChatGPT after other resources
proved unhelpful. But, only P1 and P5 found ChatGPT useful for streamlining their learn-
ing and workflow.

All participants relied on Google consistently while completing the subtasks. Similar to
mainstream coding projects, they made use of search results that included official documen-
tation, user forums (e.g., Stack Overflow) and snippets of code found on these platforms,
followed by video tutorials (e.g., YouTube). All participants were familiar with ChatGPT
during the time of the study and more than half (7/12) ended up using it in the study. On
average, participants sought help 13.9 times in each session, with the frequency of these
attempts ranging from 11 to 19, a variance of 5.17, and a standard deviation of 2.27 (see

Figure 5.2). A variety of factors triggered these help-seeking activities (discussed below).
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Even though we provided pre-study learning resources on the basics of Unity to help
onboard participants, most of the participants relied on their own trial-and-error to figure
out the Unity interface. This has been commonly seen in other studies of software learning
[123], known as the paradox of the active user [40]. Instead of following the Unity doc-
umentation, our participants posed queries like "attaching code to 3D objects", "defining
objects in Unity 3D", or generic ones like "how to instantiate an object in C#7?". This DIY
exploration method, while valuable for its hands-on nature, was time-consuming and of-
ten directed developers towards unnecessarily intricate solutions. On average, participants
toggled 11 times between the coding interface and auxiliary resources, spending 49% (44.5
minutes) outside the development environment.

Participants’ help-seeking behaviors were varied and included searching for learning
how to activate specific functionalities and open-source code (55%), integrating multiple or
concurrent functions into 3D objects (12%), understanding scaling and metrics (14%), and
troubleshooting bugs during code compilation (19%).

In terms of choice of learning strategies and overall task completion rate and accuracy,
we saw a range of be our participants. For example, P1 relied on ChatGPT as the primary
learning resource, posing targeted inquiries directly related to the task. This approach facil-
itated the highest completion rate (75%) of the task with a high level 377 of accuracy other
participants (62.5%). Conversely, P8 dedicated extensive time to reviewing official Unity
documentations. However, their ability to apply the acquired knowledge to the specific task
was less effective, resulting in minimal in task completion (25%). On the other hand, P11
predominantly relied on video tutorials as a learning resource to complete the tasks. Al-
though they a higher task completion rate (50%) compared to P8, we observed that P11
was trying to recreate the instructions in the video tutorials. As a result, they struggled to

implement specific adjustments 384 and had low overall accuracy (25%).

Preferences for information resources and formats.

As seen in previous studies of developers [131], our participants initially sought written doc-
umentation, valuing its quick accessibility and skim-readability for coding activities. Rooted
in their prior experience with programming languages like Python and Java, participants
expected text-based platforms (e.g., Stack Overflow, Unity forums) to offer immediate, rel-
evant support. However, both our observations and participants’ post-task feedback (see
Figure 5.3-b) indicated that these resources often fell short in addressing the specific chal-
lenges tied to crafting 3D interactions. Participants commonly described these resources as
either too generic or not directly applicable to their unique requirements. For example P6

explained:

"As my go-to for quick fizes it felt instinctual to turn there [Stack Owverflow]
when I began tackling the task. But the resources out there just didn’t dig deep

81



How was your experience in programming for a 3D/ AR project b How effective were your efforts in finding online resources for your
a compared to your previous non-3D development? needs as a begi in 3D/AR ?
Much More Difficult | EEE—— Very Effective
Somewhat More Difficult G Somewhat Effective
About the Same Neutral I
Somewhat Easier
Much Easier Very
[ 1 2 3 4 5 6 7 8 9 ) 1 2 3 a 5 6 7
c How would you characterize the transferability of your existing d I could rely on my prior p ing skills to tr and find

programming skills to tasks in 3D / AR development? solutions to technical problems | faced while completing the 3D/AR task:

Extremely Easy to Transfer Strongly Disagree (1/12) SN

Somewhat Easy to Transfer Disagree (6/12) |
Neither Easy nor Difficult to Transfer Neither Agree nor Disagree
Somewhat Difficult to Transfer  IEEEEEEE——— Agree (5/12) I
Extremely Difficult to Transfer G Strongly Agree

o 1 2 3 4 5 6 7 [} 1 2 3 4 5 6 7

Figure 5.3: Overview of participants’ responses to post-task questionnaire. (a) Participants
perceived AR development as notably challenging compared to 2D tasks, with most finding
it much harder; (b) Most participants found their efforts in locating online resources for
3D/AR development ineffective; (c¢) Most participants found it difficult to transfer their
existing programming skills to 3D/AR environments. The shift to 3D added complexities in
visualizing object movements, affecting not only implementation but also problem-solving
approaches; (d) Over half of the participants struggled to apply their old "test-and-develop"
coding habits in the new 3D /AR environment. For example, they would choose only familiar
parts of the code snippets suggested by ChatGPT, but found this strategy unhelpful for
debugging intricate AR interactions involving physics forces.

enough into the specific issues I was trying to solve or I didn’t know how to
cater them to my own code. It’s one thing to find a code snippet that rotates a
shape; it’s a whole other ball game to adapt that into a moving, interactive 3D

environment." (P6)

A recurring struggle for participants, as explained by P6, was in understanding the
relevance of the found example code snippets, mapping them onto their own codebases, and
modifying them to reflect their specific needs.

Video tutorials, on the other hand, were especially described as being useful for visual-

izing the procedural steps. For example, P2 explained:

"So even though there is no explanation [in videos], you kind of figure out the
steps...it’s not really good for understanding, it’s good for doing. The reason I'm
Jjumping into this kind of video is that I've never done anything with AR. But I
have 2D Unity experience. That’s why I can understand what’s going on here,
even though I don’t really know the 3D stuff." (P2)

However, some participants conveyed that these tutorials lacked depth in elucidating

the underlying principles:
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"I don’t like learning from videos. Since they are slow. Usually, when you learn
via videos on how to create stuff, there’s more bloat than there is actual content.
I like learning direct...I like to jump straight to the documentation. That’s how

I learn a lot of new stuff in programming."” (P3)

Use of novel generative AI tools for information-seeking.

Despite all participants having previous experience with ChatGPT for programming pur-
poses, only one participant used ChatGPT as the starting point for tackling the task; the
majority of participants (11/12) searched for online documentation and forums instead.
When these methods failed, more than half of the participants (7/12) tried ChatGPT.
However, all of these participants had mixed feelings about using ChatGPT to learn AR
development and questioned its reliability based on their coding experiences. For instance,

P10 mentioned:

"After trying the documentation and getting nowhere, I decided to give ChatGPT
a shot. But based on my past encounters, I wasn’t too hopeful about its accuracy
with coding issues." (P10)

In contrast, P1 and P5 heavily used ChatGPT, benefiting from a more focused and
efficient approach. Specifically, P1 used detailed prompts and follow-up questions to get
accurate, context-sensitive advice from ChatGPT (Figure 5.4). This strategy helped P1 and
P5 grasp foundational concepts quickly and integrate advanced features, thereby improving
their workflow.

Participants who asked ChatGPT vague or context-free questions faced difficulties get-
ting tailored answers. For instance, P4 received generic advice that did not fit their existing
setup, highlighting the importance of better contextualizing the dialog (Figure 5.5).

Despite receiving complete code snippets from ChatGPT, many participants only im-
plemented selected parts. This selective use reflected a "test-and-develop" approach based
on their previous coding habits. They focused on familiar elements, avoiding more com-
plex features to sidestep potential confusion or complications. For example, P5 used only
part of the code for landing a spaceship on a rotating moon and decided to forgo the com-
plex orientation procedures, stating, "I’ll start with what I know and build upon it." While
participants often relied on their prior experience, most of them strongly disagreed (1/12)
or disagreed (6/12) that their prior skills were sufficient for debugging and tackling other
technical problems in AR development (see Figure 5.3-d).

5.4.3 Challenges in information-seeking when developing AR

Navigating the intricacies of AR development while developing in a simplified environment
presented our study participants with a series of nuanced challenges, ranging from diffi-

culties in the initial setup and understanding built-in functionalities, to getting used to
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User prompt: "Write Unity C# code for a moon object orbiting itself and Earth."

ChatGPT response (summarized): Delivered script and explanation;user unclear on script implementation.
User prompt: "How to attach this script to the moon object?"

ChatGPT response (summarized) : Supplied step-by-step guide for script attachment; user proceeds with creation.
User prompt: "Add rotation for Earth and Moon on their axes. Provide script."

ChatGPT response (summarized): Scriptand logicexplanation given; user uncertain about object interactions

and parenting.
User prompt: "How should I run this code?"

ChatGPT response (summarized): Instructions for attachingand running the code provided; user unable to see

the effects after testing.
User prompt: "On hitting play, everything resets to zero. What's the issue?"

ChatGPT response (summarized): Received Unity's troubleshooting suggestions; encountered a new problem

upon trying to resolve.
User prompt: "Main camera position resets in play mode. How to fix?"

ChatGPT response (summarized): Received irrelevant response from Chat GPT; user seeks clarification.
User prompt: "Scene screen camera doesn't match Game screen. Why?"

ChatGPT response (summarized): User appliesthe help provided and successfully rotates moon and Earth on
their axes and the moon around Earth.

Figure 5.4: Illustration of a part of P1’s dialog with ChatGPT - one of the few exam-
ples in the study that shows successful use of Al assistance. P1 initiated the conversation
by requesting C# code for a moon orbiting Earth. Faced with uncertainties in the script
implementation, they followed up to clarify how to attach the script to the moon object.
Subsequent questions involved adding axial rotation to Earth and the Moon, resolving issues
related to object interactions and parenting. Additional troubleshooting involved resolving
camera position resets and discrepancies between scene and game screens. This iterative,
context-rich dialog resulted in more tailored guidance from ChatGPT, enabling P1 to suc-
cessfully implement the desired orbital and rotational behaviors.

the complexities of 3D development and struggles with advanced physics in a 3D environ-
ment. The transition from mainstream to 3D development demanded not only a conceptual
realignment but also adaptations in troubleshooting and help-seeking approaches. While y
first work [15] highlights some of the approaches used by newcomers for prototyping AR/VR
experiences, our study focuses on the specific approaches and challenges encountered with
the use of simplified development platforms in the implementation phase. In the subsequent
sections, we explore these challenges and uncover the adaptive strategies used by developers

with different levels of expertise.

Challenges in getting started

A consistent challenge that we observed among participants was difficulty in identifying a
reliable starting point as they were overwhelmed by the array of possibilities. For example,

as P3 explains:

"Knowing where to start was my biggest challenge. That’s why I was struggling
to figure out what resources to use. Using direct resources like YouTube helped.
After learning the basics, such as not needing to render lights individually, it

became easier to build on my existing programming skills." (P3)
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User Prompt: “How do I move an object in Unity?”
ChatGPT Response: You can move an object using Unity's animation system. Create an
animation clip with the desired movement and play it to move the object.

Figure 5.5: Illustration of a part of P4’s unsuccessful interaction with ChatGPT: While P4
already had a script-managed movement system, incorporating animation (recommended by
ChatGPT) proved challenging. P4’s vague prompt led to generic advice, causing conflicting
functions to override each other.

Strategies to "cope with the unknowns" varied across the board, echoing distinct devel-
oper personas as outlined in Clarke’s 2007 study [49]. For instance, P1, who closely resem-
bled the Pragmatic Developer, tackled the complex task by breaking it down into smaller,
more manageable sub-tasks. The segmented approach improved progress and morale but
had drawbacks, including frequent context-switching and difficulty in grasping the overall
objectives and best use of learning materials like code examples.

This challenge of achieving a holistic understanding was a broader issue that we observed
in the study. A trend among the majority of participants (10/12) was the use of a granular,
bottom-up strategy—breaking down the task into basic queries like “how to move an object
in Unity” without understanding the overall development task.

On the flip side, two out of the twelve participants managed to substantially complete
their tasks by initially adopting a bottom-up strategy and then transitioning to a top-
down approach, exhibiting traits of the Opportunistic Developer. In particular, P1 and P5
consulted documentations and YouTube tutorials to master foundational concepts before
moving to structure their code more comprehensively. Then, leveraged ChatGPT to benefit
from its dialogic interaction, tailored advice and context-specific solutions; thereby obviating
the need to "reinvent the wheel." This involved turning to platforms like ChatGPT and

YouTube to understand the relationships between different coding components.

Lack of awareness of development framework’s built-in interactions and affor-
dances.

Participants faced challenges in distinguishing between Unity’s built-in functions and cus-
tom code when looking for help in online documentation, often leading to unnecessary

debugging time. For instance, P12 said:

"I saw Transform. Translate and thought I needed to define it myself. Big mistake.
It conflicted with Unity’s built-in method and slowed my progress.” (P12)

Similarly, P8 added:

"When I looked at the code samples in Unity forums, they mentioned ’Quater-
nion’ for orientation and ’Rigidbody’ for physics interactions. I couldn’t tell if

these were built-in features or if they were custom-defined in the script. It took
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me a while to figure out that these are standard Unity components, and I didn’t
have to define them myself." (P8)

In a related observation, P7 spent significant time manually scripting the spaceship’s
movement, unaware that Unity’s built-in functions could simplify the task. The participant’s
searches like "object direction in Unity 3D" did not lead into discovering Unity’s built-in
functionality (NavMesh), partly because of vocabulary issues and the advanced language
used in Unity’s documentation. This made it difficult for participants with non-AR related
vocabulary, to find efficient solutions or identify specific Unity features in the provided code

samples.

Difficulties in navigating unfamiliar 3D environments with 2D knowledge.

Our study revealed that, the shift from 2D to 3D environments required participants to
adapt their learning methods and search strategies as the complexities of space and orien-
tation take on new dimensions in AR. Overall, all participants found it either somewhat
difficult (6/12) or extremely difficult (6/12) to transfer their existing programming skills to
3D/AR development tasks (see Figure 5.3-c). Furthermore, although all participants had
completed courses in 3D geometry and linear algebra at the high school or university level,
they found it challenging to apply this theoretical knowledge practically in the development
of 3D experiences. Their familiarity with mathematical foundations did not necessarily
translate into the ability to implement these principles in real-world development scenar-
ios. In traditional 2D environments, objects typically move along two axes, simplifying the
process of visualizing their motion and orientation. These complexities intensified the dif-
ficulties participants faced in visualizing object movements in the 3D space. This change
in complexity influenced not only their interaction but also their methods of seeking help.

Supporting this point P11 mentioned:

"In 2D environments, I could sketch out motions and interactions on a piece
of paper...like reading a map. But now it seems like shifting from a map to a
globe. Suddenly, you’re accounting for depth, orientation, and multi-dimensional
interactions...I’'m not sure even if I can ask the right question or if my search

prompts would work." (P11)

Furthermore, the intricacies of 3D visualization were not the only aspect that per-
plexed participants; the shift from the right-handed coordinate system commonly found in
mainstream 2D coding environments to Unity’s left-handed system was particularly dis-
orienting. Participants attributed this confusion to their previous experience with standard
screen-based 2D graphics (e.g., 2D game development, web development and HTMLS5, etc.).

Misalignment and unexpected behaviors due to this shift were evident. As P4 noted:
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"Transitioning from my usual coding environment [web development] to Unity’s
left-handed coordinate system was quite disorienting. My 3D models seemed com-

pletely out of place, like they were twisted and scattered across the scene.” (P4)

In their search for solutions, participants frequently drew on terms from their prior
knowledge in 2D environments. Common search queries included "Unity 3D vs 2D coordi-
nates" and "2D to Unity 3D transition", with the prefix "2D to 3D" being recurrent.

Challenges of dealing with multiple physics forces and predicting 3D object
behavior in AR

Unlike 2D programming, object interactions in 3D environments like AR often involve more
sophisticated considerations. For example, we observed that participants faced unexpected
behavior while coding a spaceship landing on a rotating sphere, unaware that complex

physics forces were at play. As P1 stated:

"If it was common game dev I had my spaceship perfectly landed; Introducing

rotation threw everything off not giving a hint where the problem is coming from."
(P1)

The unexpected trajectories the participants encountered made them assume coding
mistakes, leading them down to assume the existence of potential bugs or development
platforms inefficiencies. Typical search queries were along the lines of "unexpected physics
behavior during landing" and "debugging landing sequence in Unity 3D". This hinted a po-
tential blind spot in the learning materials: the fundamental physics at play. We observed
that despite participants’ attempts for finding learning materials, none explicitly mentioned
or hinted at the involvement of multiple physics forces in the task at hand. This observa-
tion aligns with the findings of my first study [15], highlighting the "physical aspects of
the debugging process that remain neglected in online tutorials" of AR/VR development
underlining the often-overlooked yet critical aspects of practical implementation.

In addition, predicting object behavior in a 3D environment was challenging due to the
complex variables at play, such as rotation speeds, initial positions, and landing trajectories.
To decipher the behavior of the spaceship moving from earth to the moon, P8 opted for
console-based methods (common in 2D development), and used the print function to analyze
raw data such as force vectors and rotation angles. P8’s attempt to apply 2D console-based
methods quickly proved problematic: the data overload in the console made it tough to
identify specific issues, and the numbers lacked the visual context needed for understanding

3D orientations and trajectories. P8 explained:

"In Pygame, I could just throw in print statements and quickly figure out what’s
going on...the numbers directly translated to on-screen coordinates, making it in-

tustive...I tried the same print-everything approach and got swamped with num-
bers." (P8)
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P8’s conventional method of breaking down and testing the code in parts, typically
effective in simpler or 2D environments, did not simplify the complexities of the 3D AR
task. Instead, it added to the confusion, making it even more challenging to identify the
source of the problem. As a result, P8 resorted to making ill-defined and generic queries
queries using phrases "object orientation in 3D" and "understanding object movement in
3D" in search engines, that were not specific enough to direct them to relevant learning
resources. This mismatch between the complexity of the task and the search queries led to

an ineffective cycle of problem-solving.

5.5 Discussion
5.5.1 Key takeaways

This work can viewed as a specific case study of AR/VR. The study findings contribute
insights into how software developers new to AR approach the development process using a
simplified development environment. We also looked at the types of information resources
they seek and how their learning experience in AR differs from mainstream software de-
velopment. In particular, we shed light on the unique needs of emerging AR developers,
indicating that the types of code reuse approaches that are successful in other development
domains may translate poorly AR due to difficulties with unfamiliar vocabularies and intri-
cacies of 3D environments, physics, and motion. Our observations complement and extend
prior works that focus on elective, task-focused learning approaches in mainstream soft-
ware development [246, 19], suggesting that the same "immediate solutions" mindset may
be ill-suited for the complexities of AR development. Moreover, while emerging Generative
AT tools are showing promising gains in development tasks [155, 19], our research offers an
initial look at how these tools may be inadequate for AR development and further widen
the skills gap.

With the advancements in mixed-reality devices such as the release of the Apple Vision
Pro and the increasing interest in AR technologies, more developers are entering the field of
AR development. Many of these developers are learning the necessary skills through online
resources and adopting an informal approach to their education. This trend underscores
the importance of understanding the challenges these new developers face as they navigate
the complexities of AR development without formal training. In light of the findings from
our study, it is likely that these new developers will face the same challenges that the
participants in our study encountered. We now reflect on the implications of our findings
for future research in HCI and the need to reconsider the design of training programs and
learning resources to effectively support the growing community of informal AR developers
who use simplified development frameworks. We discuss ways to enhance AR development

by integrating problem-solving strategies, leveraging in-context personalized approaches
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and generative-Al tools, and increasing user engagement through adaptive feedback and

milestone integration.

5.5.2 Enhancing AR development resources with problem solving strate-
gies

Our study contributes novel insights into developers’ challenges with programming AR for
the first time using a simplified development framework. Our results build upon prior re-
search that shows developers generally prefer selective, task-focused learning and information-
seeking tactics. Previous studies have highlighted that developers often seek immediate so-
lutions to specific problems [106, 30], focusing on getting particular API functions to work
[226] or finding workarounds, rather than gaining a comprehensive understanding of the
software or its underlying principles [158]. This approach is partly due to the complexity
and time-intensive nature of software comprehension, leading developers to prioritize task
completion over in-depth understanding.

Our study also shows that AR development presents unique challenges that extend be-
yond coding skills, requiring a deep understanding of the interplay between 3D elements and
real-world physics. Developers often misattribute AR anomalies, like unpredictable object
behavior, to coding errors, overlooking the crucial role of physics. This gap in understanding
underscores deficiencies in current educational resources and debugging techniques, which
are inadequate for addressing the complex interactions in AR. Our findings suggest an
urgent need for specialized educational materials and tools tailored to AR development
that can, for example, build off literature on problem decomposition in computer science
[68, 7, 261]. These resources may include simulation environments visually representing
real-world physics affecting digital elements. By offering such insights, developers can bet-
ter understand the multifaceted challenges unique to AR, enhancing troubleshooting and

deepening foundational understanding for success in AR development.

5.5.3 Improving learning through in-context personalized approaches

Standard debugging tools may fall short of understanding and predicting user behavior
and application performance. To address this, understanding the task context [121, 29,
88] is essential. For example, the incorporation of advanced logging and machine learning
techniques such as collaborative filtering [31, 105, 222] and content-based filtering [17] into
development environments like Unity could be game-changing in enhancing both coding
efficiency and conceptual understanding. Collaborative filtering would leverage community
contributions and feedback to identify common challenges and propose vetted solutions,
while content-based filtering could offer tailored recommendations based on an individual
users’ coding history and behavior within the platform.

The promise of these machine learning methods could be further enriched by integrat-

ing AT tools similar to GitHub Copilot into the development environment. Such tools could
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simultaneously suggest appropriate code snippets and dynamically link developers to con-
textual learning resources. For instance, if a developer struggles with object physics and
encounters errors, the integrated system could suggest an optimized code snippet tailored
for Unity’s physics engine and couple it with a targeted tutorial that unpacks the relevant
physics principles. In doing so, the developer gains not just a quick fix but also a deeper,

foundational understanding of the challenge at hand.

5.5.4 Leveraging help-seeking through Generative AI platforms

Our study findings also shed light on the role of Generative Al tools, like ChatGPT, in AR
development, expanding upon existing research on AI’s impact on programmers. Previous
studies have shown that tools like GitHub Copilot [87] are effective in generating foun-
dational code and suggesting structures [246, 19], but their effectiveness varies based on
the nature of queries and developers’ ability to articulate their intent in natural language
[262, 56]. Similar to prior observations [112], we also found that developers struggled to
form a mental model of the underlying Large Language Models (LLMs) and to express
their intentions accurately.

We also found that detailed, context-rich questions yield more useful responses from
ChatGPT (e.g., by P1 and P5), but there are challenges when users lack sufficient context
or the ability to validate responses. Selective code snippet implementation from ChatGPT
underscores participants’ cautious "test-and-develop" approach based on prior coding expe-
riences. Initial evidence suggests that generative Al systems, like ChatGPT, in the AR de-
velopment context, require reconsideration. Incorporating features like grounded utterances
[155], converting vague queries into executable code, and step-by-step guides can address
the contextual gap, providing educational tools for understanding the "what," "why," and
"how" of coding problems. Allowing multimodal inputs such as images or videos could en-
hance user intent clarity, making Al more effective for those lacking specialized vocabulary.
Future versions of generative Al with these features could offer targeted, adaptable, and
educational support for programming tasks. Overall, our study highlights the importance
of understanding the strengths and limitations of Al tools for effective use and training in

domain-specific software development tasks.

5.5.5 Enhancing user engagement and learning through adaptive feed-
back and milestone integration

In the design of systems from an HCI perspective, system feedback and milestones are
critical for user engagement and task completion [237]. Our study’s findings underscore the
importance of creating a progression model that not only facilitates the breaking down of
complex tasks into manageable sub-tasks but also ensures that these micro-goals contribute
to a holistic understanding of larger objectives of AR development. Our study indicates that

breaking complex tasks into smaller, manageable sub-tasks is beneficial, particularly for the
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"Pragmatic Developer" persona. However, this approach has a downside: while it boosts
morale through incremental success, it can hinder a holistic understanding of overarching
objectives. The challenge for HCI designers is to strike a balance between immediate, micro-
level feedback and broader, macro-level insights that align with long-term goals, perhaps
through a progress tracking dashboard that connects the dots between these two levels.
Furthermore, there is potential to design milestones that are both adaptive, catering
to different user personas, and instructive, guiding users toward larger learning goals as
they tackle more complex development tasks in AR. The challenge extends to helping users
switch between bottom-up and top-down approaches when they hit learning challenges. HCI
researchers could focus on developing systems capable of recognizing such learning gaps and
offering guidance to navigate through them, thereby ensuring a more rounded educational

experience.

5.5.6 Limitations

Although newcomers to AR can include a range of creators, such as hobbyists and domain
experts with varying levels of programming expertise as demonstrated in my first study [15],
in this study we focused on trained developers as our tasks required programming knowledge.
Future work should consider end-user programmers who are not only new to AR but also new
to programming to get a different perspective on their challenges. Furthermore, our method
relied on in-lab task-based observations and interviews as this was an appropriate way to
capture the emergent nature of AR development and identify key development issues in this
rapidly evolving field. But, this may not capture the full range of experiences, challenges,
and adaptive mechanisms that AR developers encounter in real-world settings. Longitudinal
studies involving real-world tasks and larger projects could provide a more comprehensive
view. Future work can also incorporate a control group of experienced AR developers for a
more rigorous analysis. The current approach was taken because it offers a focused look at
the challenges newcomers face, given that there is a rising tide of them entering the field,
and existing literature has not yet sufficiently investigated this demographic. This focus
provides foundational insights for educational initiatives aimed at supporting this growing
community. Lastly, in this study we concentrated exclusively on AR development to ensure
data consistency and methodological rigor; however, it is imperative for future research to
broaden the scope to include other extended reality (XR) modalities like Virtual Reality
(VR). This will provide a more nuanced and in-depth understanding of the challenges and

learning processes associated with designing and developing activities in 3D environments.

5.6 Conclusions

In conclusion, our study demonstrates that software developers new to AR struggle in cre-

ating interactive immersive AR experiences, even when they are working within simplified
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development environments. They tend to rely heavily on mainstream information resources
during the development process, but these resources are usually inadequate for navigat-
ing the intricacies of AR’s spatial concepts, physics, and the hardware-software interplay
inherent in AR development. The conventional information-seeking strategies approaches
fall short in addressing the complex, 3D nature of AR. These findings highlight a pressing
need for specialized AR training programs and online educational resources that focus on
AR-specific problem decomposition rather than optimizing for code-level assistance. By in-
corporating diverse perspectives and experiences, training programs and resources can be
designed to be more inclusive, thereby enriching the AR development ecosystem with a
wider range of creative solutions and applications. By shedding light on the specific hurdles
faced by newcomers, our work serves as a foundational step towards the creation of more
targeted, user-centered learning aids that can better bridge the widening skills gap.

In the next chapter, I will step back to reflect on the broader implications and future
work in the field of AR/VR development. This reflection will encompass a holistic view of
the findings from previous chapters, discussing their impact on current practices and the
potential they hold for shaping the future of AR/VR technologies for the new wave of the
creators in this field. I will delve into how these insights can inform the design of more
intuitive and inclusive development tools, foster a supportive community for creators, and
address the evolving needs of an increasingly diverse creator demographic. Additionally, 1

will outline potential directions for future research.
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Chapter 6

Reflections, implications, and
future work

6.1 Key takeaways

In this dissertation, I explore the evolving landscape of AR/VR development, particularly
focusing on how new creators, often self-taught or informal learners, navigate this multi-
faceted field. Since the start of this research in 2020, there has been a substantial increase
in the guidelines provided by industry players such as Meta, Apple, and Unity. Despite the
improved accessibility of these resources, the relevance of this research persists, as it offers
deep insights into the unique learning trajectories and developmental strategies adopted by
new AR/VR creators. This study not only highlights the critical learning paths and barriers
these creators encounter but also contributes to the ongoing refinement of best practices and
educational methodologies. Continuing this research approach is also crucial for comprehen-
sively assessing the effectiveness of the emerging learning resources in AR/VR development.
As the landscape of technological education evolves, it is imperative to evaluate how these
tools and guidelines truly impact learner outcomes.

My work also considered the similarities and distinctive nature of AR/VR development
compared to more traditional fields [131, 178]. It showed that AR/VR development stands
apart as it focuses on creating immersive, interactive 3D environments, necessitating profi-
ciency in multiple skills from prototyping and understanding of real-time user interactions
to implementation and complex physics involved in building such experiences. Such interac-
tions predominantly occur in software-driven environments and emphasize user experience
aspects such as immersion and user interactions. Consequently, each development discipline
not only requires a unique skill set but also a distinct approach to problem-solving and
development, mirroring their different technological and user engagement priorities. On the
other hand, we observed that there are similarities between AR/VR creation and tradi-
tional software development. We observed that both fields require conceptualization and

requirement gathering, where developers define what needs to be created and outline the
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specifications. We also observed that, both AR/VR and traditional software development
often follow an iterative development process. This includes stages such as designing, proto-
typing, and testing. In both cases, iterative refinements are essential to address issues and
enhance the creation. In terms of challenges and complexities, both fields require develop-
ers to stay updated with the latest technological advancements and to continually upgrade
their skills. However, AR/VR also demands a deeper understanding of user engagement in
three-dimensional space, which is less prevalent in traditional software development.

In particular, key issues identified in the initial stage of this research reported in chapter
3 included difficulties in navigating the evolving AR/VR environment, specifically learning
resources, understanding intricate toolchains, and applying user experience (UX) design
principles while creating such immersive experiences. Through this phase of the research,
a clear picture emerged of the common hurdles across different creator profiles in AR/VR
development, emphasizing the differences among each individual new AR/VR creator and a
need for more personalized entry points to the creation process, intuitive tools, and method-
ologies for AR/VR development.

Progressing from this foundational understanding, In chapter 4, I introduced PONI,
which exemplifies a tailored approach to easing newcomers’ entry into AR/VR develop-
ment. In particular, evaluation of PONI underscored its effectiveness for AR/VR newcomers,
deemed to be an intuitive, useful, and engaging platform compared to existing traditional
keyword-based search methods for initiating the AR/VR learning and development pro-
cess. This work showed a potential for the personalized onboarding approach to extend
beyond AR/VR creation to other complex design tasks, like 3D modeling and software de-
velopment, where comprehending the landscape and relevant terminologies is crucial before
beginning the authoring process. This approach contributed to the field of personalized
systems for learning and information-seeking, adding a human-centered perspective focus.
These insights underscore the importance of considering more than just algorithmic effec-
tiveness; emphasizing on factors like Ul design, user control, transparency, and flexibility.
These observations open up promising directions for future HCI research to further explore
and enhance the design space of personalized onboarding.

Additionally, the empirical understanding gained from my formative observational study
in Chapter 5, presented a nuanced understanding of how experienced software developers
approach AR/VR development using a simplified development environment. My work ex-
amined how software developers navigate through the diverse array of AR/VR learning
resources and tools, a process not previously observed in empirical detail. This study was
significant in revealing how seasoned software developers, familiar with standard help re-
sources, embark on their AR/VR learning journey, addressing a gap in our understanding
of behavioral factors influencing this initiation. Additionally, this line of inquiry was in-
strumental in expanding our comprehension of how generative Al tools might reshape the

strategies adopted by newcomers in navigating the AR/VR creation process where a new
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dimension is involved. The insights gained were not only pivotal in assessing the potential
roles of Al in AR/VR development but also served to enrich the broader conversation in HCI
about the integration of Al tools in learning and development within emerging technological
domains.

In the concluding chapter, I will reflect on the broader implications and impacts of this
research, considering potential enhancements to PONI’s design and drawing connections to

other pivotal areas of HCI research.

6.2 Implications and promising directions for future work
6.2.1 Introducing the immersive dimension into the creative tools

Our participants’ experiences reported in chapter 3, as well as existing literature (e.g.,
[232, 182, 183]), indicate that designing 3D content on a 2D interface or screen can be often
counter intuitive. However, our research findings reveal that most authoring tools currently
used in practice still enforce this separation between the design and application spaces.
In contrast, recent advancements in AR/VR authoring tool development, as illustrated by
recent literature [147, 181], are adopting the "What You Experience is What You Get"
(WYXIWYG) editor concept, originally proposed by Lee et al. [145, 146]. This concept is
an immersive authoring approach that enables simultaneous content creation and validation
within the application space itself.

The WYXIWYG approach, drawing from the "What You See Is What You Get" philos-
ophy of modern graphical user interface editor tools, offers significant benefits in immersive
authoring, particularly in defining spatial arrangements and behaviors [145]. With immer-
sive authoring, designers can evaluate their creations in real time, eliminating the need to
toggle between a 2D content creation space and a 3D application execution environment.
This approach not only lowers the barriers to entry for novice AR/VR designers but also
enhances the efficiency of AR/VR application developers who may not have programming
skills. This aligns with findings in the fields of location-based experiences and ubiquitous
computing, which emphasize the importance of in-situ authoring for effective ideation, re-
flection, and rearrangement of content [257].

Nevertheless, it is crucial to recognize that authoring immersive environments might
not always be the ideal solution for every design challenge, particularly when dealing with
abstract problems like programming logic [145]. In such cases, other approaches may be

more suitable to address the specific needs of the design task at hand.

6.2.2 Adapting to rapid technological evolution in AR/VR development

In the dynamic field of AR/VR, where technologies and platforms are constantly evolving,
it becomes crucial to develop learning resources that can adapt to these rapid changes.

This need is particularly important given that version updates in AR/VR authoring tools
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and environments can significantly impact the development process. Newcomers and expe-
rienced creators alike often find that updates introduce changes that necessitate relearning
or adjusting their workflows, which can be seen as a setback. An intriguing area of future
research, inspired by my findings in the PONI study, would be to investigate automated
methods for updating learning resources in tandem with these technological advancements.

The goal would be to not only maintain the relevance of educational content but also
to alleviate the learning challenges posed by new versions of AR/VR tools. For example,
when a major update is released for a popular AR/VR development platform, the learning
resources, including tutorials and guides, could be automatically adjusted to reflect the new
features and altered workflows. This could involve using Al algorithms to parse through
changes in software documentation and update instructional materials accordingly.

Such an approach would significantly reduce the burden on users who need to adapt
to new versions, providing them with up-to-date resources that align with the latest tool
capabilities and best practices. This would be particularly beneficial in maintaining the
continuity and effectiveness of personalized learning paths, as established in PONI, ensuring
that learners are always working with the most current information and tools. By focusing
on this aspect, future research can contribute to creating a more resilient and adaptive
learning ecosystem in AR/VR development, one that is better equipped to handle the rapid

pace of technological change in this field.

6.2.3 Extending personalizations for power users in AR/VR development

Reflecting on my findings from chapter 4, it is evident that while PONI excels in guiding
new AR/VR creators with personalized learning paths, there is an opportunity to extend its
functionality to better support power users — those with significant experience in AR/VR
development. Power users often seek advanced, intricate features and deeper control over
their learning and development processes [135]. For example, where a beginner might benefit
from a guided module on simple VR interactions, a power user might be looking to delve
into complex physics simulations or advanced spatial audio techniques in VR environments.

To cater to these needs within the PONI framework, a practical extension could involve
introducing an advanced module selection feature. This feature would allow power users to
customize their learning path by selecting from a range of advanced modules focused on high-
level AR/VR development concepts. For instance, a module on advanced lighting techniques
in VR or optimization strategies for AR applications would be directly relevant to these
users. Additionally, PONI could offer project templates that include more complex scenarios
and coding challenges, enabling power users to experiment with and refine sophisticated
development techniques.

Another realistic extension would be the incorporation of a feedback-based adaptive
learning system within PONI. This system could analyze the progress and engagement pat-

terns of power users and suggest even more challenging projects or learning materials based
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on their interactions. For example, if a user demonstrates proficiency in basic AR devel-
opment, PONI could recommend a project involving advanced AR features like real-time
object recognition or interactive augmented environments. This adaptive approach ensures
that the learning content remains challenging and relevant, thereby keeping power users

engaged and continuously pushing the boundaries of their skills in AR/VR development.

6.2.4 Extending the concept of PONI to community-driven AR/VR de-
velopment

Building upon PONT’s success in personalizing the learning experience for AR/VR creators,
the next step could involve developing a community-centric extension of PONI. This would
be a platform where PONI’s personalization algorithms not only recommend individualized
learning materials but also connect learners with expert mentors and peer collaborators.
For instance, based on a newcomer’s skill level and interests identified by PONI, they
could be paired with experienced developers who have complementary skills or similar
project histories. This mentorship could be facilitated through integrated communication
tools within the platform, allowing for seamless knowledge exchange and collaboration.

Additionally, this extended platform could host community-driven AR/VR projects,
where users contribute to different aspects of a project based on their skill level and learning
goals, as identified by PONI. This approach not only provides practical, hands-on experience
but also creates a sense of community and shared learning [88, 92]. The platform could
feature project showcases, where users can see the direct impact of their contributions and
learn from the development processes of others [84].

Lastly, in chapter 4 we saw that some users with stronger skill sets in 3D modeling or
programming strived for more challenging and advanced example projects to explore. Simi-
lar observations were reported in a study on development practices of professional AR/VR
developers [135], as power creators of AR/VR experiences benefit from having access to
experience beyond their skillset. It is crucial to enable creators to develop artifacts that
are not only efficient and effective but also straightforward, goal-focused, and adaptable
for various interdisciplinary roles [111]. Investigating how rewards might encourage profes-
sional AR/VR creators to share their work could be an interesting area for future research.
This could involve implementing reputation-based incentives akin to those found in promi-
nent online Q&A platforms such as StackExchange. There is emerging research on how
approaches like gamification [249] and ranking systems for contributors [258] can inspire
users to disseminate their knowledge in digital communities. PONI might serve as an start-
ing point for studies aimed at creating successful knowledge-sharing communities with a

focus on altruism among creators.
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6.2.5 Personalizing AR/VR authoring for different domains

An intriguing direction to explore is the personalization of AR/VR authoring processes to
suit the specific requirements of various domains and audiences. Given the expanding use of
AR/VR in numerous fields, it is crucial to determine how a tool like PONI can be adapted
to effectively meet the distinct needs of different user groups. As highlighted in chapters
3 and 4, these groups might include domain experts such as educators, scientists, subject-
matter experts, UI/UX designers, and more. In our studies, we encountered biomedical
engineers who desired features specific to human rehabilitation practices in VR or content
developers who wanted more storytelling content integrated into the software. Attempting
to accommodate all these domains in a single software could lead to an overload of features
and assets. Each domain has unique requirements, workflows, and communication styles,
possibly necessitating specialized features or interfaces within an AR/VR authoring tool.
Traditional advanced tools for AR/VR (such as Unity or Unreal Engine) have tried to cater
to various domains by incorporating all necessary features into the same interface. While
this increases the tool’s extensibility, it also adds complexity.

We suggest adopting a modular approach, tailoring specific features to specific users.
Educators, for example, may focus on creating engaging and comprehensible educational
content. They could benefit from simplified design workflows, a range of educational graph-
ics, and features enabling easy integration of text and spoken explanations. Scientists and
subject-matter experts, dealing with complex data and concepts, might need customized in-
teractions and the ability to create custom graphical assets that accurately represent their
theories. UI/UX designers would likely prioritize developing engaging, interactive digital
experiences, requiring features for prototyping, animation controls for interactive design,
and integration with UI design tools. By carefully addressing these individual needs, we
can start to define a development roadmap [96, 134] for domain-specific functionalities in
AR/VR authoring tools, thereby improving their utility and usability for a broader range

of users.

6.3 Limitations of the research methodology

This thesis has advanced our knowledge in understanding the process and challenges new
creators face when creating AR/VR experiences. However, it does have its limitations, and
the contributions are offered cautiously. My research highlighted the significant presence of
Unity as a prevalent creation tool, with limited similar alternatives as per study partici-
pants’ feedback in chapter 3. In the context of AR/VR, there is an opportunity for future
research to conduct detailed case studies that compare various AR/VR software tools or
even implement controlled studies to assess different tool interventions and approaches.
Regarding our implementation of PONI in chapter 4 as a web-based proof-of-concept

application, further research is necessary to understand how users interact with such tools
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in actual learning tasks, possibly through a longitudinal field study. The criteria used for
curating projects in our database may not cover all factors, and it’s vital to continuously
adapt to the evolving needs of AR/VR creators. A potential extension for expanding the
database is using crowd-sourcing methods, proven effective in other learning contexts [259].
Furthermore, our current scoring function for ranking results only considers three levels for
proximity and importance; future work should investigate more nuanced levels to enhance
the precision and effectiveness of retrieval in complex onboarding scenarios. Similarly, the
methodology used in chapter 5, based on in-lab observations and interviews, was suitable
for capturing the emergent nature of AR development using a simplified development en-
vironment and identifying key issues in this rapidly evolving field. However, it might not
fully represent the range of experiences and challenges AR developers face in real-world
settings. Longitudinal studies involving larger projects and real-world tasks could offer a
more comprehensive understanding.

Notably, the impact of gender was not studied, which may represent an area for future
inquiry. In addition, conducting research in the context of the COVID-19 pandemic posed
specific challenges that may have influenced the limitations of this thesis, particularly in
the field of AR/VR. The restrictions on in-person interactions necessitated a greater depen-
dence on digital platforms for data collection, which might have constrained the depth of
insights, diminished spontaneity, and introduced biases in the collected data. The inability
to physically access resources and research participants likely affected the diversity in the
studies. Furthermore, the global transition to remote work and the resulting changes in
AR/VR software usage patterns could have impacted the interpretation and relevance of
our findings. The psychological stress and uncertainty of the pandemic might have influ-
enced the responses of participants. Future studies should consider these factors, potentially
reevaluating the research design to compensate for these potential biases and influences.

Finally, although my research has revealed the promise of a novel personalized learning
tool for the newcomers to AR/VR creation, a more extensive and widespread implementa-
tion might be required to fully assess the tool’s effect on the performance of professional
AR/VR creators.
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Chapter 7

Conclusion

The primary objective of this dissertation was to characterize the emerging group of AR/VR
creators as a significant segment of end-user programmers, utilizing these technologies as
a novel medium for realizing their creative visions. While the current excitement around
AR/VR predominantly involves professional developers with access to advanced tools like
Unity or Unreal, my findings indicate that hobbyists, domain experts, and designers as
different groups of new AR/VR creators have distinct requirements for prototyping, imple-
menting, debugging, and testing in AR/VR applications. Recognizing this group of creators,
this work serves as an initial step for supporting them with tailored help. My research aimed
to identify and assess innovative methods to support these individuals in their initial at-
tempts entering this complex field.

Through foundational interview-based (chapter 3) and observational empirical studies
(chapter 5), I revealed that the challenges AR/VR creators encounter during implementa-
tion, debugging, and testing are intensified by the necessity to navigate numerous unknowns
and keep pace with the rapidly evolving AR/VR hardware and software. A key observa-
tion was that domain experts and hobbyists often struggle to determine where to begin,
frequently relying on available learning resources mostly targeted to professional creators
and ad-hoc social recommendations for choosing authoring environments. This approach
can lead to the selection of tools and help materials that, while suitable for the project,
may not align with their experience level, resulting in various issues during implementation
and testing phases.

Building on this foundation, my development and evaluation of PONI (chapter 4) show-
cased how a personalized approach can significantly assist new creators in the AR/VR field.
By mitigating concerns related to handling numerous unknowns, PONI showed potential in
empowering these creators with a practical tool for gradually learning about the AR/VR
landscape. This approach facilitates the development of an intuitive understanding of this
complex and multifaceted domain, enabling new creators to effectively navigate the space
before delving into more general help resources and communities predominantly aimed at

professional creators. My usability study of PONI particularly highlighted its effectiveness
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as a "hub" for inspiration before the self-directed exploratory learning phase, demonstrating
its value in fostering a more approachable entry into AR/VR creation.

Finally, while much research on personalized information retrieval has concentrated
on optimizing underlying algorithms, there has been limited emphasis on the interaction
design of these systems and how they shape users’ perceptions. This work underscores
the importance of observing users interacting with such systems and capturing their views
on the effectiveness and utility of personalized results. In chapter 4, I demonstrated that
perceived usefulness from the vision of new AR/VR creators is influenced by more than
just the algorithm’s effectiveness; factors such as Ul design, user control, transparency, and
flexibility play crucial roles in shaping the overall user experience.

In this chapter, I conclude this dissertation by reflecting on my research contributions
and how they can support further advances both in the design of educational technology

for the authoring process of new AR/VR creators and more general classes of software.

7.1 Core research contributions

7.1.1 Empirical insights into how new AR/VR creators approach devel-
opment process and their unique difficulties

A key contribution made in this work was by characterizing the categories of new cre-
ators in the AR/VR authoring space, delving into their motivations, needs, challenges, and
workarounds. This work offered a comprehensive understanding of the varying approaches
new AR/VR creators employ in designing, implementing, and testing AR/VR applications.

One of the most important findings from my study is the diverse motivations driving
these creators ranging from pursuing creative expression and innovation to solving practical
problems and exploring new technological frontiers. This diversity highlighted the need for
AR/VR tools and resources that cater to a wide spectrum of aspirations and expertise levels.
Additionally, T uncovered specific needs and challenges faced by AR/VR creators, including
hurdles with creating the physical aspects of AR/VR, resource limitations, and the steep
learning curve associated with AR/VR development. I documented various strategies and
workarounds employed by creators to overcome these challenges, offering valuable insights
into their adaptive and creative problem-solving approaches.

Furthermore, my research sheds light on the practical aspects of AR/VR creation, in-
cluding how creators conceptualize their ideas, navigate the iterative development process,
and utilize different tools and techniques to bring their visions to life. These insights are
particularly valuable as they not only illustrate the current state of AR/VR creation but
also inform the development of more user-centric AR/VR tools and methodologies.

These insights ultimately formed the basis for the design goals underling PONI and

several of its key features. In the long term, these findings are well-positioned to provide a
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solid foundation for further design research or advances in educational technology that aim

to streamline the AR/VR creation onboarding process for new creators in this field.

7.1.2 Empirical insights into how new AR/VR creators approach help-
seeking and their unique challenges

An overarching theme in my work has been to understand how to assist with the information-
seeking process for new AR/VR creators. In my formative study detailed in Chapter 3, I
gathered rich insights about the varied practices and pain points of new AR/VR creators.
This study particularly highlighted their reliance on trial and error while learning AR/VR
development skills and their inclination to learn from examples of available projects as a
reliable starting point where possible.

However, the study also brought to light the challenges new AR/VR creators face in
articulating their intents before starting a project. They often struggle to determine the suit-
ability of a project, development framework, or device, considering their skillsets, available
tools, time budget, and specific goals. Such insights demonstrate the need for more intuitive
and accessible AR/VR authoring tools and resources that can better guide creators through
the initial stages of development, bridging the gap between their current capabilities and
the demands of AR/VR technology.

These insights have been instrumental in forming the design goals for PONI and several
of its key features. Over the long term, my findings provide a solid foundation for further
design research and advances in educational technology. The aim is to streamline the process
of finding relevant and personalized learning resources for new creators of AR/VR experi-
ences, enabling a more efficient and effective onboarding experience for newcomers to this

dynamic field.

7.1.3 Design of PONI as a novel personalized learning platform for lo-
cating relevant AR/VR learning resources

Another significant contribution of this dissertation is the design and implementation of the
PONI platform for for getting inspiration and learning about AR/VR creation. Through
successive iterations of refinement and interviews with AR/VR newcomers, I derived five

main design goals:

DG1: Locate targeted learning materials given the creator’s background and
skills.

DG2: Locate targeted learning materials given the desired creation outcomes

and constraints.

DG3: Get inspiration and browse relevant example projects.
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DG4: Assess relevance of learning materials in relation to the creator’s back-

ground and desired goals.

DGS5: Offer freedom and flexibility in personalizing and exploring relevant learn-

ing materials.

I utilized these goals to guide the design of PONI, ensuring it supported the use cases iden-
tified as most critical to newcomers in the AR/VR field in locating effective and relevant
learning resources for starting their AR/VR learning and development journey. Specifically,
PONTI was designed to provide a means for discovering learning examples that are personal-
ized to the unique needs and specifications of new AR/VR creators. This included providing
rationale for why certain examples were suitable starting points for the creation process.
Through my usability study, I gathered evidence indicating that PONI’s design had po-
tential to serve as a knowledge hub, aiding in the initial stages of the AR/VR authoring
process, offering inspiration, and assisting in learning the necessary terminology. Although
this idea has been touched upon in some past learning platforms, to my knowledge this is
the first time personalizing example projects has been designed and evaluated.

While my implementation of PONI was specifically aimed at supporting the AR/VR
authoring process, its design concept has broader applicability. Given the known struggles
of learners in complex skill areas in locating relevant learning materials, as highlighted
in [123, 76], the principles underpinning PONI’s design could be generalized to support
learning and development in other domains. For instance, in animation, where a variety
of skills such as 3D modeling and video editing are required, and numerous feature-rich

software programs are utilized, PONI’s approach could be particularly beneficial.

7.1.4 Empirical insights into how software developers new to AR ap-
proach the development process and their use of Al-assisted tools

My research provides behavioral insights into the initial approaches of new software develop-
ers as they use a simplified development environment for creating AR experiences. My study
sheds light on the specific information resources developers seek, and the distinctive nature
of their learning experiences in AR compared to conventional software development. In chap-
ter 5, I particularly highlight the distinct requirements of emerging AR developers, noting
that code reuse strategies effective in other development areas may not be as successful in
AR due to the unfamiliar vocabularies and complexities associated with 3D environments,
physics, and motion in AR development. These findings build upon and broaden previous
studies on elective, task-focused learning in mainstream software development, suggesting
that the mindset geared towards "immediate solutions" may not adequately address the
intricacies of AR development.

Additionally, my work was the first to my knowledge, that explored the use of Chat-

GPT as a learning aid among new creators of AR/VR applications. I reported results
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that underscore the platform’s nuanced role in the implementations process of such immer-
sive experiences. My work provided initial insights reporting that detailed and context-rich
questions to ChatGPT and gradually adapting prompts, could potentially result in better
assistance from Al assisted platforms. In contrast, less contextualized questions can result
in less helpful and relevant responses from such platforms. This variability highlights the
importance of user knowledge in validating the answers provided by AI platforms and the
need for caution in implementing code snippets suggested by ChatGPT.

These findings indicate that the design and functionality of generative Al systems like
ChatGPT in the AR development context require further consideration. Integrating such
systems to track the creation progress similar to prior work [203, 107, 86, 244], or enabling
multimodal inputs like images or videos could help clarify user intent and make the Al
more effective for those lacking specialized vocabulary or seeking additional context. The
evolution of generative Al to include such features could lead to more targeted, adaptable,
and educational support for programming tasks in AR development and beyond.

Considering the significant need for specialized training and resources in AR devel-
opment, it’s probable that many informal learners creating AR/VR experiences will be
self-taught, relying on online resources. Based on my studies in chapter 3 and 5, these
new AR/VR developers are likely to encounter similar challenges as our study participants.
Reflecting on these findings, I envision an imperative to reevaluate the design of training
programs and learning tools to more effectively support the burgeoning community of in-
formal AR/VR developers. Hence, I propose enhancing AR development by incorporating
problem-solving strategies, utilizing in-context personalized approaches and generative-Al
tools, and boosting user engagement through adaptive feedback and milestone integration

in the learning process.

7.2 Secondary contributions

7.2.1 Empirical insights into challenges in designing physical aspects of
AR/VR

My research, specifically in chapter 3 shed light on several nuanced aspects of design-
ing "immersive" AR/VR experiences. One key challenge identified was in creating realistic
and engaging experiences, which is often hindered by difficulties in simulating models and
gestures, as well as the physical aspects of design such as user posture and fatigue. This
challenge extends to AR, where maintaining user attention in an uncontrolled physical envi-
ronment is particularly complex. Additionally, the use of techniques like 360° story boarding
and role-playing for conceptualizing immersive experiences while helpful, was found limited
in their ability to accurately portray user interactions in the unlimited nature of immersive

experiences.
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Another significant challenge highlighted in my study in chapter 5 was the intricacies
of coding and simulating motion in 3D environments, especially within AR development.
New creators with prior programming skills often attributed issues to coding mistakes or
platform inefficiencies. This underlines a critical gap in existing learning materials, par-
ticularly regarding the physical aspects of debugging processes in AR/VR development.
Moreover, the challenges in predicting object behavior and the application of traditional
2D programming methods in 3D environments underscore the need for more contextually
relevant learning resources and tools.

These findings collectively offer a holistic view of the unique challenges faced by new
creators in AR/VR environments regarding a new dimension that is involved as compared
to 2D applications. This understanding is pivotal for the development of more effective
and intuitive AR/VR authoring tools and resources, guiding new creators through the

complexities of immersive design and development.

7.3 Closing remarks

This dissertation delves into various aspects of how new creators from diverse backgrounds
and skill levels engage in the process of seeking information, designing, implementing, and
testing AR/VR applications. I have delineated the motivations, needs, and challenges of
such newcomers, offering a detailed understanding of a wide array of creators who are all
beginners in this domain. While it is recognized that programming skills are advantageous
in leveraging feature-rich tools such as Unity and Unreal for realizing creative visions in
AR/VR, my research uncovers additional crucial elements. These include the importance
of problem-solving strategies, the use of in-context personalized approaches, and context-
appropriate help tailored to AR/VR modalities, all of which are vital in supporting new
creators.

Moreover, the insights gained from my formative research have informed specific design
goals, leading to the development, implementation, and evaluation of PONI (Personalized
Onboarding Interface). PONI is innovatively designed to aid in acquiring inspiration and
learning about AR/VR creation. The features and design of PONI represent a promising
step forward in assisting new AR/VR creators to have a safer starting point for learning
and locating resources, fostering an environment that encourages innovation and growth
in this emerging field. I believe that the designs and insights derived from this work are
well-suited to be foundational for future endeavors by HCI researchers and practitioners to
support AR/VR creators, as they navigate the increasingly complex landscape of AR/VR

creation.
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Appendix A

Study materials

In this appendix, I include study instruments and related documents that were used to
recruit and collect data from participants in my studies.

A.1 Chapter 3 study materials

A.1.1 Pre-study Questionnaire

1. What is your age?

e 18-24 years old
e 25-34 years old
e 35-44 years old
o >45 years old

2. What is your gender?

e Female
. Male

e Prefer not to specify
3. Background: Define the post secondary majors you have studied or you are studying:

o Bachelor’s degree: ...
o Master’s degree: .. ...t
o PhD degree: .. ..o
o Other: Lo

4. What is your current position? (Sample answer: student, software developer, math
teacher. Please do not specify where you work or study.)



5. How many years of experience do you have in programming?

e 0

e 1-3

o 4-7

e 7-10

More than 10

6. List all of the languages you are familiar with, in order of experience/familiarity: (List
most familiar first)

7. Which AR/VR programming frameworks have you worked with? How much expertise
do you have with each of them?

o Unity: Expert  Intermediate  Beginner

o Unreal engine: Expert  Intermediate = Beginner

e WebVR: Expert  Intermediate  Beginner
et Expert Intermediate  Beginner
e Expert Intermediate  Beginner
o Other: .o

A.1.2 Interview Questions

1. Please describe one of the AR/VR projects you've recently worked on.

o What exactly did you make? What was it for (self-motivated, for a university
project, work)? If it was a class project, did they provide you any instructions?

2. What motivated you to learn development in AR/VR?
3. How did you start to learn AR/VR development?
4. Can you tell me about the steps you took in your learning process?

e What resources did you use?

e How did you decide which language and tools to start developing with?
5. (If applicable) To what extent did your prior programming experience help you?

6. Can you remember any challenges or barriers you faced while working on your first
AR/VR project? What were those? (By challenges I mean hardware related like
headset configuration, troubleshooting, programming challenges, and modelling chal-
lenges.)

7. How did you try to resolve those challenges?

e How did you know where to look for answers?
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10.

11.
12.
13.

14.

15

e To what extent did you find those resources helpful?

e Did your strategies work?

. Did any of your AR/VR project experiences require you to do 3D modelling?

o Were you familiar with 3D modelling?
(If applicable) How did you try to learn 3D modelling?

e If you faced any problems, how did you try to find answers?

e Was there any problem that you couldn’t find an answer for?

When importing models you made separately in a 3D modelling environment, did you
face any problems that you could not figure out where they came from?

To what extent were you satisfied with your results?
Did you want to continue doing AR/VR development? Why or why not?

What was your expectation from the modelling/programming interface and the learn-
ing resources? To what extent were you satisfied with these resources?

As novices are getting more motivated into AR/VR creation, what advice would you
give them for getting started and being successful?

Is there anything else you would like to share with us?

A.2 Chapter 4 study materials

A.2.1 Pre-study Questionnaire

1.
2.

What is your age? 18-24 years old 25-34 years old 35-44 years old >45 years old

What is your gender? Female Male Prefer not to specify

. Background: Define the post secondary majors you have studied or you are studying:

o Bachelor’s degree: .........oi i
o Master’s degree: ... ..o
Ph.D. degree: ...
Other:

. What is your current position?
. How many years of experience do you have in programming? 0 1-3 4-6 7-10 >10

. List all of the programming languages you are familiar with, in order of experi-

ence/familiarity: (List most familiar first; if you have no programming experience,
leave it blank) .. ... .o

Which VR programming frameworks you have worked with (if any)? How much ex-
pertise you have with each of them? ....... ... ... ... . . . .

130



A.2.2 Tasks
Task 1 Scenario: A VR Simulation Experience

Armstrong school planning to run a competition with the goal of exposing students to new
tech trends. As a starter, the school is running:

e A VR competition.

o Students are encouraged to be creative and try to build a Simulation experience
through which they teach other students any topic they find interesting.

e The competition is going to happen in 7 weeks.

Imagine you are volunteering to encourage students to enter this competition and create
a VR simulation experience. A student, Emilyhas been assigned to you with the below
information:

o She has never done any programming.

o She has intermediate 3D modeling experience.

o To encourage her to continue this path, her parents have allocated a $600 budget for
her to buy a head-mounted display device but they don’t know what their options
are.

Your job is to help Emily find example tutorials and projects for developing a VR Simulation
application. Use the Green tool from the home page and find 3 example projects that you
think are most relevant for learning about creating VR simulation projects reflecting Emily’s
time and budget constraints and her programming and 3D modeling background.

Once you have finalized your 3 choices, please come back here and leave their URL in the
empty fields. While you are interacting with the system and doing the task, please try to
think aloud and keep us aware of your thought process.

Task 2 Scenario: An Object-Independent AR Experience

Imagine that you have started your own small business. Through some market research,
you have come up with the idea of:
o Showing the objects you sell in an Augmented Reality (AR) experience.

e Through the augmented reality experience, you want your customers to be able to see
the virtual 3D augmentation of the objects with any type of smartphone they own.

e The customers should be able to see the virtual objects, independent of the settings
they are trying out the product (this is known as “Object-Independent AR”).
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e You want to sell your products as soon as possible and you have given yourself 3 weeks
to wrap up creating your augmented reality experiences.

Now you want to start to know the possibilities of design and prepare a bit before starting
to create this new content. Considering your, time, programming, and 3D modeling skills,
use the Blue tool from the home page and find 3 example projects that you think will be
most relevant and help you create an object-independent AR experience.

Once you have finalized your 3 choices, please come back here, click next, and leave their
URL in the empty fields and answer some questions about your experience. While you are
interacting with the system and doing the task, please try to think aloud and keep us aware
of your thought process.

Task 3 Scenario: A VR 360 experience

Imagine that you are trying to become an entertainment content creator on Youtube to
potentially increase your income. Through your research, you have found virtual reality
(VR) experiences to be new, trending, and thriving so you have decided to create content
in this area:

e Through your research, you have found that 360 experiences are the best choice.

e You want most of your audience to be able to view your 360 videos through Google
Cardboard.

e You have a maximum of $100 and you want to see if you can buy a Google Cardboard
headset or a similar product for yourself.

e You have given yourself 3 weeks to complete this project.

Now you want to start to know the possibilities of design and prepare a bit before starting
to create this new content. Considering your budget, time, programming and 3D modeling
level, use the Blue tool from the home page and find 3 example projects that you think will
be most relevant and will help you create a VR 360 experience.

Once you finalized your 3 choices, please go back to the SurveyMonkey page, leave their
URL in the empty fields. While you are interacting with the system and doing the task,
please try to think aloud and keep us aware of your thought process.

Task 4 Scenario: An Object-Dependent AR Experience

Imagine that your friend, Matthew, is a teacher who volunteers and helps the Coquitlam
high school in creating engaging educational content using new media. He wants students
to be able to scan the pages of a book via the school-provided iPhones and see the virtual
augmentation of the book contents through their phone screen. This would be an object-
dependent augmented reality (AR) experience. Matthew has no time for research and he
has asked you to suggest some tutorials and example projects related to creating object-
dependent AR that suits his background:
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o He is an intermediate programmer (has made 6 games that required coding)
« He is an expert 3D modeler (uses lots of CAD-related tools)
e The symposium is happening in 9 weeks

e The high school does not care about the budget as they want the best experience
possible.

Use the Green tool from the home page and find 3 example projects that you think are
most relevant and will help Matthew learn about creating AR object-dependent projects.
These should be appropriate for his time constraint and programming and 3D modeling
background.

Once you have finalized your 3 choices, please come back here, click next, and leave their
URL in the empty fields and answer some questions about your experience. While you are
interacting with the system and doing the task, please try to think aloud and keep us aware
of your thought process.

Post-Task Questionnaire

1. I found the system easy to use

o Strongly Agree

o Agree

o Neutral

e Disagree

o Strongly Disagree

2. With the criteria given to me in the task, I was able to easily locate relevant projects

to get started.

e Strongly Agree

o Agree

o Neutral

e Disagree

e Strongly Disagree
3. I found it demanding to evaluate the results shown in the user interface.

e Strongly Agree
o Agree

o Neutral

e Disagree

e Strongly Disagree

4. I was frustrated while using the system:
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8.

o Strongly Agree

o Agree

o Neutral

e Disagree

e Strongly Disagree

. I felt in control while using the system:

o Strongly Agree

o Agree

o Neutral

e Disagree

e Strongly Disagree

. On a scale of 1-10, how likely are you to reuse this system if you wanted to learn to

create AR or VR applications?

I felt confident about the projects that I selected:

o Strongly Agree

o Agree

o Neutral

e Disagree

e Strongly Disagree

Answer verbally: Why did you find the 3 projects you picked relevant to this task?

A.2.3 Follow-up Interview Questions

1.
2.

What is your current process for finding new learning materials/tutorials?

What type of experience do you have in learning about AR or VR on your own, if
any?

Now that you have seen both interfaces, which would you prefer to locate relevant
materials?

. Overall, how do you evaluate each of these platforms in terms of providing information

for an AR/VR creation task relevant to your background?

. Overall, how do you evaluate each of these platforms in terms of flexibility given

different task criteria?

Overall, how confident are you with the results of each of these platforms in terms of
flexibility given different search criteria?

If you were to start a (domain-related/hobby) task, would you consider using any of
these two platforms? If yes, do you have any preferences? Why?

Do you have any recommendations for improvement?
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A.3 Chapter 5 study materials

A.3.1 Pre-Study Questionnaire

1. Select your age group:

o« 1824

e 25-34

o 3544

e 55-65

e >065
2. What is your current position? (Please do not specify where you work or study.)

(Sample answer: Student, software developer, math teacher)

3. How many years of experience do you have in programming?

e 0

e 1-3

e 4-6

e« 7-10

e More than 10

4. List all of the programming languages you are familiar with, in order of experi-
ence/familiarity (List the most familiar first).

5. Do you have any experience working with any AR/VR development frameworks? If
S0, please explain briefly.

A.3.2 Mid-Task Interview Questions

1. How have you progressed in your task so far?

(Please describe your progress, including any milestones reached or objectives
completed.)

2. What challenges did you face, if any?
(Detail any obstacles encountered and how they impacted your work.)

3. What is your strategy for the rest of the session? For example, about the approach
you are going to take for the rest of your development process and any particular
learning resources you want to use or keep using?

(Outline your plan for moving forward, including any changes to your method-
ology or resources.)

4. Describe a specific feature or functionality that you implemented so far in creating the
AR experience. What was your thought process behind it? Please explain the steps
you have taken so far to achieve it.
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A.3.3 Post-Task Questionnaire

1. How was your experience in programming for a 3D and immersive experience com-
pared to your previous non-3D development?
e Much more difficult
e Somewhat more difficult
e About the same
o Somewhat easier
e Much easier
2. How effective were your efforts in finding online resources for your needs as a beginner
in 3D/AR development?
e Very effective
e Somewhat effective
o Neutral
e Somewhat ineffective
e Very ineffective
3. As a person with prior experience in programming, how would you characterize the
transferability of your existing programming knowledge into creating an immersive
3D/AR experiences?
o Extremely easy to transfer
e Somewhat easy to transfer
e Neither easy nor difficult to transfer
e Somewhat difficult to transfer
e Extremely difficult to transfer
4. As a person with prior experience in programming, I relied on my programming skills
to troubleshoot and find solutions to technical problems. ..
e Strongly disagree
e Disagree
o Neither agree nor disagree
e Agree
o Strongly agree

A.3.4 Post-Task Interview Questions

1. Show me what you created in today’s session.

(a) How was your overall experience in completing the task?

(b) What do you think went well today as you were creating your first AR app?
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10.

(¢) How did you plan and organize the development process of the AR/VR creation
task?

. Can you tell me about the most challenging parts of this task and any roadblocks you

faced while completing your task?

. What types of learning resources did you use during the creation process (if any)? For

example, tutorials, videos, documentation, etc.

. To what extent were you satisfied with the resources you used when creating your

AR/VR application?

. How did you approach the use of resources you previously mentioned in your devel-

opment process? Were there any occasions in your development process in which you
might have preferred using a help resource over the other options? Please explain.

. What types of issues or bugs did you encounter during the development of interac-

tive elements of the AR experience (if any)? How did you go about identifying and
fixing them?

Overall, how does your experience in creating an AR experience for the first time
compare to other kinds of software development that you may have done in the past?

. While completing your task, did you find any capabilities missing from the tool you

were using that might have helped you in doing your task better?

. Reflecting on your experience, what would you do differently if you had the opportu-

nity to start the AR development process again?

Is there anything else you would like to share about your experience?
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